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1. Introduction

The smart product-service system is widely used to support 
the construction of smart traffic or transportation, which is a 
crucial component of smart city. Among them, augmented 
reality head-up display (AR-HUD) system is a typical smart 
driving solution, which combines the real driving 
environment with virtual space. The AR-HUD system can add 
driving clues to environment or accentuates some elements 
that already appear in surroundings on the head-up display.
Owing to the improvement of drivers’ situational awareness
(SA) without glancing down at the instrument cluster, the AR-
HUD service design is becoming increasingly popular in 
global auto market, with an estimation of $13.97 billion
market sales by 2028.

Moreover, to enhance driver’s SA, more recent studies 
concentrate on the design of AR-HUD service. For example, 
Bremers et al. [1] explored the perceived difference of 
perspective depth cues on AR-HUD. For drivers’ better 
understanding of traffic scenes, Rao et al. [2] visualized
detected objects with in-car object-level 3D reconstruction. 
The SA is defined as three levels [3], which are the perception 
of essential elements in the surroundings (Level 1 SA), events 
comprehension (Level 2 SA), and projection of future 
situations (Level 3 SA), respectively. Although there have 
been some works for the developments of AR-HUD driving 
service design, most of them focus on displaying some in-car 
sensor’s information (e.g., driving speed) directly and neglect 
a higher level of driver’s SA, namely the driving situation 
prediction and driving advice recommendation. Therefore, 
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these AR-HUDs are difficult to meet the requirement of 
drivers.

To overcome this challenge, this work proposes a visual 
reasoning-based service design approach for advancing AR-
HUD service with better driving experience. Meanwhile, 
drivers, as an integral part of the proposed service design 
architecture, provide their driving experience and knowledge 
in a value co-creation manner through human-computer 
interaction (HCI) design. By cognitive intelligence 
computing, the proposed AR-HUD service design is capable 
of understanding driving scenarios, while the corresponding 
driving strategies are recommended based on the experiential 
driving knowledge of users. The rest of this paper is organized 
as follows. Section 2 outlines some related works of visual 
reasoning and AR-HUD. Section 3 describes the proposed 
AR-HUD service design approach in detail. An illustrative 
example of the proposed AR-HUD service design is further 
given in Section 4. At last, Section 5 summarizes the 
contribution, limitations, and future work.

2. Literature review

2.1. Visual Reasoning

Visual reasoning refers to the ability of a system to carry 
out multi-hop reasoning over the visual scene’s components 
and their relationship, bridging the gap between scene 
comprehension and decision-making. The solution of visual 
reasoning can be divided into the vision-only solution and the 
language-driven solution. Vision-only solution merely 
involves visual cues in the reasoning, while language-driven 
solution additionally introduces language cues. Visual 
Question Answering (VQA) and Visual Commonsense 
Reasoning (VCR) are two typical language-driven visual 
reasoning tasks. 

Recently, visual reasoning becoming an attractive 
approach for cognitive intelligence computing in robotics, 
computer vision, and other research fields. For example, 
Murata et al. [4] introduced a long short-term memory 
(LSTM) based framework to achieve visuomotor reasoning 
with a given goal image for human-robot collaboration 
(HRC). 

Additionally, according to the study in cognitive 
computing, reasoning with domain knowledge and human 
experience can lead to more dependable, efficient, and 
explicable results. Zheng et al. [5] designed a knowledge 
memory embedding framework to leverage prior knowledge 
for visual reasoning. Zheng et al. [6] utilized an HRC 
knowledge graph (KG) in visual reasoning for a combination 
of human cognition and robotics in HRC systems. Based on 
previous research, this paper utilizes a KG consisted visual 
reasoning approach to design the AR-HUD service solution, 
improving the digital and intelligent level of in AR-HUD.

2.2. AR-HUD

AR-HUD, as a typical smart driving solution, leverages 
AR technology to display driving information on the vehicles’ 
windscreen, trying to enhance drivers’ SA in the way of 

combining virtual information and a real environment. More 
studies have verified that AD-HUD has a beneficial impact on 
drivers’ driving performance [7] and driving cognitive 
workload [8]. In addition, some explorations in AR-HUD 
service design have been conducted in previous work. For 
example, Li et al. [9] proposed an AR-HUD service design to 
display warming in hazardous situations.

However, the value offered by existing AR-HUDs is 
limited because their provided information (e.g., lane 
marking, driving speed, warnings about the lead vehicle, road 
guidance) is basic and simple. Therefore, this paper attempts 
to introduce a visual reasoning-based AR-HUD service design 
approach to deliver higher-level cognitive information (e.g., 
predicted information and driving strategies) to drivers, thus 
improving drivers’ SA and driving experience. Moreover, this 
paper considers value co-creation between users and 
producers in the service development process to gain users'
recognition.

3. Methodology

Inspired by the previous work [6], this article proposes a 
visual reasoning-based service design approach for advancing 
AR-HUDs’ digital servitization and better driving experience. 
As can be seen in Fig. 1, the proposed AR-HUD service 
design is outlined with (a) a co-creative value model and (b) a 
cognitive intelligence computing framework.

Fig. 1. (a) co-creative value model and (b) cognitive intelligence framework.

Following the service-dominant logic, the proposed service 
design attempts to co-create value with users. Considering the 
case in this paper, we pictures a variation of the co-creative 
value model constructed by Ueda et al. [10] in Fig.1. (a), 
showing the close interrelation between the user, producer, 
AR-HUD, and environment.

In addition, the cognitive intelligence computing 
framework supporting AR-HUD service is shown in (b). 
Firstly, a KG in the field of driving should be established, 
which is used to describe various traffic scenarios and store 
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driving knowledge and experience. Next, the scene graph is 
generated based on vision-based driving scene perception,
which includes road elements identification and dynamic 
elements’ intention prediction. And then, a neuro-symbolic 
driving scenario reasoning model will be constructed by 
computing the intrinsic relationship between visual perception 
and pre-defined traffic scenario in KG, giving appropriate 
driving strategy further. At last, analytical information, 
including necessary detected road elements in the physical 
driving environment and appropriate driving strategies, is 
augmented on the HUD by virtual AR graphics, giving drivers
intuitive support. In this way, drivers can enhance their 
driving SA and reduce cognitive load, achieving better driving 
experience. More information will be provided below.

3.1. Value Co-creation in AR-HUD Service Design

This paper provides a concrete example of value co-
creation in smart product-service systems. The value co-
creation mentioned in this article refers to the collaboration 
with users and producers in the development process of the 
proposed AR-HUD service design. 

Consisting of the user, the producer, the AR-HUD, and the 
environment, the co-creative model drawn in Fig.1 (a) 
describes the offered values and the value flow between these 
containing elements. The producers design the proposed AR-
HUD service with the participation of users. As co-developer, 
users are allowed to take part in the construction of the KG,
which is a vital part of the proposed intelligence computing 
framework, contributing their driving experience to the 
development of service functionality. According to perceived 
information from the driving environment, the AR-HUD 
provides users with corresponding support for smart driving 
service in the use phase.

Under the value co-creation mechanism, the experiential 
driving knowledge provided by users can support the 
completion of the cognitive intelligence computing 
framework. In the meantime, user participation in the 
development can clarify the service value, making the 
proposed AR-HUD service gain more satisfaction from users.

3.2. HCI Design in Driving Scenario Knowledge Graph 
Construction

A KG that contains the human understanding of the world 
can drive the computer system toward human-level cognitive 
intelligence. Meanwhile, design-oriented HCI can contribute 
to value co-creation in the development of service design 
since HCI provides an opportunity for user participation, and 
human cognitive response can come into play when users
interact with complex technology. The standard HCI design 
iteration process includes requirement analysis, alternative 
design, user study, following up the user’s feedback and the 
problem encountered [11].

In this paper, HCI design is adopted to establish the driving 
scenario knowledge graph (DSKG), extracting users’ driving 
experience in the development process of AR-HUD service. 
Specifically, to reveal the driving knowledge and experience 
of users, users are invited to the driving simulator, taking 

driving operations according to the driving scenario video 
given by the computer. With advanced deep learning 
computing, the driving experience and knowledge of users are
extracted in the interaction process and stored as a KG.

Fig. 2. A technical architecture of HCI design for DSKG construction.

The technical architecture of HCI design, including the 
physical layer, analysis layer, and knowledge layer, for DSKG 
construction can be presented in Fig. 2, which shows the user 
input transfers from data to information, and is stored in 
DSKG as knowledge.

The physical layer consists of users, a driving simulator, 
and a computer used for intelligent computing. In the physical 
layer, according to the driving scene video clips provided by 
the computer, users take driving operations in the driving 
simulator based on their driving experience. At the same time, 
the computer can receive the operation signal from the driving 
simulator. The operation signals and the corresponding 
driving scene video are then transmitted to the analysis layer.

In the analysis layer, the computer utilizes the scene graph 
generation model to perform scene understanding on the 
driving scenario image captured from the driving scene video. 
Detailly, A scene graph generation model RelTR [12] with an 
encoder-decoder architecture can be adopted. The visual 
features context in the image is coded in the encoder while the 
decoder output the triples using multiple types of attention 
networks which are decoupled entity attention, decoupled
visual attention, and coupled self-attention. RelTR can 
generate a scene graph from the driving scenario image 
directly. Meanwhile, the driving operation signals from users 
are recognized as the driving strategy entities, linking with the 
generated scene graph. At last, the information acquired in the 
analysis layer (the scene graph connecting to the driving 
strategies entities) is delivered to the knowledge layer and 
stored in DSKG.

When it comes to DSKG, it is defined as:
ℊ = {ℰ,ℛ,ℱ}, (1)

where ℰ , ℛ ,and ℱ are entities, relations, and facts 
respectively. The fact consists of triples:
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(ℎ, 𝑟𝑟𝑟𝑟, 𝑡𝑡𝑡𝑡) ∈ ℱ, (2)
where ℎ and 𝑡𝑡𝑡𝑡 mean head and tail entities in the group of 

entities ℰ, and 𝑟𝑟𝑟𝑟 is a relation in set ℛ.
As shown in the knowledge layer, the DSKG consists of 

position node, environment node, scenario node, and strategy 
node which are organized into three layers (description layer, 
scenario layer, and strategy layer).

The driving experience from users is stored in the strategy 
layer as different driving operations described by 
corresponding executive stages. At the same time, the driving 
scene graph generated from the video clip is represented by 
dynamic road elements (e.g., vehicles and pedestrians) and 
static road elements (e.g., zebra crossing, traffic signs, 
roadblocks, etc.) in the description layer. Moreover, the 
scenario layer links the strategy layer to the description layer, 
indicating the users’ driving operations under a specific 
driving scenario. With strategy-oriented reasoning search, the 
DSKG can provide drivers with a driving suggestion.

In the process of DSKG establishment, HCI design enables 
the producer to extract users’ driving experience and 
knowledge from their cognition and operative response 
towards driving scene video. Under the premise of safety and 
accuracy, driving knowledge and users' experience are
incorporated into the cognitive intelligence computing 
framework in the form of a KG, thus improving performance 
of the proposed AR-HUD service design and user satisfaction.

3.3. Visual Reasoning-based Driving Scenario Modelling

Visual reasoning-based driving scenario modelling aims to 
analyze the driving scenario image collected by an in-car 
camera, identifying the vital road elements and 
recommending proper driving strategies for drivers. The 
modelling includes two parts: vision-based driving scene 
perception and neuro-symbolic driving scenario reasoning, 
which correspond to ② and ③ in Fig.1 (b), respectively.

The vision-based driving scene perception includes road 
element identification (e.g., vehicles and pedestrians, traffic 
signs, traffic lights, etc.) and the behavior intention prediction
of dynamic elements, which enables the proposed AR-HUD 
service to perceive various driving scenarios. Specifically, the 
proposed service design framework adopts Faster-R-CNN 
[13], a typical DNN-based object detection model, to identify 
road elements. 

Regarding the behavior intention recognition of dynamic 
elements, the proposed service design framework considers 
two main road users, i.e., pedestrians and vehicles. For 
pedestrians, their behavior intention (walking along in the 
direction of the vehicle, crossing the road, and not crossing 
the road) can be recognized by the ST-GCN model [14]. For 
the intention recognition of nearby vehicles, an encoder-
decoder architecture with LSTM networks is used. After 
feeding the image's features into the model, vehicles’ behavior 
patterns (e.g., stop, turn left, turn right) are predicted.

When it comes to driving scenario reasoning, increasing 
attention has been paid to the neuro-symbolic model recently, 
especially in the task of reasoning over KG [15]. As a hybrid 
model, the neuro-symbolic model equips the data-driven 

neural network with the abstract logic ability in symbolic 
processing, leveraging both advantages.

In this paper, based on the neuro-symbolic network, a 
driving scenario reasoning model is established to select the 
most appropriate driving strategy in the DSKG under a given 
driving scenario. The reasoning model consists of two steps: 
subgraph grounding and logical reasoning. In the subgraph 
grounding step, the scene graph created from the driving 
scene perception is transformed into a set of DSKG-aligned 
candidate triples with semantic matching and a path-based 
approach. After transforming these DSKG-aligned triples to a 
formal logic formalism by a rule-based algorithm, a Logical 
Neural Network (LNN) [16] executes candidate logical 
queries and inference for giving out an appropriate driving 
strategy in the logical reasoning step.

Visual reasoning-based driving scenario modelling is a 
vital part of the cognitive intelligence computing framework 
in the proposed AR-HUD service design. Visual perception is 
targeted at recognizing key road elements in the driving 
scenarios and predicting the behavior intention of the dynamic 
road elements. The precepted information is then input to the 
neuro-symbolic driving scenario reasoning model, inferring 
suitable driving strategies over the DSKG co-established with 
users.

3.4. Module deployment onto AR-HUD

Being deployed advanced intelligent modules mentioned 
above, the proposed AR-HUD is able to give out cognitive
information (e.g., the predictive behavior intention of 
pedestrians and vehicles, driving strategy, etc.) to drivers with 
AR technology. Therefore, the proposed AR-HUD achieves
the improvement of drivers’ SA and driving experience. Fig. 3
summarizes the transmission of information between the 
modules in the proposed AR-HUD. 

Fig. 3. Module deployment structure of the introduced AR-HUD.

In detail, video streams obtained from the in-car camera 
are firstly analyzed by the visual perception models, including 
Fast-R-CNN, LSTM-based encoder-decoder model, and ST-
GCN. The perceptual outcome as the form of a scene graph is
then fed into the reasoning model, which infers appropriate 
driving strategies over the DSKG by semantic matching and 
logical formalism transformation. After that, the perceptual 
outcome and the recommended driving suggestion are 
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transmitted to the AR mechanism. Finally, through calibration 
and registration in the AR mechanism, these analyzed results 
can be suitably rendered onto the head-up display with pre-
defined graphics.

4. An illustrative example

The AR-HUDs in the current market cannot satisfy the 
demand of drivers to some extent since they only stack some 
basic information (e.g., driving speed) on display. In a value 
co-creation manner with users and producers, the proposed 
AR-HUD service is designed to provide drivers with more 
cognitive information, such as road elements identification, 
dynamic elements’ behavior estimation, and timely 
recommended driving strategies, aiming to decrease drivers’
cognitive workload and increase driving experience. An 
illustrative example that gradually achieves driving scenarios 
perception and strategies reasoning is given to demonstrate 
the viability of the proposed AR-HUD service design.

4.1. The configuration of hardware and software

As shown in Fig. 4, the proposed AR-HUD service design 
is deployed in the simulated indoor driving environment. 

The hardware consists of a driving simulator with Logitech 
G29 Driving Force, a Wi-Fi connected LCD projector playing 
driving video stream on the screen for showing driving road 
condition, a 55-inch see-through OLED display as a 
windshield, and a computer with an Intel (R) Core (TM) i5 
processor and 16 GB RAM for data analysis and AR 
realization. Especially, unlike the existing in-car AR-HUD 
using the general HUD gadget, this paper utilizes a larger see-
through OLED display as a HUD device in the driving 
simulation experiment, expecting to widen the driver’s field 
of view and deliver more useful information.

Fig. 4. Hardware configuration of the simulated indoor experiment.

Regarding software, the software development kit (SDK) 
released by Logitech is applied to read the underlying signals
from users’ operation in the driving simulator for realizing 
HCI design. Besides, this paper uses Neo4j to visualize the 
DSKG constructed in this example. Moreover, the cognitive 
intelligence computing framework in the proposed AR-HUD 
service design is established with Visual Studio 2019 installed 
OpenGL and OpenCV library in the Windows 10 operating 
system. The utilization of OpenCV is to conduct driving 
scenario perception, and the AR realization relies on OpenGL.

4.2. Stepwise implementation

The implementation of the proposed AR-HUD service 
design basically involves four steps, which are aligned with 
the principal procedures indicated in Fig. 1(b).

Step 1: DSKG Establishment through HCI design.
From the perspective of value co-creation, the DSKG is firstly
constructed in collaboration with users through HCI design. 
Some details are given below:

1) Participants: to ensure the quality of DSKG, users taking 
part in the co-development process should have a driving 
license with rich driving experience.

2) Apparatus: as shown in Fig.4, the driving simulator
maintains the fidelity of the real driving cockpit as much as 
possible. In the experiment, the driving scenario video is 
played on the screen with the projector, and the data is 
collected with the Logitech SDK.

3) Driving scenario videos: according to the normal 
reaction speed of a driver on the road, the driving scenario 
video is about 5 seconds in length. In addition, the videos
used in the experiment cover various driving scenarios as 
much as possible to improve the granularity of the KG.

In the experiment, after an introduction about the 
experiment, participants are invited to sit in the driving 
simulator alone and asked to take driving operations based on 
their driving experience and knowledge when the video is 
playing. The videos and the driving operations of participants
(i.e., driving strategies which are turn right, turn left, move 
forward, and slow down) are then read by computer and 
analyzed with algorithms such as scene graph generation 
model RelTR, thus completing the construction of DSKG. At 
last, cross validation and sample inspection are taken into 
consideration for the dependability of DSKG, guaranteeing
driving strategy associated with each driving scenario is clear 
and appropriate.

Step 2: Holistic driving scenario perception. The 
detection of road components and the behavior prediction of 
dynamic road components are both included in driving 
scenario perception. Take the typical road condition in Fig. 1
(b) as an example. The road components (a traffic line 
marking, a motor vehicle, and a pedestrian) and their location 
are detected. Additionally, a 9-layer ST-GCN model based on 
transfer learning predicts the pedestrian will cross the street, 
while a 4-layer LSTM-based encoder-decoder model forecasts
the car will turn right. The perceptual outcomes are then
organized in the scene graph for the subsequent process.

Step 3: Neuro-symbolic driving scenario reasoning. The 
target of driving scenario reasoning is to seek the most 
trustworthy driving strategy from a group of driving strategy 
nodes in the DSKG under a specific driving scenario. The 
scene graph generated in Step 2 stores the holistic perceptual 
results. For subgraph grounding, the scene graph is firstly 
aligned with the DSKG via semantic matching, including 
entity linking and relation linking (similarity threshold of 0.7). 
Next, a path-based algorithm is used to retrieve a set of 
DSKG-aligned candidate triples by exploring the paths in the 
scene graph. After that, these DSKG-aligned candidate triples 
are converted to a standard first-order logic representation via 
a rule-based algorithm. The transformed logic representation 
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enables the LNN model to conduct logical inference, which 
recommends slowing down in the given road condition.

Step 4: Showcasing analyzed information on AR-HUDs.
After driving scenarios perception in Step 2 and driving 
strategies reasoning in Step 3, the analyzed information, such 
as detected road components, predicted behavior intention, 
and inferred driving strategies, is showcased on the HUD with 
AR graphics, thereby providing more intuitive support and 
better driving experience for drivers.

4.3. Discussion.

The visual reasoning-based AR-HUD service design 
approach can be implemented stepwise by following the steps 
outlined above, which realizes the delivery of cognitive 
information to drivers with AR technology. Noteworthily, the 
proposed service design approach can equip with vehicle-to-
everything technology further, enabling the vehicle to share 
analyzed information with the vehicle nearby. For instance, if 
the view of drivers, especially the truck driver, is blocked, the 
blind spot message based on the proposed AR-HUD’s
analytical information from surrounding motor vehicles can 
be transmitted to the drivers. Therefore, as an artificial 
intelligence-based driving aid for better driving experience, 
the introduced AR-HUD service design is evolvable, high-
tech integrated, and promising.

5. Conclusion and future work

Although the AR-HUD system has been adopted as a
promising smart driving solution, the service provided by 
most existing AR-HUDs is hard to meet drivers’ satisfaction
with a low level of SA. To fill the gap, this paper proposes a 
visual reasoning-based service design approach for delivering 
perceptive, prophetic, and inferential information on the AR-
HUD at the same time, allowing drivers' higher-level SA and 
better driving experience. To our knowledge, this is the first 
attempt to equip cognitive intelligence technology with AR-
HUD. To verify the feasibility of the proposed approach, an 
illustrative example under a specific driving scenario was 
conducted, and the main contribution of this work can be 
summarized as follow:

1) A domain-specific DSKG was constructed through HCI
design, which realizes value co-creation between users and 
producers in the service design development process and 
increases user recognition of the provided service. 

2) A novel AR-HUD service design approach based on 
visual reasoning was firstly proposed for driving situation 
prediction and driving advice recommendation, enhancing 
driving experience.

Nevertheless, some limitations still exist. The cognitive 
intelligence computing framework used in the proposed AR-
HUD service design consists multiple modules stacked 
successively. For example, the prediction of behavior
intention relies on the result of road element perception, while 
the reasoning of driving scenario is based on the road 
elements detection and behavior intention prediction. It means 
the error will accumulate between modules and long-time 
consumption is inevitable. Meanwhile, the DSKG designed in 

this study is not comprehensive enough to include all road 
elements, leading to the disability of complicated traffic 
scenario reasoning.

Thereby, future work should be further carried out to 
ensure the proposed AR-HUD service design success: 1) an 
end-to-end model should be developed for the enhancement 
of robustness and timeliness, and 2) the DSKG should be 
further enriched and better organized with multi-granularity 
and various traffic scenario characteristics.
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