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Abstract 

Natural gas release from oil and gas facilities contributes significantly to the greenhouse effect and reduces the 

benefit of displacing heavy fossil fuels with natural gas. Real-time concentration spatiotemporal evolution 

forecasting of natural gas release is essential to predetermine atmospheric carbon trajectory and devise timely 

strategy to mitigate the expected impact on the environment. Deep learning approaches have recently been 

applied for spatiotemporal forecast tasks, but they still exhibit poor performance pertaining to uncertainty and 

boundary estimations. This study proposes an advanced Hybrid-Physics Guided-Variational Bayesian Spatial-

Temporal neural network. Experimental study based on a benchmark experimental and simulation dataset was 

conducted. The results demonstrated that the additional uncertainty information estimated contributes to 

reducing the harmful ‘over confidence’ of the point-estimation models at the plume area. Also, the proposed 

normalized uncertainty and physical inconsistency constraint term ensured the accuracy at the plume boundary. 

By adopting the Monte Carlo sampling number m=100, penalty factor λ=0.1, and drop probability p=0.1, the 

model achieves a real-time capacity of an inference time less than 1s and a competitive accuracy of R2=0.988. 

Overall, our proposed model could provide reliable support to maximize the environmental benefits of natural 

gas energy usage and contribute to the carbon peak and neutrality target. 

Keywords: Greenhouse gas emission, Spatiotemporal forecasting, Variational Bayesian inference, Physic-

informed neural network, Environmental pollution, Carbon peak and neutrality 

This is the Pre-Published Version.

© 2022 This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/

https://doi.org/10.1016/j.jclepro.2022.133201
https://doi.org/10.1016/j.jclepro.2022.133201
https://doi.org/10.1016/j.jclepro.2022.133201
mailto:shi_jihao@163.com
mailto:xy.huang@polyu.edu.hk


J. Shi, W. Xie, X. Huang, F. Xiao, A. Usmani, F. Khan, X. Yin, G. Chen (2022) Real-time natural gas release forecasting by using physics-

guided deep learning probability model, Journal of Cleaner Production, 368, 133201. https://doi.org/10.1016/j.jclepro.2022.133201  

2 
 

Abbreviations: 

CO2    Carbon dioxide 

CH4      Methane  

CFD    Computational fluid dynamics 

ARIMA     Autoregressive moving average model 

GRNN    Generalized regression neural network  

GM     Gaussian Mixture 

Hybrid-PG-VBSTnn   Hybrid-Physics Guided-Variational Bayesian Spatial-Temporal neural network 

KL    Kullback-Leibler  

ConvGRU    Convolutional  Gated Recurrent Unit 

MLE  Maximum likelihood estimation 

MAP    Maximum a posterior  

EM    Expectation maximization  

MCMC    Markov chain Monte Carlo  

ELBO     Evidence Lower Bound 

MSE      Mean square error 

SGD      Stochastic gradient descends 

FLACS    FLame ACceleration Simulator 

CFLC      Courant-Friedrichs-Lewy number based sound speed 

CFLV      Courant-Friedrichs-Lewy number based flow velocity 

LNG        Liquid natural gas 

CDF      Cumulative Density Function 

PDF      Probability Density Function  

 

1. Introduction 

Natural gas is a ‘cleaner fuel source’, compared to the traditional fossil fuels such as coal and petroleum [1, 2]. 

Burning natural gas produces nearly half as much carbon dioxide (CO2) per energy unit compared with coal 

and oil [3]. This quality has made natural gas the most significant transition fuel in the journey towards carbon 

neutrality. The past decades have witnessed a tremendous growth of worldwide natural gas production and 

consumption [4-6]. However, it has also been the cause of many environmental and safety issues as a result of 

the fugitive release of natural gas [7]. No matter whether it is intentional or accidental, such release into the 

atmosphere could significantly reduce the climate benefit of the displacement of the traditional fossil fuels 

with natural gas due to the fact that its primary component, namely methane (CH4) is a potent greenhouse gas 

with 34 times the global warming potential of CO2 on a 100-year time scale [8, 9]. In order to effectively 

determine the atmospheric carbon trajectory and mitigate the negative impact on the future environment, 

forecasting the spatiotemporal dynamics of natural gas release is essential considering that the production and 

consumption of natural gas is unlikely to cease in a very short time such as to coincide with the 2030 carbon 
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emission peak committed to China [10]. 

 

To date, oil and gas facilities are still the major release source of natural gas in the atmosphere [11]. Natural 

gas release from one specific facility generally has micro-space-time-scale characteristic, which means the 

release distance may range from miles to kilometers and the duration may range from minutes to days. 

Furthermore, each natural gas release from the oil and gas facility plays a significant role in increasing the 

worldwide atmospheric greenhouse gas concentration. The damage to the environment could be considerably 

enhanced if an accidental natural gas release occurs, since a large amount of natural gas would be 

instantaneously released into the atmosphere [12-14]. Furthermore, if ignited, the release of natural gas into 

congested oil and gas facilities may also lead to fire and explosion disasters and aggravate environmental 

pollution and inflict financial losses in the longer term [15, 16]. Real-time forecasting of the spatiotemporal 

evolution of natural gas release from oil and gas facilities can become an essential tool to predetermine the 

atmospheric carbon trajectory and enable timely development of appropriate mitigation strategies towards 

reducing atmospheric greenhouse gases [17]. 

 

Efforts have been made toward forecasting various greenhouse gas emissions over large temporal and spatial 

scales by using various machine (deep) learning techniques. Xu et al. [18] proposed a novel adaptive grey 

model with buffered rolling method to forecast Chinese greenhouse gas emissions from 2017 to 2025 and 

verified its advantages over other models. The long-term (e.g. annual) and short-term (e.g. hourly) forecasting 

of CO2 emissions intensity in power grids was conducted by implementing generalized regression neural 

network (GRNN) and autoregressive moving average model (ARIMA), respectively [19]. Jeffrey et al. [20] 

applied a hybrid Verhulst-GM model to forecast CO2 emissions of China’s cement industry. A novel sequence-

to-sequence deep learning model with an attention mechanism was proposed to forecast the regional ozone 

concentration by using the benchmark data collected from 35 air quality monitoring stations and 651 

meteorological grids in Beijing, China [21]. A novel robust reweighted multivariate grey model was proposed 

by Xie et al. [22] to forecast the greenhouse gas emissions in European Union member countries from 2010 to 

2016. Bakay et al. conducted the comparisons among three algorithms, namely deep learning, support vector 

machine and artificial neural network algorithms for electricity production based forecasting of greenhouse 

gas emissions in Turkey, which demonstrated all algorithms could give desirable forecasting results[23]. Ren 

et al. proposed hybrid machine learning approach, namely the Fast Learning Network optimized by Chicken 

Swarm Optimization algorithm, which was verified to more accurate to forecasting carbon emission in 

Guangdong province, China, compared to single machine learning approaches [24]. Such recent research 

works focused on time-series greenhouse emission forecasting rather than the spatiotemporal forecasting.  

 

The key challenge for the spatiotemporal forecasting of natural gas release from oil and gas facilities is 

collecting real-world spatiotemporal evolution concentration data for the machine (deep) learning model 

development. This is because the concentration sensors are generally sparsely distributed around the facility 

and could only record the time-series concentration data and not truly spatiotemporal data. Recently developed 
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advanced techniques have been applied to help make the spatiotemporal evolution of greenhouse gas, e.g., 

methane, visible and quantifiable, however, it remains difficult to collect a sufficiently large real-world dataset 

of atmospheric concentration plumes, especially ones caused by unprecedented accidental releases of natural 

gas [25, 26]. Some researchers have resorted to using high-fidelity computational fluid dynamics (CFD) tools 

well-validated by the experiments to generate synthetic datasets, including the spatiotemporal concentration 

plume from accidental natural gas release [27]. Na et al. [28] proposed a hybrid model by using variational 

autoencoder with convolutional neural networks to estimate released toxic gas dispersion in urban areas based 

on a large number of CFD-based benchmark datasets. Also, by using CFD-based benchmark dataset, Song et 

al. [29] applied the encoding-prediction neural network for spatiotemporal and layout-adaptive forecasting of 

gas release and dispersion. However, the above models still have inherent limitations in terms of 

spatiotemporal concentration evolution forecasting accuracy of natural gas release. Firstly, such deep learning 

models were based on point-estimation theory and thereby forecast the ‘over-confident’ and unreliable 

spatiotemporal evolution output at the plume area with high concentration. Secondly, due to not considering 

physical constraints, such models are likely to exhibit physical inconsistence and exhibit poor performance 

regarding spatiotemporal evolution forecasting at the plume boundary [30]. Therefore, there is still a room to 

improve spatiotemporal concentration evolution forecasting accuracy of natural gas release to reliably support 

real-time mitigation of the negative impact of natural gas release from oil and gas facilities 

 

This study proposes a deep neural network namely, Hybrid-Physics Guided-Variational Bayesian Spatial-

Temporal neural network (Hybrid-PG-VBSTnn). In this advanced model, the Spatial-Temporal neural network 

is employed as the backbone to discover both the spatial and temporal correlations from the released gas 

concentration data. Variational Bayesian inference is incorporated to model the probability density of the 

backbone’s hyper-parameters. Finally, the known physical constraint term is introduced to the loss function as 

well as the training process to ensure the physical consistency of the boundary estimation. In terms of 

uncertainty estimation with deep learning, Variational Bayesian inference is one of the most well-known 

alternatives, which replaces the true posterior distribution with an approximate distribution and solves the 

Kullback-Leibler (KL) divergence between two distributions [31, 32]. Liu et al. integrated variation Bayesian 

inference with deep learning backbone for spatiotemporal wind speed forecasting [33]. The forecasted 

spatiotemporal uncertainty significantly improves the robustness and accuracy of state-of-the-art deep learning 

models . In addition, Ni et al. integrated variation Bayesian inference with Gaussian process to reliably update 

the critical parameters for structural health monitoring task [34]. Additionally, recent studies have 

demonstrated certain advantages regarding the incorporation of physics-guided constraints into loss function 

and training process in terms of the simplicity of hyper-parameter tuning and the computational efficiency [35, 

36]. The major contributions and novelty of this study are listed as follows: 

(1) Variational inference and physics-guided constraint are incorporated into deep learning backbone to 

improve spatiotemporal concentration evolution forecasting accuracy of natural gas release compared to 

the point-estimation deep learning model. 
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(2) Optimal pre-defined parameters are determined to ensure our proposed Hybrid-PG-VBSTnn model’s 

accuracy as well as the real-time capability of the released plume concentration spatiotemporal evolution 

forecasting. 

(3) Our proposed Hybrid-PG-VBSTnn model is a reliable technique to enable real-time mitigation of the 

negative impact of natural gas fugitive release from oil and gas facilities. 

2. Problem formulation 

Our objective is to forecast the K-steps-ahead carbon concentration spatiotemporal evolution induced by 

natural gas release based on the historical concentration sequences. From a mathematical perspective, this is 

to say we require to model the probability density P(Y|X) of K-steps-ahead spatiotemporal concentration data 

Y given the previous J-steps concentration sequence X. X is expressed as [X1,X2,…,XJ], and Y is expressed as 

[YJ+1,YJ+2,…, YJ+K], in which the concentration data XJ at time J, and YJ+K at time J+K are expressed as: 

 (1) 

where n1 and n2 denote any two of the length x, width y and height h of the potential hazardous domain 

generated by the released gas. n1 and n2 may be very large for real-world gas release and dispersion scenarios, 

which lead to the high dimensions of both X and Y at any specific time. For example, n1 and n2 may be over 

than 100 for a chemical plant with a large number of facilities, and the dimension of X or Y could be over 

10000=100×100.  

 

In this study, we apply deep neural network-based approach to model the probability density P(Y|X), which is 

expressed as: 

 (2) 

where w presents the hyper-parameters in the deep neural network. P(Y|w,X) denotes the conditional 

probability density of the K-steps-ahead spatiotemporal concentration data Y given the previous J-steps 

concentration sequence X as well as the hyper-parameters w of the deep neural network. P(w|X,Y) denotes the 

probability density of the model hyper-parameters given X and Y. As is expressed in Eq. (2), we require to first 

model P(w|X,Y) and then extract w from such probability distribution to determine P(Y|X). However, three 

main challenges still exist as follows:  

(1) build the deep neural network not only to extract the high dimension spatial features of concentration data 

at any historical time, but also capture the temporal evolution characteristics of the spatial concentration 

features;  

(2) model the probability density P(w|X,Y) from which we could iteratively extract w to estimate the uncertainty 

of the spatiotemporal concentration feature in the case of the complex architecture of deep neural network; 

(3) ensure the physical consistency of spatiotemporal concentration evolution forecasting at the plume 

boundary by incorporating the already-known physical constraint. 
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3. Physics-guided probabilistic spatial-temporal neural network 

This study develops the physics-guided probabilistic spatiotemporal deep neural network to solve the above 

three challenges. The Spatial-Temporal deep neural network integrating the Convolutional encoder, ConvGRU, 

and Transpose Convolutional forecast, discovers the correlations of both spatial and temporal features with 

high dimensions in the spatiotemporal concentration data. Subsequently, Variational Bayesian inference is 

incorporated to model the probability density P(w|X,Y) and accordingly estimate the spatiotemporal evolution 

uncertainty. At last, the already-known physical constraint term is introduced to the loss function as well as the 

training process to ensure the physical consistency of the boundary estimation. Such consistency would 

contribute to identifying the boundary between the areas with and without the released gas by using the 

proposed normalized uncertainty contour. We name the constructed deep neural network as Hybrid-Physics 

Guided-Variational Bayesian Spatial-Temporal neural network (Hybrid-PG-VBSTnn). 

 

a) Spatial-Temporal deep neural network 

The proposed Spatial-Temporal deep neural network first applies the Convolutional encoder to reduce the high 

dimensionality and then extract the critical spatial features Xs of the previous J-steps concentration sequence 

X, which is expressed as: 

 (3) 

where w1 denotes the hyper-parameters in the convolutional encoder neural layers. 

Subsequently, ConvGRU is applied to capture the temporal features Xs-t_corr of the critical spatial information 

in Xs as follows: 

 (4) 

Eq.(4) could be further expressed as below: 

 (5) 

where f(*) presents the activation function of the output layer in ConvGRU. wy denotes the hyper-parameters 

in the output layer. In Eq.(4), Ht could be expressed as : 

 (6) 

 (7) 

 (8) 

 (9) 

where Wxh Whh Wxr Whr Wxz Whz denote the weights, bh bz br denote the bias in the hidden layers. Please noting 

that w2 presents all the hyper-parameters in ConvGRU, i.e., w2={ Wxh Whh Wxr Whr Wxz Whz bh bz br wy}. 

Furthermore, * denotes the convolutional operator; o denotes the Hadamard product; sigmoid(·) denotes the 

sigmoid activation function; tanh(·) denotes the tanh activation function; Ht, , Zt and Rt present the hidden 

states, new information, reset gate, and update gate, respectively. Fig.1 demonstrates the architecture of 

ConvGRU. 

1_ ( )w

sX Conv encoder X=

2

_ 0( , )w

s t corr sX ConvGRU X H− =

_ 0( , , )wy

s t corr tX f H H− =

'

1 1(1 )t t t tH Z H Z H−= − +

'

1tanh( ( ) )t xh t t hh t hH W X R W H b−=  +  +

1sigmoid( )t xr t hr t rR W X W H b−=  +  +

1sigmoid( * )t xz t hz t zZ W X W H b−=  + +

'

tH
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Fig. 1. Architecture of ConvGRU 

 

At last, the Convolutional forecast consisting of the transposed convolutional layers and 3D convolutional 

layer is constructed to estimate the output, the dimensions of which are same with the input X. The 

deconvolution operation can be expressed as: 

 (10) 

where w3 denotes the hyper-parameters in the convolutional forecast. Given the previous J-steps concentration 

sequence X, we could calculate the K-steps-ahead spatiotemporal concentration data Y by using the proposed 

Spatial-Temporal deep neural network as follows: 

 (11) 

where we denote all the hyper-parameters {w1 w2 w3} as w in the proposed Spatial-Temporal deep neural 

network. In the next step, we would optimize the model hyper-parameters w to maximize the log probability 

of ( | ) ( | , ) ( )P Y X P Y X w P w dw=   

b) Variational Bayesian Spatial-Temporal deep neural network 

Point estimation approaches, e.g., maximum likelihood estimation (MLE), maximum a posterior (MAP), 

expectation maximization (EM) etc., have been widely applied to optimize w to maximize the log probability 

of P(Y|X) [34, 37]. However, the point estimation approaches could only determine an optimal list of w values 

rather the posterior distribution P(w|X,Y), from which the proposed Spatial-Temporal deep neural network 

could estimate the uncertainty related to the forecasted spatiotemporal concentration by iteratively extracting 

a list of w values. In this case, Bayesian inference is applied to model P(w|X,Y), the log probability of which 

is expressed as: 

( | ) ( )
log ( | ) log

( )

P D w P w
P w D

P D

 
=  

 
 (12) 

where we denote (X,Y) as D. P(D|w) is the likelihood of D given w, P(w) is the prior probability of initially 

assumed a list of w values, P(D) is the marginal probability. P(D|w) could be further expressed as [34]: 

3

__ ( )w

s t corrY Conv forecast X −=

3 2 1

0_ ( ( _ ( ), ))w w wY Conv forecast ConvGRU Conv encoder X H=
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( )
( )( ) ( )( )

11 1
( | ) exp

22 det( )

T

N
P D w Y M w Y M w



 

− 
= − − − 

 



 

(13) 

where 
3 2 1

0( ) _ ( ( _ ( ), ))w w wM w Conv forecast ConvGRU Conv encoder X H= . The posterior density P(w|D) usually 

does not have a closed-form solution. In the previous study, Markov chain Monte Carlo (MCMC) methods 

have been widely used to estimate such posterior probability distribution [38]. The application of MCMC 

requires the repeated evaluations of the likelihood P(D|w) and the forward model M(w). This process is much 

computational intensity because of the complex architecture and large number of hyper-parameters of the 

proposed Spatial-Temporal deep learning model [39]. In this case, we introduce Variational Bayesian inference 

approach which assumes a Variational posterior distribution qφ(w) to approximate the true posterior probability 

distribution P(w|D). Then, we introduce qφ(w) into Eq.(13) to determine the expression as below[40] : 
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l
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( ) log
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q

w D
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=
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where φ denotes the Variational parameters. The term of the left hand logP(D) is fixed for the certain dataset 

D=(X,Y). The first term of the right hand is denoted as Evidence Lower BOund (ELBO), and the second terms 

is Kullback-Leibler (KL) divergence between both distributions, i.e., P(w|D) and qφ(w). With the purpose of 

approximating qφ(w) to the true posterior probability distribution P(w|D), we need to minimize the 

KL(P(w|D)||qφ(w)). Since logP(D) is fixed, minimizing DKL(qφ(w)||P(w|D)) means maximizing the ELBO 

expressed as below [40]: 

( | ) ( )
( ) log

( )

P D w P w
E dwLBO q w

q w




 
=   

 
  (15) 

( )
( ) log log ( | ) ( )

( )

q
q d P D w q d

P w

w
w w w w



 

 
= − + 

 
   

( )( ( ) || ( )) log( ( | ))KL q wD q w P w E P D w
= − +  

The first term of the right hand is denoted as Kullback-Leibler (KL) divergence between both distributions. 

The second term is the expectation of logP(D|w), which can be further unbiasedly estimated as : 

3 2 1

( ) 0log( ( | )) log( ( | ( ( _ ( ), ))))w w w

q w forecastE P D w P Y Conv ConvGRU Conv encoder X H


=  (16) 

3 2 1

0( ( ( _ ( ), )))w w w

forecastMSE Y Conv ConvGRU Conv encoder X H= − −  

From Eq.(16), it can be seen that that maximizing the expected log probability is equivalent to minimizing the 

mean square error (MSE) between the real and predicted values. For the first term, i.e., KL divergence, it is 

assumed P(w)=N(0,σ2I) to be Gaussian distribution with mean vector 0 and covariance matrix σ2I [32]. 
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According to the rule that any distribution could be modeled by multi Gaussian mixture distributions, qφ(w) is 

assumed to be a Gaussian mixture distribution with two components expressed as below[32].  

2 2( ) ( , ) (1 ) (0, )q w pN I p N I  = + −  (17) 

Then 2 2( ( ) || ( )) ( ln 1)
2

T

KL

p
D q w P w K c    −  + − − + . φ is the variational parameter required to be optimized. p is 

the pre-defined probability. σ and c are scalar. We then calculate ELBO as: 

3 2 1 2 2

0( ( ( _ ( ), ))) ( ln 1)
2

w w w T

forecast

p
ELBO MSE Y Conv ConvGRU Conv encoder X H K c    − − + + − − +  (18) 

MSE(·) presents the constraints in the training process to ensure the forecasting accuracy at both areas with 

and without the released gas. The second term of the right hand presents the regularization constraints over the 

variational parameter 𝜑. However, since there is no specific constraint of the boundary identifying the areas 

with and without the released gas, only considering Eq.(18) as the loss function might cause the physics 

inconsistency of the spatiotemporal forecasting at the boundary. 

 

c) Already-known physical constraint term into the loss function 

Before introducing the already-known physical constraint term, the mathematical model for compressible fluid 

flow is first introduced. The conservation of mass, momentum and energy are expressed as [41]: 

( ) ( )j jv

j

u m

t x V

   
+ =

 
 (19) 

( ) ( )
( ) 0( )

i j iv i

v i ij v i

j i j

u uu p
F g

t x x x

  
     

  
+ = − + + + −

   
 (20) 

( ) ( )
effi jv

i v

j j h j

huh h Dp Q

t x x c x Dt V

   
 

    
+ = + +      

 (21) 

where t is time, ρ is the density, ρ0 is the ambient density, βv is the volume porosity, βj is the area porosity in 

the jth direction, ui is the mean velocity vector in the ith direction, uj is the mean velocity vector in the j direction, 

m is the mass rate, V is the volume, xi is the length coordinate in the i direction, xj is the length coordinate in 

the jth direction, p is the absolute pressure, δij is the stress tensor, F is the sum of flow resistance due to walls 

and flow resistance due to sub-grid obstructions, gi is the gravitational acceleration in the ith direction, h is the 

specific enthalpy, μeff is the effective viscosity, ch is the Prandtl-Schmidt number, Q is the heat flow rate, V is 

the volume. 

Furthermore, the transport equation for natural gas mass fraction YF[41]: 

( ) ( )
effi F jv F F

i F

j j k j

Y uY Y
W

t x x c x

   


   
+ = +      

 (22) 

where WF is the reaction rate for fuel, ck is the Prandtl-Schmidt number. 

 

Generally, the area closed to the release point is occupied by the released gas with high concentration. 
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Therefore, the gas relevant mass, momentum, energy and mass fraction values are positive. As the area 

becomes far away from the release point, these relevant values become closed and even equal to 0 at the 

boundary. This leads to the gas concentration as well as its variation closed to or even being 0. Using MSE(·) 

which presents the expectation of the posterior log probability as expressed in Eq.(18) could constraint the 

forecasted concentration at the area without gas approaching 0 at the most extent. However, it is unavoidable 

that such forecasted concentration at the area without released gas may be negative, and the corresponding 

variation may be large as well, which do not follow the physical law. Therefore, we propose the prior physics-

based constraint term into the ELBO in order to constraint the forecasted value and its variation being 0 at the 

area without released gas. The loss function is expressed as: 

( )
1/2

2

1
( ) / ( 1)

f f

n i mean

bc bci
loss ELBO Y Y n

=
= − + − −  (23) 

where λ is penalty factor, 
f

i

bcY denotes the i_th forecasted concentration at the area without the released gas, 

and 
1

= /
f f

nmean i

bc bcY Y n  denotes the mean forecasted concentration at the area without the released gas. The 

second term of the right hand is to constraint the variance of the forecasted concentrations approaching 0 at 

the boundary at each training step. By considering Eq.(23) as the objective function, the stochastic gradient 

descends (SGD) optimization algorithm is then applied to determine the optimal variational parameter φ. 

 

d) Spatiotemporal concentration evolution forecasting with uncertainty 

After determining the optimal φ, we obtain the qφ(w) to replace the P(w|D). Given new input Xnew, we further 

calculate P(Ynew|Xnew) according to ( )| ( | ) ( ) ,, ~ ( )new new new newP Y X Y w XP q w dw w q w =   . Since analytically 

computing P(Ynew|Xnew) is difficult, kernel density estimation (KDE) which is a classic non-parametric 

estimation method is applied [42].  

 

We accordingly implement MC sampling m times to extract m groups of [w1,w2,w3,…,wn] from qφ(w), where 

n presents the number of hyper-parameters in the proposed Hybrid_PG_VBSTnn. Then, we calculate m groups 

of forecasted spatiotemporal results at time J+K expressed as follows: 

1 2 3[ , , , , ]1 2

J[ , , , ] _ _ ( )
n

mw w w wm

new new new K model newY Y Y Hybrid PG VBSTnn X+ = , 

1 2 3[ , , , ] ~ ( )n

mw w w w q w  

(24) 

Furthermore, both the mean and variance of the predicted Ynew at time J+K given Xnew=(X1…Xn2)new are 

eventually obtained.  

1,1 1, 2

1,1 1, 2

mean mean

n

mean

new

mean mean

n n n new

Y Y

Y

Y Y

 
 

=  
 
 

 (25) 
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var var

n
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var var
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Y Y

Y
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=  
 
 

 (26) 

1, 2 1, 21

1 mmean i

n n n ni
Y Y

m =
=  , 

2

1, 2 1, 2 1, 21

1
( )

mvar i mean

n n n n n ni
Y Y Y

m =
= −  (27) 

where 1, 2

i

n nY  is the forecasted concertation of each MC sampling iteration at the specific position. We denote 

the 
mean

newY  as the forecasted spatiotemporal concentration, and 
mean var

new newY Y+  and
mean var

new newY Y−   as the upper 

uncertainty and lower uncertainty, respectively. Also, we calculate the normalized variance 
_nor var

newY  as the 

normalized uncertainty to identify the boundary between the areas with and without the released gas as follows: 

_ _

1,1 1, 2

_

_ _

1,1 1, 2

nor var nor var

n

nor var

new

nor var nor var

n n n new

Y Y

Y

Y Y

 
 

=  
 
 

 (28) 

_

1, 2 1, 2 1, 2 1, 2 1, 2( ( ) / ( ) ( ))nor i i

n n n n n n n n n nY Y min Y max Y min Y= − −  (29) 

_ _

1, 2 1, 21

1 mnor mean nor i

n n n ni
Y Y

m =
=  , 

2
_ _ _

1, 2 1, 2 1, 21

1
( )

mnor var nor i nor mean

n n n n n ni
Y Y Y

m =
= −  (30) 

Additionally, one should note that the larger number of MC samplings m, the more closed approximation to 

the probability distribution P(Ynew|Xnew) by using Eq.(21) and Eq.(22). However, a large number of MC 

sampling significantly influence the real-time inference speed. Therefore, the optimal m is necessary to 

determine the trade-off between model accuracy and real-time capability. Also, we pre-define two parameters, 

i.e., penalty factor λ and drop probability p in the proposed Hybrid_PG_VBSTnn. The optimal values of both 

parameters are also required to be determined to ensure the accuracy as well as the real-time capacity of the 

proposed Hybrid_PG_VBSTnn in the following analysis. 

4. Benchmark dataset 

In this section, natural gas release experiment of a medium-scale LNG terminal is first conducted. Based on 

the experimental data, numerical model of gas release and dispersion is built and its accuracy is validated as 

well. At last, a large number of simulations are accordingly carried out to generate the benchmark synthetic 

dataset for the Hybrid_PG_VBSTnn development. 

 

4.1. Natural gas release experimental and numerical modeling of a medium-scale LNG terminal  

We first configure a medium-scale experiment system of natural gas release from an LNG terminal. The 

experimental system consists of three parts, namely a real medium-scale LNG terminal geometry, a gas 

transmission system, and a real-time concentration data collection system. The dimensions of the real LNG 

terminal geometry are length (x)= 6000mm, width (y)= 7300mm, and height (z)= 2000mm, respectively. The 

gas transmission system contains a steel cylinder filled with natural gas, and a flowmeter that could adjust the 
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gas release rate, and a release nozzle with diameter of 6 mm. Furthermore, we put the release nozzle at a point 

close to a pipeline. The coordinates of the release point are x=4260, y=5170, z=105, respectively. We also set 

one infrared sensor (Gon760-C3H8-200 fixed sensor with linearity error less than 1% and sampling interval 

1s) closed to the release point. The coordinates of the sensor’ location are x=4250, y=5083, z=100. Noting that 

such infrared sensor is. The in this experiment. Fig. 2 demonstrates the experimental schematic. Fig. 3 shows 

the real geometry of the medium-scale LNG terminal. In addition to the above configuration, we select three 

volumetric release rates, i.e., 4.7 L/min, 6.2 L/min, 7.7 L/min with release duration being 90s, and set the 

positive direction of y axis as the release direction. Table. 1 shows all the experimental configurations.  

 

Fig. 2. Natural gas release experiment systerm schematic  

of a medium-scale LNG terminal 

 

 

Fig. 3. Photo of the medium-scale LNG terminal  
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Table. 1 Experimental configurations 

Experimental parameters Value 

Geometry size (mm) 6000×7300×2000 

Location of release point (mm) (4260,5170,105) 

Release diameter (mm) 6 

Released gas Natural gas 

Volumetric release rate (L/min) 4.7, 6.2, 7.7 

Release during (s) 60 

Release direction +X 

Location of sensor 1 (4180,4825,30) 

 

Subsequently, we construct the FLACS-based natural gas release numerical modeling of the medium-scale 

LNG terminal, the configurations of which, e.g., the geometry size, release-relevant parameters etc., are the 

same as the above experimental ones. The numerical dimensions of the natural gas dispersion domain are 

x=7.5m, y=7.3m, and h=0.2m, respectively. Based on the prior sensitivity analysis of grid size, a 0.1 grid size 

is applied for the core domain, while a factor of 1.2 is used to stretch the grid from the core domain to the 

numerical boundary. The numerical model applies the WIND as the inflow boundary condition while the 

outflow boundary is considered as Euler. The initial CFLC and CFLV values are initially set to be 20 and 2, 

respectively. However, due to the fact that the grid nearby the release point should be refined in order to get 

accurate numerical results while maintaining moderate computational cost, the CFLC and CFLV values are 

allowed to be automatically adjusted. Furthermore, the release duration is 60s, and we sample each 

concentration sequence at very 0.5s interval. Fig. 4 shows the numerical modeling of the medium-scale LNG 

terminal. Please noting that we build the numerical model in open space without considering the same confined 

boundary condition with the experimental one in Fig. 3 because of the very limited influence of experimental 

boundary on the small-scale released plume. 

 

Fig. 4 Natural gas release numerical modelling of a medium-scale LNG terminal 
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a) 4.7 L/min 

 

b) 6.2 L/min 

 

c) 7.7 L/min 

Fig. 5 Validation of natural gas release numerical modelling by experimental data 

Based on the experimental data, we validate the constructed natural gas release and dispersion numerical model. 
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Fig. 5 demonstrates the comparisons of the historical concentration data under 3 various release rates, i.e., 4.7 

L/min, 6.2 L/min, 7.7 L/min, between the experiment and numerical model. From Fig. 5, it can be seen that 

the experimental concentration data steeply increases at the initial stage. After about 4s, the concentration data 

becomes stable. Furthermore, with the increase of the release rate from 4.7 L/min, to 7.7 L/min, the stable 

concentration becomes more closed to 0.02 (m3/m3). Additionally, although the sudden concentration peaks at 

the initial stage occur under 4.7 L/min and 6.2 L/min, the historical concentration data derived by the numerical 

model is closed to the experimental data, which indicates the desirable accuracy of the constructed natural gas 

release and dispersion numerical model. 

 

4.2. Benchmark data preprocessing  

By using the validated numerical model, we totally simulate 54 scenarios of natural gas release scenarios 

including 6 release velocities, i.e., 4.7 L/min, 6.2 L/min, 7.7 L/min, 9.2 L/min, 10.7 L/min, 12.2 L/min, 2 wind 

directions, i.e., +Y and –Y directions, 6 wind speeds, i.e., 0m/s, 0.04m/s, 0.10m/s, 0.20m/s, 0.30m/s, 0.40m/s. 

The detailed numerical configurations can be seen in Table. 2. For each dispersion scenario, we extract 3 

spatiotemporal evolution sequences, and each sequence contains the previous 10-steps spatial concentration 

contours (J=10) from 3.5s to 8.0s with 0.5s interval and the 10-steps-ahead concentration contours (K=10) 

from 8.5s to 13.0s with 0.5s interval. Then, we totally collect 162 spatiotemporal evolution sequences, which 

include 3240 spatial concentration contours, each of which has dimensions n1=48 and n2=9. We denote 𝐷 =

[𝑋, 𝑌] (X ∈ℝ162×48×9×10 and Y∈ℝ162×48×9×10) as the benchmark numerical dataset where [𝑋1, 𝑋2, … , 𝑋10]162 are 

the input sequences and [𝑌11, 𝑌12, … , 𝑌20]162 are the output sequences. We normalize the dataset 𝐷 by dividing 

by the maximum concentration value of the dataset (0.07 m3/m3) and setting the concentration value less than 

0.01 m3/m3 to be 0. The normalized dataset 𝐷 = [𝑋, 𝑌] is randomly divided into two sets, namely training set 

𝐷𝑡𝑟𝑎𝑖𝑛 (80%) and test set 𝐷𝑡𝑒𝑠𝑡 (20%). 

 

Table. 2 Numerical configurations 

Parameters Value 

Release position (4260,5170,105) 

Release direction -Y 

Duration (s) 60 

Release velocity (L/min) 4.7, 6.2, 7.7, 9.2, 10.7, 12.2 

Wind direction  +Y, -Y 

Wind speed (m/s) 0, 0.04, 0.1, 0.2, 0.3, 0.4 

 

5. Hybrid_PG_VBSTnn development 

By using the training set 𝐷𝑡𝑟𝑎𝑖𝑛 , we optimize the Variational parameter 𝜑  of the proposed 

Hybrid_PG_VBSTnn model. Subsequently, its pre-defined parameters such as m, 𝜆, 𝑝 are determined. At last, 

comparisons among our proposed model and the deep learning models without considering the uncertainty 

inference and the physical constraint are conducted as well. 
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As is described in Section 3, our proposed Hybrid-PG-VBSTnn model consists of 3 parts. In Part 1, namely 

Convolutional encoder, 3 Time Distributed convolution layers with 128 filters, 11×11 kernel size; 64 filters, 

7×7 kernel size; 64 filters, 7×7 kernel size, respectively, stride of 1, ReLU activation function, and padding 

of the same dimension are used. Part 2 consists of 3 ConvGRU2D layers with 32 filters, 7×7 kernel size; 32 

filters, 5×5 kernel size; 32 filters, 7×7 kernel size, respectively, stride of 1, ReLU activation function, and 

padding of the same dimension. Furthermore, in Part 3, 3 Time Distributed deconvolution layers with 64 filters, 

7×7 kernel size; 64 filters, 7×7 kernel size; 128 filters, 11×11 kernel size, respectively, stride of 1, ReLU 

activation function, and padding of the same dimension are first used. Then, a 3D convolution layer with 1 

filter, 1×1×1 kernel size, stride of 1, Linear activation function, and padding of the same dimension is 

considered as the output layer. In addition, we configure the Batch Normalization layer and Bayesian dropout 

layer between each layer. Fig. 6 demonstrates the architecture of our proposed Hybrid-PG-VBSTnn model. 

Table. 3 shows the configuration of our proposed Hybrid-PG-VBSTnn model. Our model is compiled by using 

Tensorflow 1.14.0. All the subsequent analysis is conducted by using the computer system with the 

configuration of 64GB RAM, Intel (R) Core™ i9-9900K CPU, and an NVIDIA GeForce RTX 2080 Ti GPU 

card. 

 
Fig. 6 Architecture of Hybrid-Physics Guided-Variational Bayesian Spatial-Temporal neural 

network (Hybrid-PG-VBSTnn) 

 

https://doi.org/10.1016/j.jclepro.2022.133201
https://doi.org/10.1016/j.jclepro.2022.133201
https://doi.org/10.1016/j.jclepro.2022.133201


J. Shi, W. Xie, X. Huang, F. Xiao, A. Usmani, F. Khan, X. Yin, G. Chen (2022) Real-time natural gas release forecasting by using physics-

guided deep learning probability model, Journal of Cleaner Production, 368, 133201. https://doi.org/10.1016/j.jclepro.2022.133201  

17 
 

Table. 3 Configuration of the Hybrid-PG-VBSTnn model 

Part 1: Convolution encoder Part 2: ConvGRU2D Part 3: Convolution_forecasting 

11×11 128 Time Distributed 

Conv2D. ↓, ReLU 

7×7 32 ConvGRU2D↓, 

ReLU 

7×7 64 Time Distributed 

DeConv2D ↑, ReLU 

 

7×7 64 Time Distributed Conv2D. ↓, 

ReLU 

 

5×5 32 ConvGRU2D↓, 

ReLU 

7×7 64 Time Distributed 

DeConv2D ↑, ReLU 

7×7 64 Time Distributed Conv2D. ↓, 

ReLU 

7×7 32 ConvGRU2D ↑, 

ReLU 

11×11 128 Time Distributed 

DeConv2D ↑, ReLU 

1×1×1 1 Conv3D ↑, Linear 

 

5.1. Monte Carlo sampling number m  

By using the already developed model given the pre-defined dropout probability p=0.1, and penalty factor 

𝜆=0.1, all the sequences from 3.5s to 8s of the test set 𝐷𝑡𝑒𝑠𝑡 are used as the input X to forecast the sequences 

from 8.5s to 13s. We take the forecasted concentration at the position (x=34, y=2) under t=8.5s of the 2nd 

sequence X as the example to analyze the effect of the MC sampling number m on the convergence of the 

spatiotemporal forecasting. 

 

Fig. 7 demonstrates the benchmark spatial concentration contour at time t=8.5s of the 2nd sequence from the 

test set 𝐷𝑡𝑒𝑠𝑡, where the selected point is marked as well. From it, it can be seen the benchmark concentration 

value at the position (34, 2) equals to 0. 0289. 

 

 

Fig. 7 Benchmark spatial concentration contour at time t=8.5s of the 2nd sequence in the testing 

dataset. Noting that 40 means the 40th grid in x axis and 8 indicates the 8th grid in y axis. 

 

We generate10 groups of concentration values by randomly sampling the weights 10 times from the Variational 

posterior distribution 𝑞𝜑(𝑤). Noting that for each group, we obtain m samples. Fig. 8 demonstrates the 

Cumulative Density Function (CDF) curves of 10 groups of concentration values under m=50, 100 and 500 

samples at the position (34, 2). Noting that each CDF curve corresponds to each group of concentration values. 

As can be seen, the interval of the uncertainty in forecasted concentration when CDF value=0.5 is about 0.003 

under 50 samples. However, as m increases from 50 to 100, the interval is significantly reduced to be less than 

0.0001.  
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a) 50 samples 

 

b) 100 samples 

 

c) 500 samples 

Fig. 8 Cumulative Density Function (CDF) curves of 10 groups of forecasted concentration 

values under m =50, 100, and 500 samples at the position (x=34, y=2). Note that each CDF 

curve corresponds to each group of the forecasted values. 
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Fig. 9 Probability Density Function (PDF) curve of the forecasted concentration values of one specific 

group under 100 samples at the position (x=34, y=2).  

 

Although the interval under 500 samples is less than that under 100 samples, m =500 could considerably 

increase the computational cost and thereby affect the real-time inference speed of the proposed model. Thus, 

we select m =100 as the trade-off between computational cost and uncertainty induced by various samples on 

the forecasted spatial contours by the proposed model. Furthermore, Fig. 9 is the probability density 

distribution of forecasted concentration values of one specific group under m=100 samples at the position 

(x=34, y=2), showing that the samples follow a Gaussian distribution with a mean concentration value=0.0285 

and standard deviation=0.0029. And the difference between the forecasted mean concentration, i.e., 0.0285, 

and the benchmark concentration, i.e., 0.0289 at the position (x=34, y=2) is just 0.0005.  

 

In addition to the convergence analysis at one specific position, we demonstrate the convergence of the 

forecasted concentration and normalized uncertainty contours under 100 samples. Fig. 10 shows the 

comparison of the forecasted concentration contours under two groups of 100 samplings at t=8.5s of the 2nd 

sequence from the test dataset. From it, it can be seen both forecasted concentration contours under two groups 

are almost the same. In terms of the normalized uncertainty contour, it can be seen large uncertainty values at 

the boundary between the areas with and without released gas. Also both areas corresponding to such large 

uncertainty values under two groups are almost the same as well. This indicates the feasibility to determine 

MC sampling number m=100 as the optimal to ensure the convergence of our proposed model. 
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a) Comparison of the forecasted concentration contours 

 

b) Comparison of the forecasted concentration normalized uncertainty contours 

Fig. 10 Comparison of the forecasted results under two groups of 100 samplings at t=8.5s of the 2nd 

sequence from the test dataset. Noting that 40 means the 40th grid in x axis and 8 indicates the 8th grid in y axis. 

 

5.2. Penalty factor λ 

In order to analyze the effect of the penalty factor λ on the forecasted concentration and its normalized 

uncertainty contour, we take the forecasted results at t=8.5s of the 2nd sequence X under various λ values, MC 

sampling number m=100 and pre-defined dropout probability p=0.1 as the example to demonstrate.  
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Fig. 11 Benchmark spatial concentration contour at time t=10.5s of  

the 2nd sequence of the testing dataset. Noting that 40 means the 40th grid in x axis and 8 

indicates the 8th grid in y axis. And D=19.5 means the grid number is 19.5. 

 

Fig. 11 demonstrates the benchmark spatial concentration contour at time t=10.5s of the 1st sequence of the 

testing dataset. As can be seen, the length D between the left and right boundaries of the concentration contour 

is 19.5. Also, one can obviously see the released gas plume exists in the area A. Fig. 12 demonstrates the 

forecasted spatial concentration contours by the models developed under various λ values from 0.1 to 0.4. As 

can be seen, all the developed models under various λ values forecast the almost same spatial concentration 

contours closed to the benchmark concentration contour in Fig. 11 even though some differences still exist, 

e.g., no released gas plume can be seen in the responding area A under various λ values. In addition, although 

smaller than the benchmark length D marked in Fig. 11, the lengths between the left and right boundaries under 

various λ are very closed to each other, which indicates the penalty factor λ has very limited influence on the 

forecasted concentration contour.  

 

 

Fig. 12 Spatial concentration contours forecasted under various penalty factor values  

at time t=10.5s of the 2nd sequence of the testing dataset. Noting that 40 means the 40th grid in x axis and 8 indicates the 8th 

grid in y axis. 

 

Fig. 13 demonstrates the normalized uncertainty contours of spatial concentration forecasted by the models 

developed under various λ values from 0.1 to 0.4. From it, it can be seen that the length between the left and 
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right uncertainty boundaries firstly decreases with increasing the penalty factor λ from 0.1 to 0.2, and then 

keep steady after λ=0.2. In addition, the length under λ=0.1 equals 19.5, which is the same with the benchmark 

length D marked in Fig. 11, while the lengths under λ=0.2, 0.3 and 0.4, respectively, are relatively smaller. 

This indicates the more accuracy of the proposed model under λ= 0.1 in terms of the normalized uncertainty 

contour forecasting. 

 

 

Fig. 13 Normalized uncertainty contours of spatial concentration forecasted under various penalty factor values at time 

t=10.5s of the 2nd sequence of the testing dataset. 40 means the 40th grid in x axis and 8 indicates the 8th grid in y axis. 

 

Table. 4 demonstrates MSE between the forecasted concentration and benchmark concentration under various 

penalty factor values λ at time t=10.5s. From it, it can be seen that the MSE value decreases with the increase 

of the penalty factor λ. This indicates the Hybrid_PG_VBSTnn model developed under λ= 0.1 exhibits a 

relatively high accuracy in terms of spatial concentration forecasting compared to the models developed under 

the additional penalty factor values. Furthermore, considering that our model developed under λ= 0.1 more 

accurately forecast the normalized uncertainty contour as well, we thereby determine the penalty factor λ= 0.1 

as the optimal for the gas release and dispersion spatiotemporal evolution forecasting. 

Table. 4 Mean square error (MSE) between the forecasted concentration and benchmark concentration under 

various penalty factor λ values at time t=10.5s  

Penalty factor λ Mean square error (MSE) 

0.1 0.68E-05 

0.2 0.75E-05 

0.3 0.87E-05 

0.4 0.99E-05 

 

5.3 Drop probability p 

In order to analyze the effect of the drop probability p on the forecasted concentration and its normalized 

uncertainty contour, we further take the forecasted results at t=10.5s of the 2nd sequence X under various λ 

values, MC sampling number m=100 and pre-defined penalty factor value λ=0.1 as the example to demonstrate. 

https://doi.org/10.1016/j.jclepro.2022.133201
https://doi.org/10.1016/j.jclepro.2022.133201
https://doi.org/10.1016/j.jclepro.2022.133201


J. Shi, W. Xie, X. Huang, F. Xiao, A. Usmani, F. Khan, X. Yin, G. Chen (2022) Real-time natural gas release forecasting by using physics-

guided deep learning probability model, Journal of Cleaner Production, 368, 133201. https://doi.org/10.1016/j.jclepro.2022.133201  

23 
 

Fig. 14 shows the forecasted spatial concentration contours under various p values. From it, it can be seen the 

forecasted concentration contours under 4 values of p are almost the same. Fig. 15 demonstrates the normalized 

uncertainty contours of spatial concentration forecasted under 4 values of p. As can be seen, the length between 

the left and right uncertainty boundaries increases with increasing the p value from 0.1 to 0.4. Furthermore, 

the corresponding length under p=0.1 is closed to the benchmark length D marked in Fig. 11, while the lengths 

under λ=0.2, 0.3 and 0.4, respectively are larger. This indicates the more accuracy of the Hybrid_PG_VBSTnn 

model developed under p = 0.1 in terms of the normalized uncertainty contour forecasting. 

 

Fig. 14 Spatial concentration contours forecasted under various drop probability p values 

at time t=10.5s of the 2nd sequence of the testing dataset. Noting that 40 means the 40th 

grid in x axis and 8 indicates the 8th grid in y axis. 

 

 

Fig. 15 Normalized uncertainty contours of spatial concentration forecasted various drop 

probability values at time t=10.5s of the 2nd sequence of the testing dataset. Noting that 40 

means the 40th grid in x axis and 8 indicates the 8th grid in y axis. 

 

 

Table. 5 demonstrates MSE between the forecasted concentration and benchmark concentration under various 

p values at time t=10.5s. From it, it can be seen that the MSE value decreases with increasing p value. This 
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indicates the Hybrid_PG_VBSTnn model developed under p= 0.1 exhibits the relatively high accuracy in terms 

of the forecast of concentration, compared to the models developed under other p values. Furthermore, 

considering that the proposed model developed under p = 0.1 forecast the more accurate uncertainty contours 

as well, we thereby determine the drop probability p = 0.1 as the optimal for the gas release and dispersion 

spatiotemporal evolution forecasting. 

 

Table. 5 Mean square error between the forecasted concentration and benchmark concentration under various 

penalty factor values λ at time t=10.5s 

Drop probability p Mean square error (MSE) 

0.1 0.68E-05 

0.2 0.77E-05 

0.3 0.78E-05 

0.4 1.05E-05 

 

5.4 Validation and comparison  

This part validates the accuracy and real-time capability of our developed Hybrid_PG_VBSTnn model under 

Monte Carlo sampling number m=100, penalty factor λ= 0.1 and drop probability p=0.1 by using the 

benchmark numerical testing dataset as well as the experimental time-series concentration data. Also, 

comparison among our Hybrid_PG_VBSTnn model, the point-estimation deep learning model, and the hybrid 

model without considering the physical constraint term are conducted in order to demonstrate the advantages 

of our developed model.  

 

Fig. 16 demonstrates the forecasted concentration spatiotemporal evolution with uncertainty by our 

Hybrid_PG_VBSTnn model. Please note that the benchmark 10-steps-ahead concentration contours from 

t=8.5s to t=13.0s of the 1st input sequence are from the benchmark numerical testing dataset. From it, it can 

be seen that the length D between the left and right boundaries of the forecasted concentration contours firstly 

decreases from 8.5s to 10.5s and then increases from 11.0s to 13.0s. Such forecasted evolution trend is the 

same as that of the benchmark contours. In addition, it can be seen that our model could forecast the 

spatiotemporal concentration very well at the area occupied by the released gas with a relatively larger 

concentration. However, at the boundary identifying the areas with and without the released gas, the only 

forecasted concentration contours could not provide the correct information. For example, the forecasted D 

equals to 18 smaller than the benchmark D=22 at time t=8.5s. Thanks to the Variational Bayesian inference, 

the normalized uncertainty contours by our model could overcome such a disadvantage. One side is that the 

length D of the normalized uncertainty contour is more closed to the benchmark length D compared to that of 

the forecasted concentration contour.  

 

For example, the D of the normalized uncertainty contour equals to 21 very closed to the benchmark D = 22 

at time t=8.5s while the D of forecasted concentration contour equals to 18. In this case, one could thereby use 
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the large normalized uncertainty contour as the boundary to identify the areas with and without the released 

gas along with analyzing the forecasted concentration contour at the same time. For example, from Fig. 16, 

one can obviously see the large normalized uncertainty contour, inside which the forecasted concentration 

values are larger than 0.01 indicating released gas exists. Outside such large normalized uncertainty contour, 

the concentration values are forecasted much closed to 0 indicating no released gas exists. Due to this fact, our 

Hybrid_PG_VBSTnn model could provide safer and more accurate spatiotemporal evolution information at 

the boundary for the further decision making process compared to the point-estimation deep learning model 

which does not consider the uncertainty.  

 

For example, from Fig. 16, it can be seen that large normalized uncertainty values at the Area A at time t=13.0s, 

which indicates the released gas exists at the corresponding Area. This is same with that the released gas exists 

at the Area A of the benchmark contour at time t=13.0s. However, if not determining such uncertainty 

information, e.g., by the point-estimation deep learning model, one could see no released gas exists only by 

analyzing the forecasted concentration contour, which is incorrect and very danger for the further decision-

making process, because such gas has the potential to cause the fire and explosion accidents once being ignited. 

 

 

Fig. 16 Forecasted concentration spatiotemporal evolution with uncertainty by the hybrid model without 

considering physical constraint. (The benchmark 10-times-ahead concentration contours from t=8.5s to 

t=13.0s of the 1st input sequence are taken from the benchmark numerical testing dataset). Noting that 40 

means the 40th grid in x axis and 8 indicates the 8th grid in y axis. 

 

Fig. 17 demonstrates the forecasted spatiotemporal concentration evolution with normalized uncertainty by 
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the hybrid model without considering the physical constraint term. Please noting that the benchmark 10-steps-

ahead concentration contours from t=8.5s to t=13.0s of the 1st input sequence are taken from the benchmark 

numerical testing dataset as well. As can be seen, the model exhibits competitive accuracy in terms of the 

spatiotemporal evolution forecasting at the area occupied by the high concentration gas. However, at the 

boundary, such a model exhibits poor performance. For example, one can obviously see the released gas exits 

at Area C from the benchmark concentration contour at 9.0s, while the forecasted concentration is 0 indicating 

no released gas. Furthermore, at Area B, the model forecasts the negative concentration, which does not follow 

the physical laws and thereby results in the larger normalized uncertainty values. One could not use the 

forecasted normalized uncertainty to identify the areas with and without the released gas without considering 

the physical constraint term, which reduces the model’s accuracy at the boundary. 

 

 

Fig. 17 Forecasted concentration spatiotemporal evolution with uncertainty by the hybrid model without 

the physical constraint. (The benchmark 10-steps-ahead concentration contours from t=8.5s to t=13.0s of 

the 1st input sequence are taken from the benchmark numerical testing dataset). Noting that 40 means the 

40th grid in x axis and 8 indicates the 8th grid in y axis. 

 

Table. 6 demonstrates the comparison among our developed hybrid model, the hybrid model without physical 

constraint, point estimation model in terms of the inference accuracy and speed. We calculate the correlation 

of determination R2 between the forecasted concentration and benchmark concentration of the testing dataset 

as the criterion for the comparison of inference accuracy. And we determine the average time interval during 

which one spatial concentration could be outputted as the criterion for the comparison of inference speed. From 

it, it can be seen that R2 value of our hybrid model equals 0.978, close to that determined by other models. This 
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indicates hybrid model exhibits high accuracy at the area occupied by the released gas with high concentration.  

 

Nevertheless, the additional normalized uncertainty contour, as well as the physical constraint, ensure the more 

accuracy of our hybrid model in terms of the spatiotemporal forecasting at the boundary compared to the other 

models. Also, it can be seen that the inference time of our hybrid model equals to 0.5s closed to the time 

interval between two benchmark concentration contours, which indicates the real-time capability of our hybrid 

model. Furthermore, due to the MC sampling process, our hybrid model has the relatively slower inference 

speed compared to that by point estimation model. Considering the considerable accuracy of our developed 

model at the boundary, it is acceptable to harm very limited inference speed while still ensuring the real-time 

capability. In addition, the difference of inference time between our hybrid model and the model without 

physical constraint term is very limited indicating the additional physical constraint will not increase the 

computational burden. At last, all the deep learning models exhibit the much more efficient inference speed 

compared to the CFD model. 

 

Table. 6 Comparison among our hybrid model, the model without physical constraint, point estimation model 

in terms of inference accuracy and speed 

Model R2 Inference time 

Our hybrid model 0.988 0.5 s 

Model without physical constraint 0.985 0.5 s 

Point estimation model 0.984 0.2 s 

CFD model N/A 1 hr 

 

Additionally, by using the previous 10-steps-ahead numerical concentration contours (from t=3.5s to t=8s) 

under the same configuration with the experiment in Table. 1 as the input, the concentration values of 10-steps-

ahead with uncertainty from t=8.5s to t=13s at the same position with the experimental sensor in Fig. 2 could 

be determined. Fig. 18 demonstrates the forecasted concentration values of 10-time-step ahead with 

uncertainty under various release rates, i.e., 4.7 L/min, 6.2 L/min. and 7.7 L/min by using our 

Hybrid_PG_VBSTnn model. Please note that the y ordinates of all input sequences are the same with that of 

the experimental sensor in Fig. 2. Also, such input sequences are not from the above mentioned training and 

testing dataset. As can be seen, the forecasted concentration values under 4.7 L/min and 7.7 L/min are very 

close to the benchmark experimental data. Despite relatively large differences between the forecasted values 

and experimental ones under 6.2 L/min, all the forecasted values except the concentration at t=11.5s are located 

between the upper and lower uncertainty curves thanks to the Variational Bayesian inference of our 

Hybrid_PG_VBSTnn model. This also indicates our model could forecast the more robust time-series 

concentration evolution compared to the ‘over-confident’ point estimation model which could not output the 

additional uncertainty information. 
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a) 4.7 L/min 

 

b) 6.2 L/min 

 

c) 7.7 L/min 

Fig. 18 Concentration values of 10-time-step ahead with uncertainty from t=8.5s to t=13s 

by using our Hybrid_PG_VBSTnn model 
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a) 4.7 L/min 

 

b) 6.2 L/min 

 

c) 7.7 L/min 

Fig. 19 Concentration values of 10-time-step ahead with uncertainty from t=8.5s to t=13s 

by the deep learning model without physical constraint 
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Fig. 19 shows the forecasted concentration values of 10-steps-ahead with uncertainty under various release 

rates, i.e., 4.7 L/min, 6.2 L/min, and 7.7 L/min by the deep learning model without physical constraint term. 

From Fig. 19a), it can be seen that forecasted concentration values are closed to the benchmark experimental 

data under release rate of 4.7 L/min. However, as can be seen in both Fig. 19b) and Fig. 19c), most of the 

forecasted concentration values are not located between the upper and lower uncertainty curves, which 

indicates the relatively poorer accuracy of the model without the physical constraint term compared to our 

Hybrid_PG_VBSTnn model. 

 

Overall, from the above analysis, our developed Hybrid_PG_VBSTnn model exhibits the competitive accuracy 

in terms of the area with high concentration released gas. The additionally normalized uncertainty contour, as 

well as the physical constraint term, improve the accuracy of our hybrid model to identify the boundary 

between the areas with and without the released gas. Also, our hybrid model could determine the uncertainty 

interval in terms of the time-series concentration evolution forecasting at one specific position, which ensures 

the robustness of our hybrid model. All the forecasted atmospheric carbon concentration and uncertainty results 

provide more accurate and comprehensive information for the real-time atmospheric carbon mitigation 

decision-making process regarding the natural gas release from oil and gas facility compared to state-of-the-

art deep learning models. 

6. Conclusions 

This study proposed the advanced hybrid deep learning model by integrating variation inference and physical 

constraint with deep learning backbone to more accurately and reliably forecast spatiotemporal concentration 

evolution of natural gas release at plume area with high concentration as well as plume boundary compared to 

the point-estimation deep learning model. In addition, Optimal pre-defined parameters such as Monte Carlo 

sampling number m=100, penalty factor λ=0.1, and drop probability p=0.1 were determined to ensure the 

accuracy with R2=0.988 as well as the real-time capability with a tiny delay time of 0.5s.  

 

Overall, this proposed model is a reliable technique to enable real-time mitigation of the negative impact of 

natural gas release from oil and gas facilities and ensure the cleaner production of natural gas. In addition, our 

proposed integration tragedy provides new alternatives to enhance the spatiotemporal forecasting performance 

of state-of-the-art deep learning model for other cleaner production applications. Further work is also expected 

to provide the interpretability of spatiotemporal concentration evolution forecasting by fully coupling deep 

learning algorithm with Navier-Stokes equations. 
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