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Abstract: In group management, accurate assessment of individual performance is crucial for the fair
allocation of resources such as bonuses. This paper explores the complexities of gauging each partici-
pant’s contribution in multi-participant projects, particularly through the lens of self-reporting—a
method fraught with the challenges of under-reporting and over-reporting, which can skew resource
allocation and undermine fairness. Addressing the limitations of current assessment methods, which
often rely solely on self-reported data, this study proposes a novel equitable allocation policy that
accounts for inherent biases in self-reporting. By developing a data-driven mathematical optimization
model, we aim to more accurately align resource allocation with actual contributions, thus enhancing
team efficiency and cohesion. Our computational experiments validate the proposed model’s effec-
tiveness in achieving a more equitable allocation of resources, suggesting significant implications for
management practices in team settings.

Keywords: performance assessment; equitable resource allocation; data-driven optimization

MSC: 90-10

1. Introduction

In the realm of group management, accurately assessing individual performance
is pivotal, as it directly impacts the fair allocation of project resources, such as bonuses.
This, in turn, influences individual development, team cohesion, and overall teamwork
efficiency. A precise understanding of each team member’s contribution enables fair
resource allocation, ensuring that individuals are rewarded in accordance with their efforts.
However, gauging the contribution of each member in multi-participant projects presents a
significant challenge. For managers, accurately discerning the individual contributions to a
project is fraught with difficulty.

Self-reporting emerges as a practical method to gauge these contributions [1–3], yet it is
not without its pitfalls. Specifically, the phenomena of under-reporting and over-reporting
must be addressed. Individuals with low self-esteem may under-report their perceived
contributions, while those inclined towards duplicity may engage in over-reporting. Rely-
ing on such self-reported data can lead managers to skew resource allocation, undermining
the fairness of the allocation process.

This paper explores, within the context of self-reporting, the development of an equi-
table allocation policy that leverages collected data. By addressing the inherent challenges
of self-reporting, the study aims to propose a methodology that ensures fair and accurate
resource allocation, thereby enhancing the efficacy and cohesion of team-based projects. In
the following, we first review the existing literature on performance assessment and then
introduce an illustrative example of our studied problem.
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1.1. Literature Review

Performance assessment is a formal evaluation process in which employees are as-
sessed by a designated judge with specific criteria. The literature on performance as-
sessment spans various fields, focusing on key aspects such as scale format [4], rating
standards [5], and collaborative relations [6]. Specifically, DeNisi [7] and Arvey [8] delve
into the intricacies of performance evaluation, stressing the importance of justice and psy-
chological measurement characteristics. In software development and student teamwork
projects, methodologies such as git-driven technology and collaborative platforms are
utilized to measure individual contributions effectively, as seen in studies such as Parizi
and Spoletini [9], Gamble and Hale [10], Jorgenson et al. [11], and Hale et al. [12]. Method-
ological advancements, such as models based on the analytical hierarchy process [13] and
fuzzy logic-based systems [14], aim to enhance decision-making processes in employee per-
formance assessment. The integration of frameworks like the balanced scorecard with fuzzy
multi-criteria decision-making offers innovative approaches to evaluating the performance
of public sector organizations, as demonstrated by Afrasiabi et al. [15].

The contribution and performance evaluation of individuals in multi-participant collabo-
rative projects have attracted increasing attention from researchers. Planas-Lladó et al. [16]
study self- and peer-assessment in team collaboration among students from different
academic programs, analyzing the dynamics and their relationships with collaboration
outcomes and individual grades. Pota et al. [17] propose a decision model for the effective
evaluation of mutual satisfaction in staff allocation, addressing the lack of mechanisms
to describe subjects' skills and needs. Gunning et al. [18] explore an online self- and
intra-team peer-assessment strategy to measure student engagement and enable account-
ability during team-based assessments. McIver and Murphy [19] examine the integration
of self-assessment as a new skill, benefiting graduate students and faculty. Kubincová
and Kolčák [20] introduce self-assessment as a component of teamwork, allowing eval-
uation of individual contributions and performance. Earnest et al. [21] demonstrate the
effectiveness of the comprehensive assessment of team members in interprofessional ed-
ucation settings. Cristofaro and Giardino [22] propose that the core self-evaluation trait,
a complex personality disposition based on self-efficacy and emotional stability, impacts
decision-making processes within organizations. Anahideh et al. [23] design a fairness-
aware allocation approach to maximize geographical diversity and avoid demographic
disparity. Kaur et al. [24] propose a data-driven risk assessment and prediction model,
along with a decision framework for strategic vaccine allocation. Xu et al. [25] investigate
how fairness concerns influence the allocation of fixed costs between decision-making
units.

This paper focuses on the scenario of self-assessment, which plays a crucial role in orga-
nizational performance assessment due to its full consideration of employees’ own perspec-
tives and preferences. Farh et al. [26] investigate the effectiveness of a self-assessment-based
performance evaluation system, which integrates self-assessment into performance evalua-
tion procedures. Kromrei [27] involves employees in structured self-assessment and utilizes
explicit criteria to reinforce self-assessment methods, thereby reducing evaluation biases.
Kamer and Annen [28] examine the role of individual differences in self-performance
evaluation based on a sample survey of 250 military personnel. Gbadamosi and Ross [29],
utilizing core self-evaluation and gender as moderating variables, study the relationship
between perceived stress and discomfort and performance evaluations. Shore et al. [30]
analyze the impact of self-assessment information, evaluation purposes, and feedback ob-
jectives on performance evaluation scores using experimental data from 230 participants. In
practical situations such as construction projects, managers traditionally collect assessment
values from each individual regarding their contribution rates in a multi-participant project
and then allocate resources based on the normalized assessment values accordingly [31].
However, this resource allocation scheme lacks fairness and reasonableness because it does
not consider the scenario that people may report contribution rates that do not match what
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they deserve. Consequently, this paper mainly addresses this research gap by addressing
the inherent challenges of self-reporting.

1.2. Research Objective and an Illustrative Example

This paper considers the following premise: managers conduct surveys to collect
the reported values of each individual’s contribution rates to different projects before
allocating resources. These data are related to their individual perspectives and preferences.
Traditionally, based on collected survey results, managers typically normalize the collected
contribution rates of each individual to a project (since the sum of reported contribution
rates to a project may not necessarily equal 100%) and then allocate resources proportionally
based on the normalized results. We refer to this scheme as the traditional resource
allocation method. Apparently, this is the approach adopted by the vast majority of
enterprises.

However, this traditional method, while taking into account individuals’ preferences,
ignores complex factors that may skew the reported contributions. From a psychological
standpoint, individual differences significantly influence how people report their contri-
butions in team settings. Specifically, there exists a dichotomy in reporting behaviors:
some individuals are inclined to report a contribution rate higher than their actual input,
motivated by the prospect of securing a greater share of resources. Conversely, others may
report a lower contribution rate, driven by traits of modesty or self-criticism. This discrep-
ancy between reported and actual contribution rates leads to an allocation of resources that
does not accurately reflect true individual contributions.

Example 1. Consider a scenario where two individuals, A and B, are collaborating on a project,
each contributing equally with a true contribution rate of 50%, a fact unknown to their manager.
The project yields a bonus pool of 10,000 USD, and an equitable bonus allocation would dictate that
each individual receives 5000 USD. However, during a self-assessment survey, individual A reports
a contribution rate of 60%, while individual B, more modestly, reports a rate of 45%. Utilizing
a traditional resource allocation method, individual A would be allocated 5714 USD (calculated
by 10, 000 × 60%/(60% + 45%)), and individual B would receive 4286 USD (calculated by
10, 000 × 45%/(60% + 45%)), resulting in a clear disparity.

Example 1 illustrates the inherent flaws in the traditional allocation method when
faced with biased self-reporting. If such a method is employed consistently over time, the
mismatch between actual contributions and allocated resources can lead to detrimental
effects on individual motivation and work efficiency, as well as impede the progress of
collaborative team projects. This variance in self-reporting behaviors underscores the com-
plexity of designing equitable resource allocation mechanisms. It highlights the necessity
for managers and team leaders to adopt strategies that can mitigate the impact of subjective
self-assessment biases, ensuring that resource allocation aligns more closely with the true
value of each team member’s contributions.

1.3. Contributions and Organization

To foster fair and equitable resource allocation, our methodology introduces the
“reporting coefficient”, a factor that quantifies the degree to which individuals report their
submitted contribution rates relative to their actual merit. For instance, in Example 1,
individual A’s “reporting coefficient” is 1.2 (60% reported divided by 50% actual), while
individual B’s “reporting coefficient” is 0.9 (45% reported divided by 50% actual). We
assume that these psychological tendencies are consistent, with each individual’s “reporting
coefficient” remaining constant across various projects.

Building on this premise, we propose a data-driven optimization approach that utilizes
the contribution rates reported by individuals through surveys to estimate their respective
“reporting coefficients”. These estimates allow us to adjust reported contribution rates to
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more accurately reflect true contributions. Consequently, resources can be allocated in a
manner that is both fairer and more equitable for collaborative, multi-participant projects.

Computational experiments validate the efficacy of our proposed method. The results
indicate that our approach leads to a resource allocation that is more aligned with actual
contributions when compared to traditional methods. By implementing this refined alloca-
tion strategy, team members are more likely to receive resources commensurate with their
true input, thereby enhancing motivation, efficiency, and the overall success of collaborative
endeavors.

In summary, our proposed approach distinguishes itself from the existing literature in
several ways:

1. We define a new concept, “reporting coefficient”, to quantify the degree to which
individuals report their submitted contribution rates relative to their actual ones.

2. We employ a novel data-driven optimization model to estimate the “reporting coeffi-
cients”, which can yield a more equitable team resource allocation scheme.

3. We conduct numerous computational experiments to verify the effectiveness of our
proposed method.

The remainder of this paper is organized as follows: Section 2 mathematically states the
problem studied in this paper and proposes the data-driven optimization model. Section 3
conducts computational experiments and sensitivity analysis. Section 4 concludes this
paper.

2. Problem Statement and Modeling

In team management, when a group of people collaborates to complete a project, team
managers typically allocate resources (e.g., bonuses) based on the contribution of each
participant. However, it remains challenging to accurately assess the true contribution
rate of each participant in a project. In this paper, we assume that the team manager
may conduct self-assessment surveys in which participants are invited to report their
self-perceived contribution rates. Several important issues arise during the surveys. First,
individuals may have biased perceptions toward their true contribution rates. For example,
if a participant’s true contribution rate is 50%, he/she might perceive it as 60% with a
10% deviation. Second, during the surveys, individuals may over- or under-report their
contribution rates. In the previous example, the participant might over-report his/her
contribution rate as 65%. Traditionally, team managers usually normalize the reported
contribution rates and allocate resources accordingly, which is unfair and unreasonable.
Therefore, this paper studies a data-driven optimization approach based on the reported
contribution rates.

In this section, we first present the mathematical description of the resource allocation
problem in group management, and then introduce two allocation methods, i.e., the tradi-
tional approach and our proposed data-driven optimization approach. Finally, we define
an evaluation metric to evaluate the effectiveness of these two methods.

2.1. Mathematical Description

Consider that M people have completed N projects, where at least two people are
engaged in each project. For project j (j ∈ {1, . . . , N}), a set of resources Rj (e.g., bonus)
will be allocated for nj people engaged in this project based on their contribution rates. We
denote by rij the amount of resources allocated to participant i (i ∈ {1, . . . , M}) in project
j (j ∈ {1, . . . , N}) under the ground truth.

xtrue
ij denotes the true contribution rate of participant i to project j, i ∈ {1, . . . , M},

j ∈ {1, . . . , N}, where 0 ≤ xtrue
ij < 1. We assume that the sum of the true contribution rates

of all people in one project is definitely 100%; that is, ∑M
i=1 xtrue

ij = 100% (j ∈ {1, . . . , N}).
Although true contributions to a project by different participants exist, they may have

biased perceptions toward their true contributions [32]. To consider this scenario, we denote
by x̂true

ij the self-perceived contribution rate of participant i to project j, i ∈ {1, . . . , M},
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j ∈ {1, . . . , N}, where 0 ≤ x̂true
ij ≤ 1. To measure the relationship between xtrue

ij and x̂true
ij ,

we denote by σ the maximum error rate of people’s perception. Thus, we assume that

x̂true
ij ∼ U

[
xtrue

ij (1 − σ), min
{

xtrue
ij (1 + σ), 1

}]
,

which means that the self-perceived contribution rate follows a uniform distribution within
the error range and x̂true

ij ≤ 1 has to be guaranteed at the same time.
Now, assume that the manager conducts a self-assessment survey in which M people

are invited to report their self-perceived contributions to N projects. We denote by xij the
self-reported contribution rate of participant i to project j, i ∈ {1, . . . , M}, j ∈ {1, . . . , N},
where 0 ≤ xij ≤ 1. It is not surprising that some people may report a higher contribution
rate than the self-perceived value x̂true

ij , while others may report a lower one. In order to
characterize this phenomenon, we denote by ai the “reporting coefficient” of participant
i, where ai > 0. We assume that ai remains constant for participant i across various
projects; thus, we have xij = min

{
ai x̂true

ij , 1
}

. In other words, participant i estimates his

contribution rate at x̂true
ij in his mind. When reporting, he may over-report at xij, motivated

by the prospect of securing a greater share of resources; that is, ai > 1 and xij ≥ x̂true
ij . Or,

he may conservatively under-report at x′ij, driven by traits of modesty or self-criticism; that
is, ai < 1 and x′ij < x̂true

ij .
Given our above introduction, this paper investigates how to allocate resources

fairly for each individual in each project based on the self-reported contribution rates
xij (i ∈ {1, . . . , M}, j ∈ {1, . . . , N}). Apparently, the optimal (i.e., the most equitable) re-
source allocation scheme under the ground truth is

rij = Rjxtrue
ij , ∀i ∈ {1, . . . , M}, j ∈ {1, . . . , N}. (1)

However, it is actually difficult to obtain the value of xtrue
ij (i ∈ {1, . . . , M}, j ∈ {1, . . . , N}).

Now, we have a dataset D =
{

xij : i = 1, . . . , M; j = 1, . . . , N
}

obtained through the self-
assessment survey. Based on the dataset D, the estimated value of rij, denoted by r̂ij, can
be obtained by various methods, such as the traditional resource allocation method and the
data-driven optimization method proposed in this paper.

The definitions of parameters in the problem statement are summarized in Table 1.

Table 1. The definitions of parameters.

Parameters:

M Total number of participants, i ∈ {1, . . . , M}.
N Total number of projects, j ∈ {1, . . . , N}.
nj Number of participants engaged in project j (j ∈ {1, . . . , N}).
Rj The amount of resources to be allocated for participants engaged in project j (j ∈ {1, . . . , N}).
rij The amount of resource allocated to participant i (i ∈ {1, . . . , M}) in project j (j ∈ {1, . . . , N}) under the ground truth.
r̂ij The estimated value of rij obtained by various methods.

xtrue
ij The true contribution rate of participant i to project j, i ∈ {1, . . . , M}, j ∈ {1, . . . , N}, where 0 ≤ xtrue

ij < 1.
σ The maximum error rate of participants’ perception.

x̂true
ij The self-perceived contribution rate of participant i to project j, i ∈ {1, . . . , M}, j ∈ {1, . . . , N}, where 0 ≤ x̂true

ij ≤ 1.

ai
The “reporting coefficient” of participant i (i ∈ {1, . . . , M}), which remains constant across various projects, where
ai > 0.

xij The self-reported contribution rate of participant i to project j, i ∈ {1, . . . , M}, j ∈ {1, . . . , N}, where 0 ≤ xij ≤ 1.

Set:

D D =
{

xij : i = 1, . . . , M; j = 1, . . . , N
}

, a dataset obtained through the self-assessment survey.



Mathematics 2024, 12, 2095 6 of 12

2.2. Allocation Method 1: The Traditional Approach

Traditionally, the manager allocates resources using the normalization method:

r̂norm
ij = Rj

xij

∑M
i′=1 xi′ j

, ∀i ∈ {1, . . . , M}, j ∈ {1, . . . , N}. (2)

This resource allocation scheme means that the more a participant can boast, the more
he gains than he deserves, which is apparently unfair. If this method is adopted by the
manager, the discrepancy between reported and actual contribution rates would lead to
an allocation of resources that does not accurately reflect true individual contributions,
consequently reducing individual work efficiency and impeding the progress of team-based
projects. To remedy this issue, we consider a novel data-driven approach.

2.3. Allocation Method 2: The Novel Data-Driven Optimization Approach

In this section, we establish a data-driven mathematical optimization model based on
the dataset D, which aims to obtain the estimated value of ai (i ∈ {1, . . . , M}), denoted by
âi. Using âi (i ∈ {1, . . . , M}), we can calculate the contribution rates close to the ground
truth of each participant in each project and thus allocate resources more equitably and
reasonably. We define

ŷj =
M

∑
i=1

xij

âi
, j ∈ {1, . . . , N} (3)

as the sum of the adjusted self-reported contribution rates of all of the participants engaged
in project j (j ∈ {1, . . . , N}), which is expected to be 100% (recall that ∑M

i=1 xtrue
ij = 100%, j ∈

{1, . . . , N}). The definitions of decision variables in the mathematical optimization model
are summarized in Table 2.

Table 2. The definitions of decision variables.

Decision Variables:

âi The estimated value of ai (i ∈ {1, . . . , M}).

ŷj
The sum of adjusted self-reported contribution rates of all of the participants
engaged in project j (j ∈ {1, . . . , N}).

Therefore, we establish the quadratic optimization model as follows:

min
1
N

N

∑
j=1

(
ŷj − 100%

)2 (4)

subject to

ŷj =
M

∑
i=1

xij

âi
, ∀j ∈ {1, . . . , N} (5)

âi > 0, ∀i ∈ {1, . . . , M}. (6)

Objective function (4) minimizes the mean squared error between the sum of adjusted
self-reported contribution rates and 100% across all of the considered N projects. Here,
100% means that the sum of the true contributions from multiple participants to a project
should be ideally one (i.e., 100%). Constraints (5) compute the sum of the adjusted self-
reported contribution rates for project j after considering the adjustment effect brought by
the “reporting coefficient”. Constraints (6) specify the variable domain.

By solving the model, we obtain âi (i ∈ {1, . . . , M}). Let xadjusted
ij = xij/âi (i ∈ {1, . . . , M},

j ∈ {1, . . . , N}) represent the adjusted self-reported contribution rate of participant i for
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project j (i.e., adjusted by âi), and we get the resource allocation scheme by our proposed
method:

r̂new
ij = Rj

xadjusted
ij

∑M
i′=1 xadjusted

i′ j

, ∀i ∈ {1, . . . , M}, j ∈ {1, . . . , N}. (7)

2.4. Evaluation Metric

To evaluate the effectiveness of various methods, the loss of resource allocation is
defined as

LMN =
1

MN

M

∑
i=1

N

∑
j=1

(
r̂ij − rij

)2, (8)

which measures the difference between the actual assigned reward and the ground-truth
reward across all of the considered participants and projects. The smaller the loss of
resource allocation, the more equitable the resource allocation scheme for participants,
which means that individuals are rewarded in accordance with their efforts to a greater
extent. We denote by Lnorm

MN and Lnew
MN the loss of resource allocation by using the traditional

resource allocation method and the novel data-driven method proposed in this paper,
respectively. Therefore, the loss reduction percentage of our proposed method compared to
the traditional resource allocation method is defined as

∆p =
Lnorm

MN − Lnew
MN

Lnorm
MN

× 100%. (9)

A positive ∆p indicates that our proposed method is more effective compared to the
traditional method, which implies that the loss of resource allocation of our method is
lower than that of the traditional method, and, as a result, our method presents a more fair
and reasonable allocation scheme. Furthermore, the larger the value of ∆p, the better the
performance of our proposed method compared to the traditional method.

3. Computational Experiments

In this section, we conduct computational experiments and non-parametric hypothesis
tests to verify the effectiveness of our proposed method. Furthermore, sensitivity analysis
is comprehensively conducted to investigate the impact of parameter changes on the
effectiveness of the proposed data-driven approach.

3.1. Simulation

For the simulation experiments, it is necessary to determine the values of four sets of
parameters: M, N, σ, and ai (i ∈ {1, . . . , M}), for generating the computational instances
and portraying different scenarios. The parameters M and N represent the numbers of
people and projects, respectively. The parameter σ quantifies the discrepancy between
an individual’s perception of their contribution and their actual contribution. A higher σ
suggests a greater level of inaccuracy in self-assessment. The parameter ai (i ∈ {1, . . . , M})
represents the extent to which participant i (i ∈ {1, . . . , M}) misreports his contribution
rate. If ai > 1, it indicates that the participant i tends to over-report his contribution, while
ai < 1 would indicate under-reporting.

We take the example where M = 10, N = 500, σ = 10%, and ai ∈ [0.8, 2] (i ∈ {1, . . . , 10}),
to illustrate the process of generating the computational instances. Consider that M =
10 people have completed N = 500 projects. For participant i ∈ {1, . . . , 10}, we ran-
domly generate ai ∈ [0.8, 2]. For project j ∈ {1, . . . , 500}, we randomly generate the
number of engaged people nj ∈ {2, 3, . . . , 10} (recall that at least two people are en-
gaged in one project), where nj is an integer. The resources to be allocated for project
j is Rj = 103nj/5. Suppose that Pj (j ∈ {1, . . . , 500}) represents the set of people en-
gaged in project j, while Qj (j ∈ {1, . . . , 500}) represents the set of people not engaged.
Then, we randomly select nj different integers in {1, 2, . . . , 10} for Pj and then Qj =
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{1, . . . , 10}∖ Pj. For participant i ∈ Pj, we randomly generate xtrue
ij ∈ (0, 1) under the

condition that ∑i∈Pj
xtrue

ij = 1 (j ∈ {1, . . . , 500}). For participant i ∈ Qj, we set xtrue
ij =

0. With σ = 10%, we randomly generate x̂true
ij (i ∈ {1, . . . , 10}, j ∈ {1, . . . , 500}) from

U
[
xtrue

ij (1− 10%), min
{

xtrue
ij (1+ 10%), 1

}]
, and consequently, we obtain xij = min

{
aix̂true

ij , 1
}

,

i.e., the dataset D =
{

xij : i = 1, . . . , 10; j = 1, . . . , 500
}

.
Based on the rules for generating the computational instances mentioned above, five

sets of simulation experiments with different parameter combinations are conducted, with
results shown in Table 3. Experiment 1 describes a scenario in which a group of 10 individ-
uals completes 100 projects. Experiment 2 involves an additional 10 individuals compared
to Experiment 1. In contrast with Experiment 2, Experiment 3 increases the number of
projects to 500. In Experiment 4, the maximum error rate of people’s perception is increased
by 10% based on Experiment 3. In Experiment 5, the upper bound of ai (i ∈ {1, . . . , M})
is raised to 3. The parameters for the simulation experiments are set based on real-world
scenarios. The five sets of parameter combinations in Experiments 1–5 mimic real-world
scenarios under various conditions.

Table 3. Results of the five sets of simulation experiments.

Experiment No. M N σ ai (i∈{1,. . .,M}) Lnorm
MN Lnew

MN ∆p

1 10 100 10% [0.8, 2] 1426.76 159.89 88.79%
2 20 100 10% [0.8, 2] 1807.49 389.18 78.47%
3 20 500 10% [0.8, 2] 1670.87 178.74 89.30%
4 20 500 20% [0.8, 2] 2075.49 597.53 71.21%
5 20 500 20% [0.8, 3] 3382.24 712.85 78.92%

From the above experimental results, it can be seen that all of the values of Lnew
MN

are smaller than those of Lnorm
MN in the five sets of experiments, i.e., the values of ∆p are

positive; this means that our proposed data-driven method exhibits a lower loss of resource
allocation compared to the traditional method. Furthermore, the values of ∆p generally
exceed 70%, with an average of 81.34% across the five sets of simulation experiments.
Therefore, compared to the traditional resource allocation method, the novel data-driven
method proposed in this paper can significantly reduce the losses of resource allocation in
different parameter combinations (corresponding to different scenarios).

3.2. Non-Parametric Hypothesis Test

To further evaluate whether the novel data-driven method proposed in this paper can
significantly reduce the loss of resource allocation compared to the traditional method, we
conduct a statistical significance test in this section.

In the simulation experiments, we assume that the values of Lnorm
MN are derived from a

population Lnorm with an unknown distribution and an unknown mean µnorm; similarly,
the values of Lnew

MN are derived from a population Lnew with an unknown distribution and
an unknown mean µnew. The populations Lnorm and Lnew are assumed to be independent
of each other. Through extensive simulation experiments, we can obtain two sets of sample
data from these two populations. Based on the sample data, we aim to determine whether
µnew is significantly lower than µnorm. Given that the distributions of the two populations
are unknown, we employ the Mann–Whitney U test [33], which is a non-parametric
hypothesis test method, to evaluate whether there is a significant difference in the medians
of two independent samples, and thus to infer whether there is a significant difference
between the means of two populations. Therefore, the null hypothesis and the alternative
hypothesis for this significance test are as follows:

• The null hypothesis: µnorm = µnew.
• The alternative hypothesis: µnorm > µnew.



Mathematics 2024, 12, 2095 9 of 12

To obtain the sample data from these two populations, Lnorm and Lnew, we conduct
K = 100 sets of simulation experiments. In each set of experiments, the values of the four pa-
rameters M, N, σ, and Ua (denoted as the upper bound of ai, i ∈ {1, . . . , M}) are randomly
selected from the corresponding value ranges set in Table 4. We assume that most people
are inclined to report a higher contribution rate than their self-perceived values, while very
few people report lower values. Therefore, for the range of ai (i ∈ {1, . . . , M}), we only
analyze the impact of Ua, while La (denoted as the lower bound of ai, i ∈ {1, . . . , M}) is
fixed at 0.8.

Table 4. The value ranges for the four parameters in the simulation experiments.

Parameters Value Ranges

M range (3, 30, 1) 1

N range (100, 1000, 10) 2

σ range (0, 0.5, 0.01)
Ua range (1.2, 4, 0.05)

1 range (3, 30, 1) means that M ∈ {3, 4, . . . , 30}. 2 range (100, 1000, 10) means that N ∈ {100, 110, . . . , 1000}.

Through K = 100 sets of simulation experiments, we obtain two sets of sample data,
Dnorm and Dnew, each containing 100 sample points, from the two populations, Lnorm and
Lnew, respectively. At a significance level of α = 0.05, we conduct the Mann–Whitney
U test on the hypothesis proposed above. The value of the resulting Mann–Whitney U
test statistic is 8451.0, with a p-value of 1.715 × 10−17. Since 1.715 × 10−17 < 0.05, we
reject the null hypothesis and accept the alternative hypothesis, concluding that µnew is
significantly lower than µnorm; that is, the novel data-driven method proposed in this paper
can significantly reduce the loss of resource allocation compared to the traditional method.

3.3. Sensitivity Analysis

To investigate the impact of parameter changes on ∆p, we conduct the sensitivity
analysis, where the settings of the four parameters: M, N, σ, and Ua (denoted as the upper
bound of ai, i ∈ {1, . . . , M}) are shown in Table 5, where La (denoted as the lower bound of
ai, i ∈ {1, . . . , M}) is also fixed at 0.8. The line charts of ∆p with respect to M, N, σ, and Ua
are depicted, respectively, in Figure 1.

Table 5. The settings of the four parameters in the sensitivity analysis.

Experiment No. M N σ Ua

6 range (3, 30, 1) 1 500 10% 2
7 10 range (100, 1000, 10) 2 10% 2
8 10 500 range (0, 0.5, 0.01) 2
9 10 500 10% range (1.2, 4, 0.05)

1 range (3, 30, 1) means that M ∈ {3, 4, . . . , 30}. 2 range (100, 1000, 10) means that N ∈ {100, 110, . . . , 1000}.

In Figure 1a, there is a tendency for ∆p to increase as the total number of people M
increases, when N = 500, σ = 10%, Ua = 2. That is, the more people in the projects, the
better our proposed method is compared to the traditional resource allocation method,
which means that the reduction in the loss of the resource allocation is greater.

In Figure 1b, as the number of projects N increases, ∆p tends to decrease but remains
almost above 86.5% when M = 10, σ = 10%, Ua = 2, which means that N has little effect
on ∆p.
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Figure 1. Line charts of ∆p with respect to M, N, σ, and Ua, respectively.

In Figure 1c, ∆p decreases almost linearly with the increase in σ when M = 10,
N = 500, Ua = 2. That is, as the maximum error rate in individuals’ perceptions escalates,
the effectiveness of our proposed resource allocation method in mitigating resource allo-
cation loss progressively diminishes when contrasted with the conventional approach to
resource allocation.

In Figure 1d, ∆p increases and then decreases with respect to Ua and roughly reaches a
maximum at Ua = 2, when M = 10, N = 500, σ = 10%. ∆p decreases almost linearly when

Ua > 3. This trend can be explained by the condition xij = min
{

ai x̂true
ij , 1

}
(i ∈ {1, . . . , M},

j ∈ {1, . . . , N}). As Ua increases, there is a corresponding increase in the likelihood that
ai (i ∈ {1, . . . , M}) takes on larger values. Consequently, xij (i ∈ {1, . . . , M}, j ∈ {1, . . . , N})
is more likely to reach its maximum value of 1, rather than being equal to ai x̂true

ij . Therefore,
the effectiveness of our proposed method in mitigating resource allocation loss progres-
sively diminishes compared to the traditional resource allocation method.

4. Conclusions

This study introduces a methodology for estimating the true contribution rates of
individuals in a collaborative project involving multiple participants based on a data-driven
optimization method and allocating resources more equitably in teamwork. Given the
potential for individuals to misreport their contributions, the traditional resource allocation
method does not accurately reflect true individual contributions. This paper addresses the
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inherent challenges of self-reporting, ensuring that individuals are rewarded in accordance
with their efforts.

We present a mathematical formulation of the problem under investigation and de-
velop a data-driven optimization model to estimate the true contribution rates based on the
self-reported values of individuals. We define a metric, loss of resource allocation, to assess
the effectiveness of various allocation methods. In the computational experiments, we
conduct extensive simulation experiments and a non-parametric hypothesis test to verify
the effectiveness of our proposed method. Furthermore, sensitivity analysis is employed to
illustrate the impact of parameter changes on the effectiveness of the novel data-driven
approach. Results of simulation experiments indicate that our proposed method exhibits
an average 81.34% decrease in team resource allocation loss compared to the traditional
method. The non-parametric hypothesis test further validates the efficacy of our proposed
method and indicates that our approach significantly reduces the loss of resource allocation
compared to the traditional resource allocation method, leading to a resource allocation
that is more aligned with actual individual contributions, thereby enhancing motivation,
efficiency, and the overall success of collaborative teamwork.

The proposed data-driven team resource allocation approach depends on the results of
self-reporting. A prerequisite assumption of this method is that the “reporting coefficients”
of participants remain constant across different projects, which may not be true in some
actual cases. Future research could integrate knowledge and methodologies from fields
such as psychology and organizational behavior to design more rational self-assessment
systems and improve team resource allocation mechanisms to ensure greater fairness and
equity.
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