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A B S T R A C T   

Rapid compression machines (RCMs) are widely used to investigate gas phase reaction kinetics of various kind of 
fuels at application relevant conditions. In principle, the operation of an RCM is based on the idea of compressing 
a homogenous pre-mixed fuel-air mixture by a piston. Usually creviced pistons ensure a homogenous adiabatic 
core in the center of the reaction chamber which permits the assumption of an isentropic relation between the 
measured pressure and gas temperature. Despite the ideal core gas compression, non-ideal effects such as heat 
loss, differences in the compression behavior, and ultimately non-standardized design and operation of rapid 
compression machines lead to different experimental results in different facilities at nominally the same end of 
compression conditions. 

In this study ignition delay times of ethanol are investigated at four different conditions in five independent 
RCMs. As expected, the raw results of the different facilities indeed show notable differences at the same end of 
compression conditions. However, according to the adiabatic core hypothesis the agreement between kinetic 
simulations and experiments should be consistent for all facilities provided that the facility effects are correctly 
accounted for. To elaborate upon this hypothesis, a kinetic mechanism is optimized to reflect the experimental 
results of all facilities. In the end, the optimized mechanism predicts all experimental data within the expected 
uncertainty. This confirms the reliability of RCM experiments for kinetic investigations and the validity of the 
effective volume approach in simulating RCM data.   

1. Introduction 

Rapid compression machines (RCMs) are widely adopted in
struments to investigate the gas phase reaction kinetics of combustion 
processes [1,2]. Autoignition phenomena are typically investigated by 
measuring ignition delay times (IDTs) as a function of compressed 
pressure (pC), compressed temperature (TC), initial dilution (O2 / bath 
gas) and initial stoichiometry (ϕ) [1,2]. These parameters are chosen to 
match the thermodynamic conditions of real combustors as e.g., internal 
combustion engines and/or gas turbines. A comprehensive overview of 
RCM operation is discussed in the review by Goldsborough et al. [2] and 

only the main aspects will be discussed here. 
In principle, an experiment in an RCM is conducted by compressing a 

homogeneously premixed gaseous mixture, resulting in increased tem
perature and pressure, eventually triggering auto-ignition. In contrast to 
an internal combustion engine (ICE), only a single compression stroke 
takes place leaving the piston fixed at the end of compression (EOC) 
position, thus resulting in a constant volume reactor. 

A crucial aspect in RCM experiments is that the majority of the 
compressed gas, referred to as the core gas, can be assumed to be 
compressed isentropically as described in the adiabatic core hypothesis 
[2–4]. This is valid as long as non-ideal effects, such as heat loss and 
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vortices, are limited to the areas close to the wall. To ensure this, 
creviced piston designs are utilized in modern RCMs as first suggested by 
Lee and Hochgreb [5] and further described by Sung and Curran [3]. 
With a creviced piston a homogenous compressed core gas region can be 
maintained by capturing the boundary layer during compression and 
therefore supresses the otherwise induced roll-up vortex. This provides 
reaction measuring times of up to 150 ms after EOC [2,3]. The adiabatic 
core hypothesis also permits the deduction of the compressed gas tem
perature TC from the measured compressed pressure pC, the initial 
pressure pi, the initial temperature Ti and the mixtures’ heat capacity. In 
this way RCMs can provide an environment with known boundary 
conditions for chemical kinetic investigations [1–3]. In addition, 
numerous publications [3,6,7] have shown a high degree of repeat
ability of individual experiments with regards to the pressure-time his
tory and the resulting chemical kinetic IDTs. This is important because, 
on the one hand it allows chemical kinetic reactivities to be studied as a 
function of repeatable and well-known thermodynamic states [2]. 
Moreover, due to precise repeatability, so-called non-reactive experi
ments can be carried out, which allows for accurate simulation of the 
experiments, referred to as the “effective volume approach” discussed in 
the literature [8,9]. 

However, experiments conducted in different RCMs at seemingly the 
same experimental conditions (ϕ, dilution, pC and TC) can result in 
quantitatively different IDTs, as described in the literature [2,10–13]. 
This lack of direct comparability is not ideal, as no immediate verifi
cation or falsification of new experimental data is possible. One reason 
for this supposed discrepancy of experimental results is generally 
explained by so-called "facility effects" [1,2,14] in which the heat loss is 
the most prominent. While the core gas can be assumed to be com
pressed isentropically, the gaseous boundary layers will lose heat to the 
colder walls, resulting in an effective volume increase of the adiabatic 
core, which in turn leads to a reduction in the observed pressure. 

This heat loss is not only present after the end of compression where 
an apparent pressure drop with time can be observed but also during the 
compression phase. This alters the reached pC and thus TC with varying 
compression times even if all other parameters are held constant. 
Further, a potential radical build-up during compression could be of 
interest, as it could affect pC (TC) and the measured IDT. To define the 
compression time, two definitions, called τC [15] for the complete 
compression, and τ50 [2] for the last 50% of compression, can be found 
in the literature. In the case of τC, the authors suggest that the measured 
IDTs should be equal to or greater than τC, assuming that a relevant 
radical build up should be avoided if the IDT is larger than τC. However, 
to the best of the authors knowledge, no experimental evaluation of this 
definition exists in the literature. 

In general, facility effects depend on several RCM operation pa
rameters as the compression speed, the gas mixture composition, the 
temperature difference between gas and walls, and the geometry of the 
dead volumes. Even small change in operating conditions [16] can lead 
to significant differences in measured IDTs in different RCMs at seem
ingly the same end of compression conditions. 

To understand these differences, it is important to point out that the 
measured IDT is the result of the entire pressure and temperature history 
of an RCM experiment and it does not depend solely on the EOC con
dition that are commonly reported. While this does not affect the val
idity of individual experiments or their corresponding simulations, it 
might lead to a misinterpretation that results from different RCMs are 
not comparable [17]. 

To address this issue and gain further understanding, a project to 
investigate autoignition of isooctane in 13 different RCMs was initiated 
within the framework of the 1st RCM workshop. Iso-octane is a fuel with 
negative temperature coefficient (NTC) ignition behaviour [13] and was 
initially chosen to investigate how the 1st stage of ignition is reflected in 
different RCMs. It was found that “scatter” in IDTs increased in the NTC 
region. Potential explanations were found to be differences in heat and 
mass flow into the crevice and induced reactivity in the compression 

phase [2]. The size and complexity of the fuel, the influence of the 
compression phase as well as the crevice and RCM design revealed that a 
more rigorous specification of the initial and boundary conditions was 
needed [2] and the overall complexity of the fuel investigated should be 
reduced in a future study. 

Hence, to reduce the complexity in experimental and modelling ef
forts ethanol was chosen as a candidate for a combined effort to inves
tigate and further understand differences in RCMs. Ethanol, C2H5OH, is 
a smaller molecule and only shows Arrhenius-type ignition behaviour in 
RCM experiments, i.e., it does not have any NTC region. This reduces the 
complexity of the problem and allows the separation of different factors 
affecting ignition behaviour. 

Motivated by this initiative, a companion study to this one was 
carried out, in which ethanol was extensively studied in one RCM [16]. 
This companion study focused on two major aspects: varying experi
mental conditions (pC, TC, ϕ, dilution) over a wide range and varying the 
operational conditions of the RCM used. In this accompanying study it 
was found that a single kinetic model could replicate all of the experi
mental results, even those under vastly different operational conditions, 
within the machine’s given uncertainty. 

In the present study ethanol is investigated at a compressed pressure 
of 20 and 40 bar at stoichiometric conditions and at two different di
lutions using five independent RCMs, including the facilities at Argonne 
National Laboratory (ANL), King Abdullah University of Science and 
Technology (KAUST), the University of Galway (UoG), RWTH Aachen 
University (HGD), and Lille University (Lille). Due to limitations in the 
maximum operating pressure, the experimental investigation in the 
RCM at Lille are limited to a compressed pressure of 20 bar. By 
comparing the results of all facilities, a better understanding of why and 
how experimental IDT data obtained in independent RCMs differ is 
obtained. It is important to note that RCMs are not standardized 
equipment, unlike the Cooperative Fuel Research (CFR) engine used for 
octane measurements (RON: ASTM D2699–18a [18], MON: ASTM 
D2700–18a [18]), and thus they have different configurations, different 
diagnostics (transducers and data acquisition systems), and different 
operating protocols or user behavior at each facility. A further goal of 
this study is to show that all experimental results from various facilities, 
albeit being different in a direct comparison, can be predicted using a 
single kinetic mechanism as the fuel chemistry is independent of the 
facility operation. 

2. Methods 

The basic working principle of the RCMs used in this joint-venture 
study is generally the same. In every facility a premixed fuel-oxidizer- 
mixture is rapidly compressed by a piston. Detailed mechanical de
scriptions of the RCMs used can be found in corresponding publications 
of each group (ANL: [19,20], KAUST: [21], UoG: [22], Lille [23]:, HGD: 
[24]. In the following section (Section 2.1) we focus on highlighting 
differences between the facilities. A consistent error propagation based 
on the work of Weber et al. [25] was carried out for all groups (Section 
2.2). Furthermore, all contributed experimental data were re-evaluated 
with one common systematic approach starting from the raw data for 
every experiment. This ensures consistency in the thermodynamic 
properties used and in the data evaluation process. To be able to 
quantitatively compare different kinetic models with different experi
mental data sets, a performance metric has been developed which will 
be presented in Section 2.4. 

2.1. Experimental facilities 

A short summary of the distinguishing details of the RCMs used in 
this study is found in Table 1. In principle, IDTs are usually investigated 
in an RCM as a function of ϕ, dilution, pC and/or TC. Often, and also in 
the case of this study, data sets are measured by varying only one of the 
variables while the rest are kept constant. Usually, TC is varied within 
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one data set and multiple data sets are measured to obtain the influence 
of other variables such as pC or ϕ. While ϕ and dilution are directly set by 
the chosen mixture composition and pC is directly measured, TC is a 
function of multiple variables, as shown in Eq. (1) given for an adiabatic 
compression [4]: 

∫Tc

Ti

γ
γ − 1

⋅
dT
T

= ln(CR) (1) 

Eq. (1) shows that the initial temperature Ti, the isentropic exponent 
of the mixture γ and the compression ratio CR, i.e. the ratio between the 
top and bottom centre volumes, can be varied to achieve different values 
of TC. Of these three variables, each is used by at least one of the 
contributing facilities, as summarized under “TC variation” in Table 1. 
The different approaches inevitably lead to different facility effects. 
Varying only the initial temperature allows the heat loss parameters to 
be maintained, i.e., the heat transfer coefficient and the driving tem
perature difference between the core gas and the wall are nearly con
stant with the drawback of having longer heat-up times between 
experiments with different TC. Changing the compression ratio permits a 
fast variation of experimental conditions but changes the reactor volume 
to surface area ratio so that heat loss effects become stronger at higher 
compression ratios. Varying γ requires the preparation of separate 
mixtures for each condition and the gas composition affects the heat 
transfer coefficients but this method avoids the need to vary initial 
temperatures. 

Another aspect differentiating the machines is how the compression 
is achieved. Considering the energy balance of a closed system, the 
achievable compression in the core gas is reduced by the time-integrated 
heat flux into the reactor walls and the compression of dead-volumes 
compared to an ideal compression [3]. Consequently, the conditions 
in the RCM are also influenced by the compression time and the 
dead-volume to core gas volume ratio. The compression time can be 
characterized by τ50 or τC, whereby τ50 describes the time to achieve the 
last 50% pressure increase before the EOC while τC describes the entire 
compression time. Depending on other variables (i.e. driving pressure, 
Tini, compression ratio, and the masses of moving parts) these times can 
vary within a machine as summarized by min/max values in Table 1. 
Generally, the twin piston systems (ANL, KAUST, UoG) show the 
shortest compression times. Compression times of the single piston 
machines (HGD, Lille) are higher, but have the benefit of a more 
reproducible compression stroke as variation in the piston synchroni
sation cannot influence the volume history. 

Fixing the EOC is reached in two ways. The facilities at ANL, KAUST, 
UoG, HGD use the pneumatic force on the compression piston, which is 
greater than the force on the reactor piston. In the RCM at Lille, the 
compression piston is mechanically locked in position by a 90◦ cam 
system. A hydraulic lock is used in the ANL machine to resist extreme 
pressure forces. 

The rate at which the EOC is reached directly influences the 
achievable pC and TC for a given mixture composition. This means that in 
addition to the direct influence of the heat loss on the IDT determined by 

the temperature-dependent kinetics, the referenced variables (pC, TC) 
specified for the respective IDT are also influenced by facility effects. 
This means that a direct comparison of experimental results from 
different facilities at the same reference conditions of pC and TC is not 
valid since the results stem from different pressure and temperature 
histories. However, as will be shown in the course of this study, when 
accounting for all the different facility effects properly, results agree to 
each other within their uncertainty limits. 

2.2. Errors and uncertainties in experiments 

Errors associated with RCM measurements were discussed by Sung 
and Curran [3] and Goldsborough et al. [2] and a detailed error prop
agation for TC was conducted by Weber et al. [25]. Based on the python 
script provided by Weber et al. the error propagation on the determi
nation of the core gas temperature was calculated in this study. 

The use of calibrated sensor uncertainties requires that the sensor 
directly measures the desired physical quantity. If this is not the case and 
an indirect measurement is used, an additional error contribution must 
be considered. In RCM experiments such an indirect measurement is the 
measurement of the initial temperature Ti. The desired Ti is the gas phase 
temperature before compression and it directly influences the uncer
tainty of the compressed gas temperature which is the most critical 
parameter in the ignition process. However, the initial temperature is 
usually measured as a bulk temperature of the reactor by multiple sen
sors on the outside of the reactor or in pocket holes. Temperature dif
ferences between the gas phase and the bulk temperature can be caused 
by the filling process or by local temperature differences in the reactor 
especially towards unheated parts of the machine. A general applicable 
complication in heated RCMs is that the piston is generally unheated, 
and as shown by Wadkar and Toulson [26] can lead to significant dif
ferences in the bulk temperature and thus can increase the uncertainty in 
the initial temperature measurement. 

Another aspect, which needs to be considered, is the dynamic pres
sure sensor used in the RCM. In case of this study, all facilities have used 
different types of piezoelectric pressure sensor (see supplemental ma
terial). Without any special request, these sensors are calibrated for 
engine specific conditions, e.g., 23 ◦C, 250 ◦C and 350 ◦C at operating 
pressures up to 100, 200, and 300 bar. For each condition a sensitivity 
and an uncertainty are provided by the manufacturer. However, neither 
the temperature nor the pressure range matches the conditions typically 
encountered in RCMs (typically Ti = 50 to 150 ◦C, pC = 10 to 50 bar). 
Using a sensor outside of its calibrated conditions will add higher un
certainties to the measurements. 

Furthermore, the data acquisition system, including the A/D card 
and other hardware, affect the accuracy and resolution of the data. The 
bit resolution of the card, sampling frequency, and any internal (e.g., 
integral to the card) or external filtering or smoothing can alter the 
measurements. The influence of these is hard to quantify and almost 
never reported. 

To evaluate the potential effects of the uncertainties in the initial 
temperature in combination with the uncertainties on the dynamic 
pressure measurements, an exemplary error propagation analysis for the 
RCM at HGD was performed. For this exercise, gas phase temperatures 
were directly measured by several thermocouples to compare with the 
temperature measurement usually performed on the reactor walls. 
Furthermore, a pressure sensor calibration at the particular conditions of 
interest (75 ◦C, 50 bar) was performed by the manufacturer and 
compared to the standard calibration. The comparison between the gas 
phase and reactor bulk temperature measurement showed differences 
up to ± 1 K in the initial temperature. Furthermore, due to the off- 
condition calibration of the dynamic pressure sensor an additional un
certainty of 1% in the pressure measurement is observed. Using the gas 
phase temperature calibration and the specific calibration for the dy
namic pressure sensor, an overall uncertainty of ± 0.4% in the com
pressed temperature for a 20 bar in-air dataset (e.g., 850 ± 3.3 K) was 

Table 1 
Overview of RCMs used in this study.  

Facility TC 

variation 
Trajectory 
Control 

No of 
Pistons 

τc / ms τ50 / ms 

min max min max 

ANL Ti Hydraulic, 
linear 

2 12 22 1.2 2.4 

KAUST Ti Hydraulic, 
linear 

2 13 16 1.3 2.6 

UoG Ti Hydraulic, 
linear 

2 14 16 1.6 2.2 

HGD CR Hydraulic, 
linear 

1 15 23 2.4 4.8 

Lille γ 90◦ cam 1 33 38 5.0 5.4  
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computed using the error propagation method of Weber et al. [25] 
Without specific pressure sensor calibrations as well as a gas-phase 

temperature calibration we recommend to assume the uncertainty of 
the measurements to be a factor of two higher compared to the nominal 
sensor uncertainty values. This would result in an overall uncertainty of 
the compressed gas temperature of approximately ± 1.0%. This order of 
magnitude in uncertainty agrees well with the results of Weber et al. 
[25] (< 0.7%) and the conservative estimations of Fridlyand et al. 
(± 0.5% to ± 1.5%) [19] and Goldsborough et al. (± 1.5%) [27]. 

Using nominal sensor uncertainties in uncertainty analyses for the 
other RCMs of this study results in values (Tab. 2) ranging between 0.4 
and 0.66%. Hence, for a conservative estimation of the uncertainty that 
considers the potential issues in gas phase and pressure sensor calibra
tion, an average uncertainty of ± 1% in TC is assumed in the following 
figures and indicated by a grey shaded area for all groups. This uncer
tainty in the compressed gas temperature might be transferred into an 
uncertainty in ignition delay time using the temperature dependency 
observed in the experiments. This results in an uncertainty in the IDTs of 
25% to 30% depending on the slope of the corresponding data set. 
Overall, this conservative uncertainty leads to slightly higher values 
than the often-estimated uncertainties of approximately 20% [28–32]. 

2.3. Simulation approach 

RCM experiments are conventionally simulated using the effective 
volume approach, as described in [1,2,7,13,24,33]. Briefly, in this 
approach an accompanying non-reactive experiment at each TC is con
ducted. In the non-reactive mixture, oxygen is replaced by nitrogen 
rendering the experiment typically inert at RCM compressed tempera
tures where pyrolysis can usually be neglected. This non-reactive 
experiment encounters similar facility effects as the reactive experi
ment, and hence can be used as a “finger-print” by converting the 
pressure trace of the non-reactive experiment to an effective volume. 
This effective volume is then prescribed in the kinetic simulation. 

However, a variation between the reactive and non-reactive exper
iments can occur depending on the working principles of the RCMs, 
which can lead to differences in the simulated and measured conditions. 
This can lead to a bias in the evaluation when comparing IDTs at slightly 
different temperatures and pressures in experiment and simulation. 
Therefore, to avoid this effect, another approach has been adapted from 
the studies of Dames et al. [34] and Weber et al. [33] wherein reactive 
and non-reactive pressure traces are combined. In this approach the 
pressure profile of the compression phase of a reactive experiment is 
combined with the heat loss phase of its corresponding non-reactive 
counterpart. This then results in individual non-reactive pressure 
traces which are used to create the effective volume files used in later 
simulations. The EOC conditions achieved in the reactive experiments 
are matched in the simulations and each experimental IDT can be 
directly compared to the corresponding simulated IDT without the need 
of any further fits or subjective interpretations. This approach can be 
used as long as chemical reactions during the compression phase do not 
significantly influence the pressure history which is typically the case for 
longer IDTs. 

2.4. Performance metrics 

To be able to compare different models with each other and the 
agreement between the data sets of different groups with a common 
model, an unbiased numeric performance metric had to be defined. The 
simplest stochastic approach used is the mean percentage error (MPE or 
δIDT) and the mean absolute percentage error (MAPE or |δIDT|) as 
defined below: 

MPE ∨ δIDT =
100%

n
⋅
∑n

t=1

IDT(exp)t − IDT(sim)t

IDT(exp)t  

MAPE ∨ |δIDT| =
100%

n
⋅
∑n

t=1

⃒
⃒
⃒
⃒
IDT(exp)t − IDT(sim)t

IDT(exp)t

⃒
⃒
⃒
⃒

With IDT(exp) being the actual experimental IDT and IDT(sim) being 
the simulated IDT at the same EOC conditions over n varying conditions. 

While MAPE can give a good overview of the general predication 
accuracy, it leads to an asymmetric bias meaning that it will put a 
slightly heavier penalty on negative errors [35]. Therefore, using MAPE 
as a direct comparison between models or dataset could lead to a 
distortion of the actual performance. 

A simple approach to correct this and obtain a symmetric relative 
error (sRE or sym.δIDT) is to calculate an error as described in [36]: 

sRE ∨ sym.δIDT =
100%

n
⋅
∑n

t=1
ln
(

IDT(exp)t

IDT(sim)t

)

Overall the value will be close to value of MAPE and hence allow for 
the same intuitive interpretation but without the directed bias. Similar 
to MPE/MAPE a symmetric absolute error (|sRE| or |sym.δIDT|) can be 
achieved when summing over the absolute values of the ln-function. 

2.5. Kinetic models 

There are several chemical kinetic combustion mechanisms that 
include ethanol as well as mechanisms that have been developed 
explicitly for ethanol. For this study a total of four previously published 
models [Mittal et al. [14], NUIGMech1.1 [37,38], 
CRECK_2003_TPRF_HT_LT_ALC [39–41], Zyada et al. [42]) and the 
model from the companion study (HGD V2) [16] have been tested 
against the experimental data of this study. 

The mechanism of Mittal et al. and Zyada et al. are both ethanol 
specific models developed using experimental IDTs from their corre
sponding facilities and other experimental devices (i.e. ST, JSR). The 
other two mechanism are general or hierarchical models which have 
been validated against a variety of different IDT results, both from 
different RCMs and shock tubes (ST) as well as other validation targets 
(i.e. speciation from JSR), including fuels other than ethanol. The model 
from the companion paper is based on NUIGMech1.1 but is slightly 
modified to achieve a best fit to the data set from that study. 

For the selected models, the thermodynamic data were not identical. 
This might stem from uncertainties in the applied method for deducing 
the thermodynamic data of the fuel (experiment, quantum mechanical 
calculation, or group additivity method). Remarkably, these differences 
in the heat capacity can lead to differences of TC of up to 5 K. 

To ensure consistency when comparing simulations against experi
ments, each experimental TC and the effective volume profiles have been 
re-evaluated using the thermodynamic data from the corresponding 
mechanism. Hence, in all shown plots, the IDTs of experiments and 
simulations are always based on the used mechanism. This explains why 
the same experiments are shown in the different plots at slightly 
different reference temperatures. 

In addition to the evaluation of kinetic mechanisms from literature 
an optimized model has been developed. The aim was to evaluate 
whether one mechanism would be able to predict all data within the 
experimental uncertainty. Unlike the model developed in the first part of 
this work [16] this time the optimization was not performed manually 
but a linear optimizer was used [43] in order to avoid any user bias. It is 
important to note that the goal of this model optimization is not to find 
the best kinetic mechanism for ethanol oxidation. In contrast, the goal of 
this study is to evaluate to what degree the results of the different RCM 
experiments agree with each other by comparing them to the optimized 
model. The linear optimizer was set to initially conduct a sensitivity 
analysis for all reactions of the ethanol sub mechanism included in the 
NUIGMech1.1 to identify the reactions that influence the system most. 
NUIGMech1.1 was chosen as starting point since it showed the lowest 
mean deviation as will be discussed subsequently. 
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Fig. 1 shows IDT sensitivity coefficients of the ten most sensitive fuel 
specific reactions for the target conditions in the validation pool. 
PĊ2H4OH denotes the primary ethanol radical and SĊ2H4OH the sec
ondary radical accordingly. C2H5Ȯ describes the ethanol radical after H- 
atom abstraction on the alcohol site. The sensitivity coefficient S is 
defined as: S = ln(IDT+/IDT− )/ln(2/0.5) [44]. Most of the reactions are 
H-atom abstraction reactions from ethanol by ȮH, HȮ2, CH3Ȯ2 and O2. 
Furthermore, H-atom abstraction from acetaldehyde (CH3CHO) and 
β-scission of the ethanol radical formed after H-atom abstraction on the 
alcohol site (C2H5Ȯ) are sensitive. For the entire regime of investigated 
conditions within this study sensitivities remain about the same. In 
NUIGMech1.1, H-atom abstractions by HȮ2 radicals are estimated by 
analogy with the Zhou et al. [45] study on n-butanol. H-atom abstrac
tions by CH3Ȯ2 radicals are estimated in analogy to the rate parameters 
for abstraction by HȮ2. Initiation reactions, i.e. ethanol + O2, are taken 
from the work of Sivaramakrishnan et al. [46]. H-atom abstraction by 
ȮH has been deduced from the same work but slightly modified as 
described in the work of Metcalfe et al. [47]. For the quantum me
chanical calculations presented in [40] uncertainties in the rate co
efficients are estimated to be a factor of 2–3. Consequently, all 
uncertainties for the rates derived from these calculations are expected 
to be at least a factor of two which is used as maximum limit during the 
model optimization procedure. Further details of ethanol oxidation 
chemistry are discussed in previous studies [14,48] 

To create a fair and unbiased validation dataset that is not influenced 
by the number of provided experiments of the different participating 
groups, two representative experiments, one experiment with an IDT 
around 10 ms and another around 100 ms, per dataset and group were 
added. The optimizer was allowed to vary the Arrhenius parameters A, n 
and Ea of the ten most sensitive fuel specific reactions with the restric
tion that the resulting reaction rate does not deviate more than a given 
factor. This factor was increased in an iterative process from 1.3 to 2.0. 
The model improved from 1.3 up to 1.6, but there was no further 
noticeable improvement for higher values. To reduce the amount of 
change applied to the model the optimized model with a maximum 
alteration factor of 1.6 was used. The optimization target was set to 
reduce the overall absolute sRE of all groups. 

Of the ten modified reactions, nine were modified by A-factor vari
ation in the range of 1.46–1.59. Only the most reactivity decreasing 
reaction, the H-atom abstraction by ȮH radical on the secondary site, 
was altered in A, n and Ea. A comparison of the original and changed rate 
coefficients can be found as Supplementary material. 

3. Results 

3.1. Experimental results of all groups 

In the course of this study ethanol was investigated at two 
compression pressures (pC = 20 and 40 bar) and two dilutions (oxygen/ 
diluent ratio: 79/21 denoted as ‘in-air’ and 88/12 denoted as ‘diluted’). 

Fig. 2 exemplarily shows the measured IDTs of all facilities at 20 bar 
in air. For all data sets an Arrhenius type ignition behaviour can be 
observed as expected and an Arrhenius correlation is fitted for the in
dividual data sets. This allows the evaluation of data scatter and an 
easier evaluation of trends in the later discussion. Similar to the sym
metric error sRE between experiments and simulations a symmetric 
error sREArr between experiments and their corresponding Arrhenius fit 
can be calculated. The mean deviation between experiments and their 
corresponding Arrhenius fit is |sREArr| < 6.5% for the 20 bar, in-air 
conditions, and |sREArr| < 5.7% for the 20 bar, diluted conditions. The 
level of the scatter of data is similar between the different facilities and 
might stem from slight variations in initial conditions, compressed 
conditions, statistic error, facility operation or weak inhomogeneous 
ignition effects which are difficult to predict or quantify. 

For a more comprehensive comparison of the results from different 
facilities the exponential fits of the data sets are displayed against each 
other in the following figures. Figures of the raw data of all other data 
sets against the exponential fit are available as Supplementary material. 

Fig. 3 shows a comparison of all experimental fits of all facilities for 
the two 20 bar data sets. The simulations are carried out using the 
optimized model described in detail later. Throughout the investigated 
conditions the results from the different machines show similar behav
iour and ignition delay times are in a comparable order of magnitude for 
the same conditions. However, there are obvious differences in the 
ignition behaviour. First looking at the 20 bar in-air data (Fig. 3), the 
slopes of the exponential fits are very similar, but the results from 
KAUST closely followed by HGD show the longest IDTs (lowest reac
tivity) while the results from Lille show the shortest IDT. The differences 
in IDT between these two extremes amount up to 65% in IDT. At the 
same pressure level but higher dilution (Fig. 3) the results from UoG 
tend to have the longest IDTs, while the results from HGD are now the 
second fastest. Only the IDTs from Lille remain at its previous position. 
Further, a difference in the slope of the fit from the results from ANL is 
noticeable. 

Overall, the differences within a dataset as well as the changing 

Fig. 1. Sensitivity analysis of the reaction rate K. S = ln(IDT+/IDT− )/ln(2/0.5). A negative value denotes a reactivity increasing reaction, a positive value a 
reactivity decreasing reaction. 
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“ranking” between the data sets can be explained by a) the different 
facility effects and b) uncertainties and errors of each facility. Both 
impacts are not a constant offset for each machine but depend on how 
the machine is operated and which parameters are varied to achieve the 
desired conditions. 

While the details for the uncertainties are discussed in Section 2.2 the 
differences in the pressure traces and hence the facility effects will be 
discussed in the following. The traces differ mainly in two aspects: the 
compression phase and the heat loss phase. 

As indicated by τ50 (Table 1) the experiment conducted in Lille’s 
facility shows the slowest compression phase followed by HGD, UoG, 
and KAUST (cf. Fig. 4 left). A slow compression phase leads to a longer 
time period at increased pressures and temperatures before EOC is 
reached. This reactivity-influencing period can also be considered as 
effective pressure or temperature. With a higher effective pressure and 
temperature, the resulting IDT will be shorter. Furthermore, the pressure 
trace from Lille also shows the overall weakest pressure loss over time, 
which has its origin in the heat loss of the hot compressed gas to the 
reactor walls. This leads to higher temperatures after EOC compared to 
the other facilities. Combined, these two effects ultimately lead to 
shorter IDTs for the Lille facility at apparently the same EOC conditions. 

The results from KAUST and HGD show the overall longest ignition 
delay times for the 20 bar in-air data whereby at the highest investigated 
temperatures the IDTs from KAUST are even longer than the ones form 
HGD. This trend seems to correlate to the pressure traces of HGD and 
KAUST. The facility at KAUST exhibits a faster compression compared to 
HGD, hence a lower effective pressure and temperature. After the end of 
compression, the pressure profile from KAUST shows a slightly higher 
pressure drop rate which might be caused by weak piston rebound or 
other effects such as delayed gas flow into dead volumes. Dedicated 
investigations would be required to identify the root cause for the higher 
pressure drop rate. The faster compression and the higher pressure drop 
after EOC together lead to longer IDTs. For long measurement times the 
effect of the compression phase and potential piston rebound do not 
affect IDT significantly and the obtained IDTs from KAUST and HGD are 
similar. 

IDTs from UoG and ANL are in between those of the other facilities in 
case of the 20 bar in-air experiments. Here the differences cannot be 
explained only on the basis of the pressure profiles. The last part of the 
compression phase from both machines is very similar to the behaviour 
of the facility at KAUST. From this, similar amounts of reactivity prior to 
EOC can be expected in all three dual-piston machines. Consequently, at 
least for short ignition delays the observable IDTs should be similar. 
Immediately after the EOC the pressure drops fastest in the UoG ma
chine, but it decreases less than the other two for longer measuring 
times. The initial faster pressure drop might be an indication for piston 
rebound or gas flow into dead volumes as mentioned before. Again, 
further investigations would be required to specify the reasons for the 
observed pressure histories which is outside the scope of this study. The 
lower pressure drop in the later phase might stem from the higher vol
ume to surface ratio in the UoG machine. Considering the energy bal
ance of a closed system and assuming a constant heat flux density a 
lower surface area or a higher gas volume leads to a lower heat loss 
induced pressure decrease in the system. The higher initial but lower 
later pressure decrease leads to slightly longer IDTs for short measuring 
times but shorter IDTs for longer measuring times. This can be observed 
in the slightly higher global activation energy of the measured IDTs at 
UoG compared to ANL or KAUST (Fig. 3a). However, this qualitative 
analysis of the pressure traces only describes trends that can be expected 
from the differences in facility behaviour. Remaining differences in the 
comparison between the machines are likely due to measurement 
uncertainties. 

In case of the diluted conditions at 20 bar, the pressure traces shown 
in the right plot in Fig. 4 show the slowest compression phase and the 
lowest pressure drop due to heat loss for the Lille facility, which explains 
the resulting fastest IDTs. The pressure traces from HGD have changed 
compared to the in-air condition. In this case the compression phase is 
slightly slower, becoming more similar to the compression of the Lille 
RCM and likewise the heat loss becomes less and more alike to that of 
Lille. This explains why HGD IDTs at diluted conditions are now the 
second fastest, close to the results of Lille in both reactivity and slope. 

Fig. 2. Individual experimental results for 20 bar, in-air data sets of all five 
contributing groups. For each data set an Arrhenius fit was found and is shown 
as dotted red line. The grey shaded area describes the expected uncertainty in 
TC in respect to the Arrhenius fit. 
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The reason for this change within the HGD facility is that different 
compression ratios were used for the diluted and in-air conditions. For 
the diluted conditions, a smaller compression ratio was needed due to 
lower fuel concentration and therefore lower heat capacity of the 
mixture compared to the in-air conditions to reach the same EOC con
ditions. With a lower compression ratio, a slower compression is induced 
and with a higher volume to surface ratio the impact of the heat loss is 
reduced. 

In contrast to the in-air conditions the pressure remains the highest 
in the KAUST facility compared to the results from UoG and ANL after 
the end of compression. This results in higher temperatures and conse
quently the measured IDTs (Figs. 2 and 3) are consistently shorter than 
the ones from UoG or ANL for the diluted mixture at 20 bar EOC. Similar 
trends as discussed above can be seen also for 40 bar EOC pressure. This 
analysis is presented in the Supplementary material. 

In summary, the described differences in the IDT results should all 
stem from the differences in the facility operation. In case of significant 
differences in the pressure traces at seemingly the same EOC conditions, 
as seen for the 20 bar diluted experiments, the observed differences in 

compression and heat loss align with the expectations based on the 
observed reactivity and the simulation results. However, when only 
minor differences between the pressure traces can be observed, un
certainties and errors of the different facilities impede a detailed inter
pretation and consequently the simulation results predict a different 
alignment between the facilities. 

3.2. Simulation results 

All 18 data sets of this study have been calculated using the afore
mentioned five models. An overview of all plots can be found in the 
supplemental material. An exemplary detailed discussion of one 20 bar 
in-air data set is included here to illustrate the analysis. 

Fig. 5 shows experimental and simulated IDTs and their Arrhenius 
fits for the corresponding data set provided by ANL. The simulations are 
performed using NUIGMech1.1 in this case. As discussed before, the 
experimental data have some scatter but these are within the expected 
uncertainty range around the Arrhenius fit. The simulation results using 
the effective volume method [3,5] agree to the experiments within this 

Fig. 3. Overview of exponential experimental fits for ethanol IDTs at 20 bar, in-air (left) and 20 bar, diluted (right) conditions.  

Fig. 4. Normalized non-reactive pressure traces of the different facilities. Left: 20 bar, in-air conditions at ca. 840 K Right: 20 bar, diluted conditions at ca. 850 K.  
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range. It is important to note the differences in using the conventional 
effective volume profiles and the optimized effective volume profile as 
described before. Typically, one non-reactive pressure profile is used for 
deducing one characteristic volume profile for one condition. Due to 
slight differences between reactive and non-reactive experiments the 
end-of-compression conditions do not match entirely. These differences 
can stem from uncertainties in the initial filling of the machines, from 
slight differences in the thermodynamic properties of the reactive and 
non-reactive mixture, or from differences in the volume history induced, 
for example, by piston mis-synchronisation. These individual variation 
in the experiments cannot be accounted for in the simulation using only 
one representative volume profile for each reactive experiment, but can 
be compensated by the optimized effective volume approach. Using the 
compression phase pressure profile of each individual reactive experi
ment ensures to include potential variation in the facility behaviour in 
each simulation. Consequently, the simulations using the optimized 
effective volume approach should reflect the individual experiments 

better. This becomes clear comparing the agreement of the conventional 
and optimized simulation to the experiments. For the conventional 
approach an overall mean abs. sRE of ~ 14% is achieved while 
comparing individual experiments to the exponential fit of the simula
tion. The simulations using the optimized approach better follow the 
variation in the experimental conditions as well as measured IDTs and 
consequently a lower mean abs. sRE of 11.8% is achieved by directly 
comparing each experiment to its matching simulation. While the dif
ference in the average error is not very high, the discrepancy between 
experiment and conventional simulation can become larger for indi
vidual conditions. This becomes apparent looking at the experiments at 
840 K where the conventional simulation deviates significantly from the 
two experiments at the lowest temperatures while the optimized 
approach can reflect these experiments well. In other words, this 
observation demonstrates that the variation of the IDT at the same target 
conditions is not due to a random scatter but rather induced to variation 
in the facility behaviour which can be accounted for in simulation. 

Fig. 5. Comparison of conventional and optimized simulation approach. Square symbols: experimental data from ANL at 20 bar in-air. Dashed line: experimental fit. 
Solid line with full triangles: conventional simulation results. Blue circles: optimized simulation approach. Grey shades: Tc uncertainty in respect to experimental fit. 

Fig. 6. Mean absolute sRE averaged over all data sets per condition/group for the 6 different models used in this study (full bars). Max. deviation shows the highest 
mean absolute sRE for a single data set (transparent bars). 
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Due to the better performance of the simulations using the optimized 
effective volume profiles, this method has been used for all subsequent 
simulations. Fig. 6 displays an overview of the mean absolute sREs of 
each mechanism averaged over all data sets of each condition, resulting 
in a variation of 8–34% for the different mechanisms which is close to 
the expected uncertainty. 

In these averaged results (full bars) no obvious outlier is identified in 
experiment. However, looking at the individual data sets, i.e., a tem
perature sweep at constant pressure and mixture composition, signifi
cantly higher maximum deviations can be observed, as highlighted by 
the transparent bars in Fig. 6. This is especially true for the mechanism 
of Zyada et al. where the maximum deviation amounts to 55%. This 
relatively high deviation might be due to the fact that this mechanism 
has been optimized against experiments in the RCM regime with diluted 
conditions only. Thus, conditions with high fuel concentrations, such as 
fuel-air mixtures at 40 bar EOC, are outside the validated regime for this 
mechanism. However, other mechanisms also show maximum sREs of 
individual data sets that are outside the expected experimental uncer
tainty. These differences between simulation and experimental results 
do not allow one to conclude on the quality of individual RCM experi
ments as none of the mechanisms can be considered fully valid. None
theless, the common ground in all experiments is the oxidation 
chemistry of ethanol that does not differ between the different machines. 
Thus, it should be possible to find one kinetic mechanism that describes 
all data sets within the experimental uncertainty given that our under
standing of the facility behaviour and simulation techniques for the 
RCMs is correct. 

This has been attempted by developing the optimized kinetic model. 
As discussed before, all changes in the rate coefficients during the model 
optimization process are well within the uncertainty of each reaction. 
The simulation results using this mechanism show a slight improvement 
of the mean absolute sRE of 11.9% compared to 12.5% of the original 
NUIGMech1.1 as summarized in Fig. 6 (full bars). While an improve
ment of 0.6% points of the abs. sRE seems hardly remarkable, the 
improvement of the model is clearly visible by the reduction in 
maximum deviation of the data sets (transparent bars). NUIGMech1.1 
showed a maximum deviation up to 32% for the 40 bar in air case, the 
optimized model can predict all data sets within ± 21%. The latter is 
well within the expected experimental uncertainty and close to the 
often-provided estimation for IDT measurement uncertainty of 20% in 
RCMs. When comparing the mean values of the highest deviating 
datasets, the optimized mechanism improves from 21.6% to 18.7%. 
Furthermore, the level of agreement also shows that the conventionally 
used simulation approach using effective volume profiles is suitable to 
describe the variation in facility behaviour of independent machines. 
However, it is important to note that this high level of agreement was 
achieved by considering all data sets from the five different facilities for 
model optimization. The optimized kinetic model represents the average 
of all RCMs and all results fall into a ± 21% uncertainty band from this 
average. However, that also means that this range has a span of 42 
percentage points. If the reference model is optimized to one extreme of 
this scatter band, data on the opposite extreme could show differences of 
up to 42%. If the optimization is done with a data set that is close to the 
average, the agreement of the other data would appear better. This can 
be seen in Fig. 6 where the optimized mechanism from the companion 
study (HGD V2) has been optimized to the results of only one machine 
and consequently maximum deviations of 35.3% against all experi
mental data of this study are observed. 

The developed mechanism has also been tested against literature 
data from RCM [14], shock tube [49–51], and jet stirred reactor [52]. 
These comparisons together with simulation results of the unmodified 
NUIGMech1.1 are presented in the Supplemental Material. It can be seen 
that the optimized kinetic model changes the ignition prediction mainly 
in the RCM regime as discussed before. For shock tube and species 
measurements in JSR only minor differences to the original NUIG
Mech1.1 exist. 

4. Conclusions 

The major target of the present study was to understand the differ
ences in IDT measurements when comparing the results from different 
rapid compression machines. Differences in the machine operation and 
design lead to different compression and heat loss characteristics. This 
changes the pressure and temperature history of the reacting gas in the 
RCM ultimately resulting in different IDTs at the same nominal end of 
compression conditions. According to the adiabatic core hypothesis the 
finite compression time and heat loss, which are also called facility ef
fects, can be expressed as an effective volume change of an ideal 0-D 
reactor. Thus, by accounting for the effective volume change of the 
adiabatic core in chemical kinetic simulations, it should be possible to 
predict all experimental results by one kinetic model. 

To confirm this hypothesis and to evaluate the level of agreement 
that can be achieved between different RCMs, ethanol IDTs at 20 and 40 
bar for stochiometric mixtures in air like and an increased level of 
dilution were measured in five independent facilities. A systematic 
analysis of the facility behaviours and measurement uncertainties was 
carried out. Kinetic simulations with optimized effective volume profiles 
were performed with different mechanisms from literature. Further
more, the unique data produced in the present study allowed optimizing 
a kinetic mechanism for RCM conditions. With this optimized mecha
nism, the highest level of agreement between simulations and experi
ments could be achieved. 

The highlights of this work can be summarized as follows: 

■ Unique benchmark data on ethanol ignition delay time measure
ments obtained at 20–40 bar in five independent rapid compression 
machines 

■ In agreement to previous literature, ± 1% uncertainty in the com
pressed gas temperature can be expected. For ethanol ignition this 
uncertainty in temperature can be translated to an uncertainty in 
ignition delay time of 25–30% at a nominal temperature. 

■ Simulations using the effective volume approach and different ki
netic mechanisms from literature showed reasonable trends for all 
data. However, single data sets, i.e. temperature sweeps at constant 
pressure and mixture conditions, showed deviation of up to 40% 
between simulations and experiments which is outside the expected 
measurement uncertainty.  

■ Based on the NUIGMech1.1, an automated model optimization was 
performed by considering representative data from the present 
study. Using the optimized kinetic model differences between 
simulation and experiment could be reduced to below 21% for each 
single data set. Even literature data that were not part of the opti
mization process are reflected well by the optimized mechanism.  

■ The high level of agreement between the optimized kinetic model 
and the experiments from different RCMs confirms that the effective 
volume simulation approach is capable of accounting for differences 
in facility effects of various machines. However, it is important to 
keep in mind that optimizing a kinetic model to just the results of a 
single facility can lead to an overall worse prediction of the entire 
data sets. Thus, highest level of confidence in a kinetic model can be 
only achieved if measurements at the same conditions from different 
independent machines are considered for model optimization. This 
does not only hold for RCMs but for several experimental techniques 
and thus places emphasis on repeating experimental conditions in 
various facilities to develop high quality kinetic mechanisms. 

Novelty and significance statement 

For the first time, ethanol ignition delay times from five independent 
RCMs with different designs and operating protocols were compared 
and analyzed in this work. Using the effective volume simulation 
approach, an optimized kinetic model is able to predict the ignition 
delay times from all facilities within ± 21%. The optimized mechanism 
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was even able to reproduce experimental results from literature which 
were not part of the optimization routine. This is the first study, that 
confirms that the validation of a kinetic model is independent of the 
corresponding facility if the boundary conditions of the experiments are 
accurately known and treated correctly during the simulation. 
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