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ABSTRACT 

We propose an accurate laser linewidth estimation 
technique based on the decision-aided maximum 
likelihood carrier phase estimator (DA-ML). Its 
performance is verified in M-ary quadrature amplitude 
modulation (MQAM) within a wide range of the laser 
linewidths and SNR values.  

Keywords: Laser linewidth estimation, DA-ML carrier 
phase estimator. 

1. INTRODUCTION

The characterization of the laser phase noise due to 
the transmitter and receiver lasers attracts extensive 
investigations. Early researchers relied on the electrical 
spectrum analyzer for accurate estimation of laser 
linewidth [1]. Recently, coherent receiver-based 
techniques, which allows time domain digital signal 
processing, become more popular. Both static and 
dynamic estimation can be performed using either 
heterodyne or intradyne receivers [2,3]. Compared with 
these time domain techniques, machine learning-based 
methods, including extended Kalman and particle 
filtering, achieve even better estimation accuracy [4]. 

This paper introduces an effective laser linewidth 
estimator that uses the decision-aided maximum 
likelihood (DA-ML) carrier phase estimator [5]. Since 
the proposed method relies on pure computation, it can 
be easily applied in dynamic optical networks without 
any requirement of additional hardware. The estimation 
accuracy of our method is investigated in multiple 
constellations considering both additive white Gaussian 
noise (AWGN) and phase noise via computer 
simulations. 

2. OPERATION PRINCIPLE

It is assumed that the channel distortions such as 
chromatic dispersion (CD), polarization mode dispersion 
(PMD), and frequency offset (FO) are fully compensated 
using optical devices or digital signal processing (DSP) 

techniques [6], so that the channel is dominated by laser 
phase noise. The received signal model is [6] 

ሺ݇ሻݎ ൌ ݉ሺ݇ሻ݁ఏሺሻ  ݊ሺ݇ሻǤ (1)
Here, ݉ሺ݇ሻ is the transmitted signal, which takes on 
values from the signal set ሼ ܵ ൌ ሺ݅ሻ݁థሺሻǡܣ ݅ ൌ
Ͳǡͳǡ ǥ ǡܯ െ ͳሽ with equal probability. ܣሺ݅ሻ and ߶ሺ݅ሻ 
denote the amplitude and phase modulation of each 
symbol. ܯ denotes the number of signal points. Term 
݊ሺ݇ሻ is a complex, Gaussian random variable with mean 
zero and variance ܰ , where ܰ  is the one-side 
spectrum of the AWGN. Term ߠሺ݇ሻ denotes the laser 
phase noise, which is commonly modeled as a Wiener 
process: [7] 

ሺ݇ሻߠ ൌ ሺ݇ߠ െ ͳሻ  ሺ݇ሻǤ (2)ߥ
Term ሼߥሺ݇ሻሽ is a set of independent, identical distribute, 
Gaussian random variables with mean zero and variance  

ଶߪ ൌ Ǥ (3)ܶߥ߂ߨʹ
ܶ and ߥ߂ denote the symbol duration and combined 
linewidth of the transmitter and receiver lasers, 
respectively. Obviously, the phase increment ሼߥሺ݇ሻሽ is 
independent with the AWGN ሼ݊ሺ݇ሻሽ . Regarding the 
phase of the ݇th received symbol, we can easily find [8] 

ɳݎሺ݇ሻ ൌ ߶ሺ݇ሻ  ሺ݇ሻߠ  ߳ሺ݇ሻ, (4) 
where ߶ሺ݇ሻ ൌ ሼ݅ ,ܯȀ݅ߨʹ ൌ Ͳǡͳǡǥ ǡܯ െ ͳሽ denoets the 
phase modulation of ݇th symbol. Term ߳ሺ݇ሻ denotes 
the additive observation phase noise (AOPN). According 
to previous research, for high SNR value, ߳ is shown to 
be approximately Gaussian distributed with mean zero 
and variance [9]  

ఢଶߪ ൌ  (5) ,ߛʹȀߟ
where 

ߟ ൌ ܧ ቈ ͳ
ห݉൫݇൯หʹ

 ൌ ൞

ͳǡ
ͳǤͺͺͺͻǡ
ʹǤʹʹͺʹǡ
ʹǤͺͷͶǡ

ܯ െ ���� ���
ͳ���
͵ʹ���
Ͷ���

 (6)

is the constellation penalty [7]. Term ߛ ൌ ௦Ȁܧ ܰ dentes 
the symbol SNR where ܧ௦  is the average symbol 
energy.    

The DA-ML carrier phase estimator is first derived in 
[5]. Assuming slowly varying carrier phase noise, ܮ 
previous decisions are used to estimate the current phase, 
where ܮ is the estimation window length. With DA-ML 
method, the reference phasor (RP) ݇th symbol can be 
calculated as [6] 
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 ܸሺ݇ሻ ൌ ܷሺ݇ሻିଵ σ ሺ݈ሻݎ ෝ݉כሺ݈ሻିଵ
ୀି ǡ (7) 

where ܷሺ݇ሻ ൌ σ ȁ݉ሺ݈ሻȁଶିଵ
ୀି  is a factor used to 

normalize the reference phasor. Term ෝ݉ ሺ݇ሻ denotes the 
decision of ݇ th transmitted symbol ݉ሺ݇ሻ . Here, the 
phase of the current RP ܸሺ݇ሻ  is recognized as the 
estimated phase noise ߠሺ݇ሻ, i.e., ɳܸሺ݇ሻ ൎ  ሺ݇ሻ. Due toߠ
the finite SNR in real applications, the application of 
DA-ML phase estimator would inevitably lead to a phase 
reference error (PRE), which is commonly defined as 
ሺ݇ሻߠ ൌ ሺ݇ሻߠ െ  ,ߛ  is shown, for highߠ ,ሺ݇ሻ. In [6]ߠ
to be approximately Gaussian distributed with mean zero 
and variance  

ଶߪ  ൌ
ͳܮ͵ʹܮʹ

ܮ ଶߪ 
ߟ
 (8) .ܮߛʹ

In order to characterize the laser linewidth, we 
introduce an estimation variable ߱ሺ݇ሻ, which is defined 
as 
 ߱ሺ݇ሻ ൌɳݎሺ݇ሻ െ ሺ݇ሻߠ െɳ ෝ݉ሺ݇ሻǤ (9) 
For high SNR, we can assume that the signal is 
accurately recovered through hard decisions so that ɳ
ෝ݉ ሺ݇ሻ ൌ ߶ሺ݇ሻ. Substituting (4) into (9), we can simply 
the ߱ሺ݇ሻ as 

߱ሺ݇ሻ ൌ ߶ሺ݇ሻ  ሺ݇ሻߠ  ߳ሺ݇ሻ െ ሺ݇ሻߠ െɳ ෝ݉ሺ݇ሻ�
 ൌ ሺ݇ሻߠ  ߳ሺ݇ሻ� � � � � � � � � � � � � � �  (10) 
Based on the definition of the PRE, we can easily find 
that ߠሺ݇ሻ depends only on the phase noise ߠሺ݇ሻ and 
DA-ML phase estimation ߠሺ݇ሻ . As aforementioned, 
ሺ݇ሻߠ  consists of previos phase noise ߠሺ݇ െ ͳሻ  and 
current phase increment ߥሺ݇ሻ , where both items are 
independent with current AWGN noise ݊ሺ݇ሻ. Based on 
 ሺ݇ሻ is a function of the previous mesurements upߠ ,(7)
to ሺ݇ െ ͳሻth symbol, which is also independent with 
݊ሺ݇ሻ. Since ߳ሺ݇ሻ is defined based on the AWGN ݊ሺ݇ሻ, 
we can easily find that ߠሺ݇ሻ and ݊ሺ݇ሻ are statistically 
independent. From the definitation of ߱ሺ݇ሻ given in 
(10), we can conclude that, ߱  is also Gaussian 
distributed with mean zero and variance  

ఠଶߪ ൌ ሾ߱ଶሺ݇ሻሿܧ ൌ ଶߪ  �ఢଶߪ

 � � � ൌ ͳܮ͵ʹܮʹ
ܮ ଶߪ 

ሺܮͳሻߟ
ܮߛʹ Ǥ (11) 

Through inverting (11), the laser phase noise variance 
ఠଶߪ and ܮ ,ߛ ଶ can be expressed as a function ofߪ , 
which is given as 

ଶߪ  ൌ
ܮ൬߱ߪʹെܮߟͳʹܮߛ൰

ͳܮ͵ʹܮʹ
Ǥ (12) 

During the implementation, the DA-ML technique is 
applied to estimate the carrier phase of received symbol 
at first. Based on the definition given in (9), ߱ of each 
symbol can be easily measured through the simulation. 
With the measurement of ߱ሺ݇ሻ, its sample variance 
���ሾ߱ሿ ൌ  ሾ߱ଶሺ݇ሻሿ is calculated and recognized as anܧ
approximation of the exact variance ߪఠଶ . Assuming 
known SNR ߛ, with the estimation of ߪఠଶ , we can easily 
estimate the laser phase noise variance ߪଶ  based on 
(12) and further calculate the combined laser linewidth 
ȟߥ ൌ   .ܶߨʹଶȀߪ
 

3. SIMULATION RESULTS AND DISCUSSIONS 

 
Assuming perfect decision feedback, the estimation 
performance of the DA-ML based laser linewidth 
estimator is investigated. Regarding the real applications, 
the ܯ-ary quadrature amplitude modulation (ܯQAM) 
with multiple amplitude levels is considered during the 
simulation. Here, the inverse of the normalized mean 
square error (NMSE), defined as  

 ���� ൌ ଵ
ே
σ ቀ௱ఔෝି௱ఔ�

௱ఔ
ቁ
ଶ

ே
ୀଵ  (13) 

is used as the criterion, where ߥ߂Ƹ is the ݅th estimation 
of ȟߥ and ܰ  is the number of estimations used for 
each calculation of the NMSE.  

 
Fig. 1. Inverse NMSE versus (a). symbol SNR ߛ and (b). combined 

laser linewidth ȟߥ, with symbol rate ܴ ൌ ͷͲ GS/s. 
 
The proposed estimator is first tested in 16, 32 and 64 

QAM with various laser linewidth ȟߥ and symbol SNR 
 As shown in Fig. 1(a), we can observe a continuous .ߛ
performance improvement along with the increase of ȟߥ 
for all tested constellations. As illustrated in Fig. 1(b), 
there exit an optimal SNR value which leads to the best 
estimation performance. With small SNR, the increase of 
 effectively improves the performance of the DA-ML ߛ
carrier phase estimator, thereby leading to better 
accuracy of the laser linewidth estimation. However, 
when the SNR exceeds the optimal point, the variance of 
the estimation variable ߱  would be too small to be 
accurately estimated. In addition, the optimal SNR 
increases from 31 to 34 dB with the modulation index 
increases from 16 to 64. This is because, compared with 
16 QAM, systems using advanced modulations require 
larger ߛ to achieve the same phase estimation accuracy.  
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Fig. 2. Inverse NMSE versus (a). combined laser linewidth ȟߥ and 

(b). estimation window length ܮ, with ܴ ൌ ͷͲ Gs/s. 
 
During the implementation of DA-ML carrier phase 

estimator, the estimation window length ܮ  is an 
important parameter. The effect of ܮ on the estimation 
accuracy and the optimal choice of ܮ for various laser 
linewidth ȟߥ are further investigated in 16QAM. As 
shown in Fig. 2(a), the proposed method achieves better 
performance at higher ȟߥ as expected. Moreover, we 
can observe a performance improvement of up to 10 dB 
with ܮ increases from 5 to 10 and 15. The cross point of 
the inverse NMSE curves indicates that the optimal 
choice of ܮ depends on the laser linewidth value. As 
shown in Fig. 2(b), there exist an optimal point for each 
ȟߥ  as expected and the optimal ܮ  decreases from 
around 20 to 12 with the laser linewidth grows from 3 to 
11 MHz. This is because, during the implementation of 
DA-ML method, a long estimation window is preferred 
to average out the AWGN noise at small ȟߥ. In contrast, 
when the system suffers from high level phase noise, the 
long estimation window will conflict with the 
assumption that the phase noise within the considered 
estimation window is slowly varying, there by degrading 
the estimation performance. Hence, systems with large 
ȟߥ prefer a small ܮ.  

  
4. CONCLUSION 

 
In this paper, an accurate laser linewidth estimation 
technique based on the DA-ML phase estimator is 
introduced and tested in multiple advanced modulations. 
Numerical simulations show that our technique is 
applicable within a wide range of symbol SNR ߛ and 
combined laser linewidth ȟߥ. Moreover, the estimation 

performance improves with the increase of ȟߥ . We 
further investigate the effect of the estimation window 
length ܮ on the estimation performance, which facilitate 
the implementations of our technique. 
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