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ABSTRACT 

Image annotation is always an easy task for humans but a 

tough task for machines. Inspired by human’s thinking 

mode, there is an assumption that the computer has double 

systems. Each of the systems can handle the task 

individually and in parallel. In this paper, we introduce a 

new hierarchical model for image annotation, based on 

constructing a novel, hierarchical tree, which consists of 

exploring the relationships between the labels and the 

features used, and dividing labels into several hierarchies for 

efficient and accurate labeling.  

Index Terms— Annotation, hierarchical, tree, label 

1. INTRODUCTION

In pursuit of the ultimate goal of building an intelligent 

system capable of managing images in the way humans do, 

it is necessary to explore the intrinsic essence of machine-

based technologies for real-world applications and human 

knowledge. Annotation, a very hot topic these days, allows 

for an image to be searched by the use of text. On this point, 

automated annotation tends to be much more practical than 

using a manual process, when databases are large. If we can 

find a reliable mapping between low-level features and 

high-level concepts, keyword-based image retrieval will be 

more meaningful than content-based image retrieval [1]. 

Human beings see image-annotation tasks as an easy 

problem. The related tags that we assign to an image can be 

classified into 2 categories. As shown in Fig. 1, one 

category includes those basic or obvious tags that we do not 

need to think about, e.g. car, sky, dog, etc. The other is the 

more complex or abstract tags that we need to think over, 

e.g. market, Asia, indoor, etc. We wonder if a machine can

have such two systems, like human beings? Therefore, in

this paper, we propose a hierarchical framework to mimic

the two systems for handling tags, i.e. with solid concepts

and abstract concepts, respectively.

In order to exploit the correlations between the class 

labels, we introduce a method by constructing a tree 

structure, which classifiers image labels into different levels 

of a hierarchy according to their level of abstraction. In 

other words, the labels or graphs of labels are linked to each 

other through the tree structure. 

The remainder of this paper is organized as follows. In 

Section 2, a brief introduction to related works will be given. 

We present our proposed method in detail in Section 3. The 

experiment set-up and results, and a conclusion, are given in 

Sections 4 and 5, respectively. 

2. RELATED WORKS

In this section, we discuss image-annotation models that are 

relevant to our proposed algorithm. The literature can be 

grouped into three models: generative models, 

discriminative models [2,3,4,5], and nearest-neighbor-based 

models. Most generative models [6,7] construct a joint 

distribution over an image's contents and the keywords to 

find a mapping between the image features and the 

annotation keywords. These generative models aim to learn 

a single model for all the vocabulary terms, which yields 

better modeling in terms of dependencies. Some methods 

treat the task of image annotation as several binary 

classification problems. This means that the joint 

distribution of the unobserved variables and the observed 

(a) Car (b) Market

Fig. 1. (a) An image with a simple, solid tag, and (b) an 

image with a confusing, abstract tag.
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variables is not needed. In this situation, discriminative 

models [4] can generally yield a superior performance. The 

discriminative models learn a separate classifier for each 

single label, and use the classifier to judge whether the test 

image belongs to this class or not. Although the training 

process is complicated and time-consuming, this approach 

can, with a smart design, achieve more promising 

performances than the generative models. The third model, 

as one of the oldest, simplest, and most effective methods 

for pattern classification, is the KNN-based model [10], 

which is accurate, especially with an increasing number of 

training data. 

Recently, a NN-based keyword-transfer approach was 

proposed in [11]. In this method, the labels are transferred 

from neighbors to a given image after a simple distance 

calculation. The nearest neighbors are determined using 

Joint Equal Contribution (JEC) only, which finds the 

average distance obtained from the differences in image 

features. The method was extended in [12] to filter out most 

of the irrelevant labels, with a promising result obtained. 

To address the problem of a large number of labels, 

contextual modeling [8,9] has become a recent focus. In 

[13], structured prediction models are proposed for image 

labeling, which explicitly takes the dependencies among 

image labels into account. In the tree-structured models, the 

nodes represent image labels, and the edges between the 

nodes encode the dependency relations. To allow for more 

complex dependencies, labels are combined in a single 

node, and mixtures of trees are used. 

This paper aims to devise a learning algorithm to handle 

labels in a human way. Although it is difficult for machines 

to handle labels in different ways according to each label’s 

nature, we can construct a hierarchical tree structure among 

the labels to facilitate this capability. 

For image representation, we follow our previous work 

[14] using pools of features. We will learn the mapping 

between the tag space and the image-representation space. 

We aim to boost the performance of feature-label selection, 

based on the constructed hierarchical structure. Our 

proposed approach can achieve a good balance between 

efficiency and accuracy. 

3. CONSTRUCTION OF A TREE HIERARCHY  

Suppose that the set  = {l1, l2,…, ln} represents the 

dictionary of the labels for a whole image dataset. The 

training images are denoted as {i1, i2,…, iN}, while lSi (Si  

{l1, l2,…, ln}) represents the labels of the image li in the 

training set. Then, assuming that each image contains no 

more than 4 labels, a tree structure can be constructed using 

the following steps: 

Step 1. Only images containing label pairs (i.e. two labels) 

are considered in this step. We count the frequency of 

each of these label pairs (e.g. Fruit-Apple, assigned to 

Layer 4), which appears in the same training images. 

Sort these label pairs in descending order according to 

their frequencies. 

Step 2. Only images containing label triplets (i.e. three 

labels) are considered in this step. We count the 

frequency of each of these label triplets (e.g. Fruit-

Apple-Market, assigned to Layer 3), which appears in 

the same training images. Sort these label triplets in 

descending order according to their frequencies. 

Step 3. We count the frequency of each single label which 

appears with a label pair (e.g. Garden-(Fruit, Apple), 

where the label "Garden" appears with the label pair 

"Fruit, Apple", assigned to Layer 2). Sort these labels in 

descending order according to their frequencies. 

Step 4. We count the frequency of each single label which 

appears with a label triplet (e.g. Crowd-(Fruit-Apple-

Market), assigned to Layer 1). Sort these labels in 

descending order according to their frequencies. 

Step 5. We can now construct a 6-layer tree-hierarchical 

structure. The bottom layer, namely "Layer 0", consists 

of all the individual class labels (n classes), and each 

node in this layer contains a class label. Then, Layer 1 

to Layer 4 are constructed according to Steps 1 to 4, 

such that each node in each of the layers contains 

different combinations of the labels. Finally, the top 

layer, i.e. Layer 5, contains all the labels in a single 

cluster. 

The above steps illustrate the construction of a hierarchy 

for a number of labels. Specifically, the single labels, label 

pairs, and label triplets will form individual small clusters. 

Each of these clusters is considered a node in the tree 

structure. The constructed tree structure represents the 

relationships between the labels and the corresponding 

image features. The tree structure can be extended to include 

images having even more labels. However, the number of 

these types of images is usually small. 

Using our previous work [12,14], we can learn image 

exemplars for each of the label classes (i.e. single label, 

label pairs, single label+label pairs, label triplets, single 

label+label triplets, and all). These image exemplars can be 

obtained by incorporating image patches into a hypergraph. 

The exemplars are good representations of each class label, 

which are used to represent the nodes in the tree structure in 



 

 

our proposed framework. Then, we can extract the 

corresponding image features relating to each node in the 

constructed hierarchical graph. 

In this paper, we propose a novel algorithm which 

incorporates different feature pools for a hierarchical 

training of node classifiers. Unlike our previous work, 

classifiers are not trained for each label class. We learn a 

classifier for each node in the tree structure instead of 

learning a classifier for each single label. As was done in 

[15], we train a regression model with the use of the tree 

structure. But unlike [15], we extend the nodes which 

combine labels in different ways in our proposed 

framework. 

Assume that the correlations among the labels can be 

represented using a tree structure consisting of a set of 

vertices or nodes V. In the tree structure, each bottom-leaf 

node corresponds to a single label(i.e. A, B, C, D, E, F, G 

and H in Fig. 2)  in the dictionary, while the middle nodes 

represent the label pairs(e.g. AB), label triplets(e.g. ABC), 

and two types of extended nodes, which are formed by 

combining a single label with either a label pair or a label 

triplet, as illustrated in Fig.2. 

 

Fig. 2. The tree structure constructed using our proposed model, 

where Layer 0 contains eight bottom-leaf nodes corresponding to 

eight labels (A, B, C, D, E, F, G, and H) in the dictionary; Layer 1 

and Layer 3 contain label pairs and label triplets, respectively; 

Layer 2 and Layer 4 are the extended nodes, which are those nodes 

composed of a single label with either a label pair or triplet, 

respectively; and Layer 5 is a single node which contains all the          

labels. 

To train a node classifier, a feature pool will first be 

selected from a set of feature pools, and then a specific 

classifier is trained using the selected feature for the node. 

In the first step of our algorithm, the transferable knowledge 

between nodes and the common features among the 

different nodes are not considered. Only the most suitable 

feature pool for each node is identified. It should be noted 

that the same feature pool may be selected and used for a 

number of nodes. In the second step of our training, we 

incorporate the multi-task learning algorithm in [16] in our 

framework to train the node classifiers. Fig. 3 shows the 

details of our tree-structure-based feature-label selection 

algorithm, which consists of a training stage and a testing 

stage. In testing a query input, we aim to find the likelihood 

of a test image belonging to each node. Then, the final score 

for each label class is computed according to hierarchical 

factors (i.e. the weights learned for the nodes). The Problem 

Statement and Formulation will be given in the following.  

  

Training Step: 

Step 1: Feature Selection (AdaBoost)  A classifier is 

trained for each node used to find the features from 

the pool that result in the best performance for the 

class labels, with the help of the hierarchical 

factors. 

Step 2: Use the multi-task learning algorithm in [16] to 

learn a classifier for each node based on the 

selected feature pool. 

Step 3: Train a biased classifier for each feature pool for 

labeling novel images. 

Testing Step: 

Step 1: Use the biased classifier trained for each feature 

pool to judge which of the feature pools is the most 

suitable for classifying a test image. 

Step 2: Use the node classifiers to output scores (in the 

form of probabilities) which represent how likely it 

is that the test image belongs to the corresponding 

node. 

Step 3: Consider the hierarchical factor for each node in 

computing the final score for each label class, and 

choose the labels with the highest scores. 

   

Fig. 3. The algorithm for training the nodes and for label 

selection. 



 

 

In the image-annotation problem, upon receiving a query or 

test image Iq, the annotation algorithm will output its 

corresponding labels l(Iq, t), where l(Iq, t) refers to the set of 

tags t related to the query image Iq. Assume that the label set 

S contains n classes, and that l(Iq, t) is a subset of S. An 

exemplar image for the ith class label is denoted as i
eI . The 

aim of annotation is to find the tags t* that maximize the 

conditional distribution p(t|Iq). The feature pool used in 

learning is denoted as F = {f1, ..., fj, ..., fM}, where fj 

represents one type of features (e.g. color histogram, local 

shape descriptors, etc.). Denote dj as the dimension of the 

feature fj. Then, the total dimensionality of all the image 

features in the feature pool F is d, where 
1

M

jj
d d


 . We 

can form a feature matrix jdn
jX


  to represent the 

features of n’ training images using the jth feature pool. 

Then, we can learn a corresponding regression coefficient 
vector jd

kj   for the kth node. Since we have to output the 

final scores for each label class in the last step, we have 

1( , ... , )T T T

k k kM   , which can be solved. 

Following our previous work, the weak classifier for the 

kth node Tk can be defined as follows: 

                         
( ) ,

T

T kk
X W X b                               (1) 

where Wk = Wc + Vk, Wc is a common regularization term 

shared by those classifiers using the same feature pool, and 

Vk is the specific regularization term for the individual node 

class. X is the feature vector of the training samples (which 

will be described in Section 4), and b is an offset. For the 

second and third steps of our training algorithm, we aim to 

learn a classifier for each node using the same feature pool, 

and then we train a biased classifier for each feature pool. 

Following are the specific details of our training algorithm. 

The training samples which result in the best 

performance with the same feature pool j are denoted as 

{ }
j jk jk

f W= X ,Y | j = 1,...N;k = 1,...,L： , where L is the 

number of training samples using the jth feature pool, X is 

the feature vector, Y is the label, and k is the node index. 

Training a multiple number of classifiers for each node class 

using the same feature pool fm is then transformed into a 

joint optimization problem as follows:  

               
2 2

min{ }

L N L

ij 1 k 2 c

k =1 j=1 k=1

C + V + W               (2)            

subject to: 

1 1
: ( ) 1 , 0

N L

j k jk c k jk jk jk
Y W V X b  

 
        , 

where 0jk   represents the training error rate, 
1  and 

2  

are positive regularization parameters, and C is the penalty 

term. The dual optimization problem for the above equation 

is to determine the optimal jk 
 by: 

             ,

1 1 1 1 1 1

1
max ( )

2

L N L N L N

ij ih ih kl kl kh jh kl

k j k j h l

Y Y K X X  
     

           (3) (3) 

subject to: 

1 1

1 1

: 0 , 0

L N

N L

j k jk jk jk

k j

C Y 
 

 

     , 

where Kkh(.,.) is the underlying kernel function. Our multi-

task learning algorithm is able to handle the visual similarity 

among the node classes using the same feature pool. 

 

4. EXPERIMENTS AND RESULTS 

Four benchmark image databases are used in our 

framework. The first database used in the experiments is 

Corel 5K, which contains 5,000 images, comprising 4,500 

training samples and 500 testing samples. Each image in the 

dataset is annotated with about 3.5 keywords on average, 

and the dictionary has a total of 374 words or labels. 

Another dataset used is Corel 30K, which is similar to Corel 

5K except that it is substantially larger, containing 31,695 

images and 5,587 words or labels. The third dataset used is 

the ESP Game dataset, which contains 18,689 training 

images and 2,081 testing images.  

To make a fair comparison with other state-of-the-art 

methods, we choose precision and recall as our evaluation 

criteria. The precision rate and recall rate for each test image 

are measured by comparing the annotated results to the 

ground-truth, and then the average precision and recall of all 

the test images are computed to form the final results. 

Table 1 shows the performances of our proposed method 

versus some state-of-the-art methods. Three performance 

indices are measured: the mean precision rate (P %), the 

mean recall rate (R %), and the number of total keywords 

recalled (N+), respectively. Our method outperforms all the 

other methods in terms of the mean precision rate, which is 

the most important measurement. Our method also achieves 

a better performance than most of the other methods in 

terms of the mean recall rate. Although the recall of HPM is 

slightly better than ours, it is unfair to compare ours directly 

to those methods using already-known labels. Nevertheless, 

our method is still better in terms of other performance 

indices. 



 

 

Table 1. Performances based on the Corel 5K dataset for some 

existing methods and our proposed method. 

Methods P% R% N+ 

MBRM[17] 24 25 122 

SML [18] 23 29 137 

JEC [11] 27 32 139 

LASSO[11] 24 29 127 

TagProp[9] 33 42 160 

HPM(with prior 

knowledge)[19] 
33 47 162 

HPM(without prior 

knowledge)[19] 
25 28 136 

LFA[12] 31 40 151 

Proposed Method 36 44 165 

 

The tree structure has hierarchical relationships among 

the nodes. Our system treats the different labels (simple or 

complex) in their own ways. With the help of the tree 

structure, the normal layers and extra branches are weighted 

differently. Figure 4 shows the performance with and 

without using the tree, as a trade-off between precision and 

recall for this Corel 5K dataset. 

Fig 5 shows the precision and recall rates when the 

annotation length changes from 1 to 10 on the Corel 30K 

dataset. Table 2 compares the performances of the different 

methods in terms of precision, recall, and number of 

recalled keywords. The results show that our method always 

achieves better results on the ESP Game dataset. 
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Fig. 4. Precision-recall plots generated by varying the number of 

keywords assigned to an image with and without using the tree 

structure. 
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Fig. 5. Performance of our proposed method based on a test set of 

1500 tags: (a) Precision, and (b) Recall. 

 

Table 2. Performance comparison on the ESP Game dataset. 

Method JEC 

[11] 

TagProp 

[9] 

AICDM 

[19] 

LFA Prop. 

Work 

Avg. 

Prec. 

0.22 0.39 0.24 0.35 0.44 

Avg. 

Recall 

0.25 0.27 0.26 0.25 0.30 

N+ 224 239 231 228 261 

 

5. CONCLUSIONS 

This paper presents a new hierarchical model for efficient 

image annotation, which employs an adaptive learning 

algorithm to select an optimal feature subset for each label. 

A tree structure is constructed and a regression model is 

trained using the tree structure based on our proposed 

feature-label-selection algorithm. Making use of the tree, the 

relationships among the labels are considered, which can 

highly improve the performance of our multi-task learning 



 

 

algorithm. The experiment results have shown that our 

proposed framework achieves a promising performance, and 

that it can achieve both efficiency and accuracy in image 

annotation. 
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