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ABSTRACT 

Screen Content coding (SCC) is one of an extension to High 

Efficiency Video Coding (HEVC) developed by the Joint 

Collaborative Team on Video Coding (JCT-VC). It adopts 

two new coding tools, intra block copy (IBC) and palette 

(PLT) modes, to improve the compression performance for 

intra coding. Nevertheless, mode selection causes a 

substantial increase in encoding complexity. In this paper, a 

fast mode decision algorithm, which makes use of early 

mode skip decision based on the Bayesian decision rule 

using online learning, is proposed. The proposed algorithm 

is implemented in the SCC reference software SCM-7.0. 

Experimental results show that the proposed algorithm can 

achieve 23.2% complexity reduction on average with only 

0.58% Bjøntegaard delta bitrate loss in All Intra (AI) 

configurations. 

Index Terms— Bayesian decision rule, fast mode 

decision, High Efficiency Video Coding (HEVC), Screen 

Content Coding (SCC). 

1. INTRODUCTION

Screen content coding (SCC) has gained more popularity 

nowadays and has been applied into many applications, such 

as remote desktop, cloud computing, and online education. 

Besides traditional pictorial content, screen content videos 

also contain computer generated content and textual content, 

which is noise-free with many repeated patterns, sharp 

edges and limited colors. Because of the different 

characteristics existing in screen content videos, new coding 

tools have been investigated to achieve high coding 

efficiency. SCC [1] has been included in the HEVC standard 

[2] as one of its requirements since January 2014. SCC

adopts the same coding tree unit (CTU) partitioning

structure [3, 4, 5] as HEVC, and two major coding tools:

Intra block copy (IBC) [6-7] and palette (PLT) [8-10] modes

have been introduced using the repeated pattern and limited

color characteristics to improve the coding efficiency. A

SCC encoder checks conventional intra (Cintra) mode

(including 35 prediction modes), IBC mode and PLT mode

when encoding a coding unit (CU). Finally, the optimal

modes are selected by the rate-distortion optimization

(RDO) process. Although the coding efficiency can be 

improved significantly by adding the new coding tools, the 

great computational complexity of SCC makes it impractical 

for real time applications. 

Recently, many approaches have been designed to 

expedite the encoding process of SCC. The cost of Cintra 

mode and CU activity were used in [11] to early skip IBC 

search, and these algorithms have been adopted and 

implemented in the SCC reference software SCM. A fast 

algorithm speeding up the local search by checking the hash 

values of both current block and block candidates was 

investigated in [12]. Using the characteristic of 

noiselessness, boundary samples are used to fill all samples 

within the predicted CU if they have the same value in [13]. 

A fast CU partition algorithm was proposed based on CU 

entropy and coding bits in [14], which would early terminate 

the CU partition adaptively. In [15], CUs with zero activity 

or low gradient does not go through IBC mode checking to 

reduce the computational complexity brought by IBC mode. 

Temporal correlation in static regions is used to speed up the 

intra mode decision process in [16], where the mode 

information in the collocated CU is employed to predict the 

mode of current CU. Besides, an adaptive search step 

approach is applied to speed up the searching process of 

IBC mode.  

In this paper, we propose a fast mode decision 

algorithm, which utilizes early mode skip decision based on 

online learning using the Bayesian decision rule. First, a 

corner point detection method is applied to roughly classify 

a frame into textual regions and pictorial regions. Second, to 

employ the Bayesian decision rule, three mode classes are 

defined as 𝜔Cintra , 𝜔IBC  and 𝜔PLT , and the distinct color

number in a CU is extracted as the feature for mode 

classification. To ensure the classification accuracy, all 

learning parameters are updated periodically for different 

scenes using scene change detection method.  

The rest of the paper is organized as follows. Section II 

briefly reviews and analyzes the original mode selection 

process in SCC. Section III presents the proposed fast mode 

decision method including corner point detection, early 

mode skip using Bayesian decision rule and learning frame 

updating. Section IV gives the experimental results and 

discussions. Finally, Section V concludes this paper. 
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2. REVIEW ON MODE DECISION IN SCC AND 

ANALYSIS 

 

Screen content videos usually contain both traditional 

pictorial content and computer generated content. Due to 

different characteristics existing in screen content videos, 

besides the Cintra mode in HEVC, two additional intra 

coding modes: IBC mode and PLT mode have been 

proposed for SCC. 

IBC mode is similar to the motion estimation [17-19] in 

interframe coding and is designed based on the observation 

that there are many repeated patterns within one frame. IBC 

mode is applied for CU sizes from 64×64 down to 8×8, and 

it searches the reconstructed samples in the current frame to 

find reference blocks. IBC mode is very efficient if a good 

matched block can be found for the current block in the 

reconstructed regions.   

Palette mode is designed based on the observation that 

textual content usually contains limited colors. PLT mode is 

applied for CU sizes from 32×32 down to 8×8. Several 

representative color values in a CU are selected to form a 

palette table for base colors. Those color values not in the 

palette table are treated as escape colors. Then, a palette 

index map is generated to send indices for base colors and 

escape colors. For base colors, only the indices in the palette 

are encoded. For escapes colors, the quantized color values 

are directly encoded. PLT mode is very effective when 

encoding textual blocks with few color values. 

In SCC intra coding, three modes: Cintra mode, which 

includes 33 directional modes plus planar and DC prediction 

modes, IBC mode and PLT mode, will all be checked to 

improve the coding efficiency. However, this mode 

selection process leads to a dramatic increase in 

computational complexity of the encoder. Because IBC and 

PLT modes are contrived for textual content with many 

repeated patterns and limited colors, they are more likely to 

be the optimal modes in textual content, while pictorial 

content tends to select Cintra mode because of fewer 

repeated patterns and high number of base colors. Therefore, 

if unnecessary modes can be skipped adaptively based on 

the different characteristics in pictorial content and textual 

content, great computational complexity reduction can be 

achieved.   

3. PROPOSED FAST MODE DECISION 

ALGORITHM 

 

The mode decision process is treated as a three-class 

problem using the Bayesian decision rule. The proposed fast 

mode decision algorithm can perform early skip for the 

modes with low probability to be the optimal mode when 

encoding a CU. 

 

3.1. Corner point detection 

 

A corner point refers to an interest point with two dominant 

and different edge directions in a local neighborhood of the 

point. Based on the assumption that textual content contains 

more strong corners, while pictorial content is relatively 

smooth, the Shi–Tomasi corner point detection method 

proposed in [14] is applied to classify a frame into textual 

regions and pictorial regions roughly. The covariance matrix 

of an image patch at (𝑢, 𝑣) and itself after shifted by (𝑥, 𝑦)  

in the image 𝐼 is given by 

𝑇(𝑥, 𝑦) = ∑ ∑ 𝑤(𝑢, 𝑣) [
𝐼𝑥

2 𝐼𝑥𝐼𝑦

𝐼𝑥𝐼𝑦 𝐼𝑦
2 ]

𝑣𝑢

 

 =  [
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2

𝑣𝑢

].       (1)     

where  𝑤(𝑢, 𝑣)  is a weight window, 𝐼𝑥  and 𝐼𝑦  are the part 

derivations of 𝐼 . The eigenvectors of 𝑇  are two principle 

directions while the eigenvalues of 𝑇 represent the degrees 

of the change in their directions. If there is a corner,  𝑇 

should have two large eigenvalues  𝜃1  and 𝜃2 , and the 

strength of a corner point can be defined as 

𝑅 = min(𝜃1, 𝜃2).                            (2) 

The minimal accepted strength of corner points 𝑆𝑚𝑖𝑛  in 

a frame is defined as 

𝑆𝑚𝑖𝑛 = µ × 𝑆𝑚𝑎𝑥                            (3) 

where 𝑆𝑚𝑎𝑥 is the largest strength of all corner points in the 

frame, and µ is a minimal accepted strength threshold. Only 

corners with strength above 𝑆𝑚𝑖𝑛  can be detected. The 

corner point detection method is implemented based on the 

OpenCV2.4.9 function goodFeaturesToTrack(). Fig.1 shows 

 

 

Fig.1. Detected corner points in sequence MissionControl3. 

 

 

 



the detected corner points in sequence MissionControl3.The 

original content and its corner points are shown in the left 

and right sides of the zoomed regions, respectively. It can be 

seen that corner points are concentrated on textual regions, 

while there are much less corner points in pictorial regions. 

In the proposed method, the threshold µ was set to 0.01 for 

detecting low contrast corners. Because of the different 

distinct color number distribution in pictorial regions and 

textual regions, this classification will be further refined in 

next sub-section. Thus, a frame is divided into two groups 

now: regions without corner points (𝑔𝑟𝑜𝑢𝑝𝑁𝐶𝑃), and regions 

with corner points (𝑔𝑟𝑜𝑢𝑝𝐶𝑃). 

 

3.2. Early mode skip using Bayesian decision rule 

 

In the proposed method, three classes are defined as Cintra, 

IBC and PLT classes:  𝜔𝐶𝑖𝑛𝑡𝑟𝑎 , 𝜔𝐼𝐵𝐶  and 𝜔𝑃𝐿𝑇  for each 

group. In screen content videos, pictorial content may 

contain sensor noise which leads to the high color number in 

a CU, while textual content naturally has limited color 

number. Therefore, distinct color number is used to preform 

further mode classification. To fully use the pixel value 

information, YUV components are combined into a 24 bits 

color value. After the learning phase at the beginning, the 

encoder would check the posteriori probability 

𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖|𝑛) for each CU during the encoding process, 

where 𝑛  represents the distinct color number in a CU, 

𝜖{𝐶𝑖𝑛𝑡𝑟𝑎, 𝐼𝐵𝐶, 𝑃𝐿𝑇} , 𝑗𝜖{𝑁𝐶𝑃, 𝐶𝑃} , and CU depth 

level  𝑑𝜖{0,1,2,3} . According to the Bayes’ rule, the 

posteriori probability 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖|𝑛)  for CUs in 𝑔𝑟𝑜𝑢𝑝𝑗 

and depth level 𝑑 is calculated as:  

 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖|𝑛) =
𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛|𝜔𝑖)𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖)

𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛)
               (4) 

where 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛|𝜔𝑖)represents the conditional probability 

of 𝑛  in class 𝜔𝑖 , 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖)  represents the priori 

probability, and 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛) represents the total probability 

density of 𝑛. During the encoding process, 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛|𝜔𝑖) 

and 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖) can be estimated by the learning frames 

which are encoded by the original SCC encoder, and 

𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛) can be obtained by 

𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛) = ∑ 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝑛|𝜔𝑖)𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑(𝜔𝑖)𝜔𝑖
.     (5) 

Because blocks with 𝑛 = 1 can be encoded by all of the 

three modes efficiently, we exclude them for simplicity in 

our proposed method. The distinct color number is closely 

related to the CU size. Large CUs usually have higher 

distinct color number compared with small CUs. Therefore, 

the priori probability 𝑃𝑔𝑟𝑜𝑢𝑝𝑗,𝑑
(𝜔 

𝑖
)  and the conditional 

probability 𝑝𝑔𝑟𝑜𝑢𝑝𝑗,𝑑
(𝑛|𝜔 

𝑖
)  are estimated and stored for 

CUs with different sizes from 64 × 64 down to 8 × 8 during 

the online learning phase.  

In our proposed method, 𝑃𝑔𝑟𝑜𝑢𝑝𝑗
(𝜔𝑖|𝑛) estimated based 

on (4) and (5) will be checked for each CU of different sizes 

and different groups after the learning process, and mode 

class  𝜔𝑖 will be skipped if  

 𝑃𝑔𝑟𝑜𝑢𝑝𝑗
(𝜔𝑖|𝑛) < 𝛼.                              (6) 

Thus, if the probability for a CU selecting a mode 𝜔𝑖 is 

lower than the threshold 𝛼 , which is set to 0.05 in our 

proposed method, early mode skip for this mode will be 

performed.  

 

3.3. Learning frame updating 

 

There can be many scene changes in screen content videos, 

such as documents opening or closing, slideshow playing, 

etc., and it would lead to wrong classification due to the 

inaccurate estimation of learning parameters. Thus, the 

learning parameters should be updated by selecting new 

learning frames if a new scene is appeared. A typical 

correlation measurement method, histogram of difference 

(HOD) introduced in [20] is used to perform scene detection 

in our proposed approach. The histogram of difference 

between two adjacent frames,  𝐹𝑎 − 𝐹𝑏 , is defined by 

ℎ𝑜𝑑(𝑙) , where  𝑙 ∈ [−𝑞 + 1, 𝑞 − 1] . The further the 

histogram of difference is distributed from the origin of 

ℎ𝑜𝑑(𝑙), the more different the frames are. Therefore, the 

HOD is defined as 

𝐻𝑂𝐷( 𝐹𝑎 , 𝐹𝑏) =
∑ ℎ𝑜𝑑(𝑙)

𝑙∉[-𝜏,𝜏]

∑ ℎ𝑜𝑑(𝑙)
𝑞−1
𝑙=−𝑞+1

                   (7) 

where 𝜏 is a threshold to determine the closeness to zero. If 

the value of HOD is larger than a threshold 𝜑, a different 

scene is regarded to be appeared, and another group of 𝑚 

frames are selected as learning frames to update the learning 

parameters. Considering the proposed fast mode and CU 

size decision method cannot be applied to the learning 

frames, increasing the number of learning frames would 

decrease the computational complexity reduction. As 

suggested by [21], 𝜏 , 𝜑 and 𝑚  is set to 32, 0.2 and 2, 

respectively. 

As a summary of the proposed algorithm, the flowchart 

of our proposed method is shown in Fig. 2. 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

 

In this section, the performance of the proposed fast mode 

decision method is evaluated in terms of the encoding time 

reduction and Bjøntegaard delta bitrate (BDBR) [22]. The 

proposed method is implemented in the HEVC reference 

software SCM-7.0 [23]. The experimental conditions are 

based on All Intra (AI) configurations and strictly follow the 

Common Test Conditions (CTC). The test sequences are the 

typical SCC test sequences including both screen content 

(SC) videos and camera-capture content (CC) videos, which 

are selected by the experts in the JCT-VC group [24]. Those 



sequences are classified into four categories: text and 

graphics with motion (SC-TGM), mixed content (SC-M), 

animation (SC-A), and CC. Each sequence is encoded with 

4 quantization parameters (QPs) at 22, 27, 32 and 37. 

∆ 𝑇𝑖𝑚𝑒  is used to measure the time encoding time 

reduction, which is defined as  

∆𝑇𝑖𝑚𝑒 =
𝑇𝑖𝑚𝑒𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑−𝑇𝑖𝑚𝑒𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝑇𝑖𝑚𝑒𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
                (8)  

where 𝑇𝑖𝑚𝑒𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑  represents the encoding time of the  

proposed fast mode decision method, and 𝑇𝑖𝑚𝑒𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒  

represents that of HEVC reference software SCM-7.0. It 

should be noted that negative value of ∆𝑇𝑖𝑚𝑒  denotes 

encoding time decreasing. The experimental results for our 

proposed method compared with SCM-7.0 in terms of 

BDBR and  ∆𝑇𝑖𝑚𝑒  are given in Table 1. Besides, the 

performance of the fast CU partition method in [14] is also 

provided for comparison. As shown in Table 1, the proposed 

fast mode decision method can achieve up to 29.6% and 

38.8% encoding time reduction for SC and CC videos, 

respectively. On average, 20.8%, 37.5% and 23.2% 

encoding time reduction can be achieved with negligible 

loss of video quality for SC, CC and all videos, respectively. 

Compared with Zhang et al.’s method [14], our proposed 

method can achieve 7.5% more encoding time reduction 

with only 0.01% BDBR increment. 

 

5. CONCLUSIONS 

 

In this paper, a fast mode decision algorithm based on the 

Bayesian decision rule using online learning is proposed to 

reduce the computational complexity of SCC. A corner 

point detection method is first applied to classify a frame 

into pictorial and textual regions roughly. Then, distinct 

color number in a CU is extracted as the feature for mode 

classification. Besides, scene detection is applied to update 

the learning parameters for different scene. Compared with 

the reference software SCM-7.0, the proposed method can 

achieve 23.2% encoding time reduction with only 0.58% 

BDBR increase for AI configurations.  
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Fig. 2. Flowchart of the proposed overall algorithm, (a) 

learning frames updating, (b) fast mode decision after 

learning phase. 

Table 1. Performance comparison with [14]. 

Category Sequence  Proposed Zhang et al. [14] 

BDBR (%) ∆𝑇𝑖𝑚𝑒 (%) BDBR (%) ∆𝑇𝑖𝑚𝑒 (%) 

SC-TGM FlyingGraphics, 1920×1080 0.21 -13.7 0.54 -4.0 

Desktop, 1920×1080 0.72 -27.3 0.67 -5.9 

Console, 1920×1080 0.23 -29.1 2.64 -8.0 

ChineseEditing, 1920×1080  0.25 -25.4 0.14 -5.0 

WebBrowsing, 1280×720 -0.12 -29.6 0.27 -7.5 

Map, 1280×720,  0.78 -18.9 0.96 -11.5 

Programming, 1280×720, 0.99 -14.3 0.44 -19.2 

SlideShow, 1280×720 2.32 -12.9 0.36 -47.2 

SC-M BasketballScreen, 2560×1440 0.43 -17.8 0.45 -13.2 

MissionControlClip2, 2560×1440 0.77 -13.5 0.40 -21.4 

MissionControlClip3, 1920×1080 0.30 -17.7 0.37 -12.1 

SC-A Robot, 1280×720 0.90 -29.4 0.43 -18.8 

CC EBURainFruits, 1920×1080 0.25 -36.2 0.21 -18.9 

Kimono1, 1920×1080 0.09 -38.8 0.14 -26.4 

Average (SC) 0.65 -20.8 0.64 -14.5 

Average (CC) 0.17 -37.5 0.18 -22.7 

Average (ALL) 0.58 -23.2 0.57 -15.7 
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