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Abstract—As one of the most classical data-storage systems,
magnetic recording (MR) systems have attracted a significant
amount of research attention in the past several decades due
to the advantages of low cost and high storage density. Along
with the continual increase of areal density of modern MR
devices, more severe inter-symbol interference (ISI) and noise
appear and thus reliable storage becomes more difficult. To
address this challenging problem, turbo detections and error-
correction codes (ECCs) have been applied to MR systems so
as to significantly improve the overall data-storage reliability.
Among all the existing ECCs, low-density parity-check (LDPC)
codes are of particular interest because they can offer excellent
error performance with relatively low encoding and decoding
complexity. This paper presents a comprehensive survey of the
latest research advancements in LDPC-code design for MR
systems from the perspectives of code construction, decoder de-
sign, as well as asymptotic performance-evaluation methodology.
More specifically, we summarize the design guidelines of LDPC
encoder and decoder over both one-dimensional (OD) ISI and
two-dimensional (TD) ISI channels, which are commonly used
to characterize MR systems with different areal densities. We
also concisely portray the research progress in the design of
some LDPC-code variants, such as protograph codes, repeat-
accumulate (RA) codes, spatially-coupled (SC) codes, and their
non-binary counterparts over the aforementioned ISI channels.
In particular, we restrict our attention to the reading process
and ignore the written-in errors in MR systems unless otherwise
stated. Hopefully, this survey will inspire more research activities
in the area of LDPC-coded MR systems.

Index Terms—Asymptotic performance, asymptotic weight
distribution (AWD), extrinsic information transfer (EXIT), den-
sity evolution (DE), inter-symbol interference (ISI), low-density
parity-check (LDPC) codes, magnetic recording (MR), turbo
detection.

I. INTRODUCTION

A. Overview of LDPC-Coded MR Systems

Low-density parity-check (LDPC) codes were first proposed
by Gallager in his doctoral dissertation [1]. This type of
codes has appeared to be one of the most widely used error-
correction codes (ECCs) in the digital communication and
data storage systems. However, Gallager’s research work has
been largely ignored for more than thirty years because of
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the high computational complexity for implementing LDPC
codes. In 1993, an important paradigm shift in the evolution
from algebraic codes to random codes has emerged — the
invention of the capacity approaching turbo codes [2]. Turbo
codes have been proved to perform very close to Shannon
capacity over additive white Gaussian noise (AWGN) channels
under iterative decoding algorithms.1 In parallel with the
phenomenal success of turbo codes, LDPC codes, which
can exhibit near-capacity error performance under iterative
decoding as well, have been rediscovered by Mackay [3].
Compared with turbo codes, LDPC codes not only possess
better error performance (e.g., lower error floors), but also
require lower computational complexity [4]–[8]. Thereafter,
such type of codes has played a significant role in modern
communication systems and has thus attracted more and more
attention in both academia and industry [9]–[22]. During the
long-term renaissance of LDPC codes, one milestone work is
the exploitation of “Tanner graph” [23]. In that work, Tanner
has conceived a bipartite-graph representation for LDPC codes
that makes their design and analysis much easier. Nowadays,
LDPC codes have been extensively adopted in a variety of
communication systems, such as deep-space communication
systems [24], [25], wireless communication systems [26],
optical communication systems [27], and underwater acoustic
communication systems [28].

Inspired by their appealing characteristics, LDPC codes
have been further applied to enhance the reliability of data
storage systems, such as magnetic recording (MR) systems
and flash memory systems [29]–[33]. Data storage systems and
digital communication systems are very similar due to the fact
that the original (written/transmitted) information should be
extracted from the readback/received signal in both systems.
To be specific, in an MR system, the write head, magnetic
medium, and read head are respectively analogous to the
transmitter, channel, and receiver in a digital communication
system [34]. In addition to noise, intersymbol interference
(ISI) and inter-track interference (ITI) are two other important
factors that deteriorate the reliability of stored data over MR
channels. From the storage-density prospective, the develop-
ment of MR devices has experienced two stages, during which
two classical types of MR systems (one-dimensional MR
(ODMR) system and two-dimensional MR (TDMR) system)
have been proposed, respectively. As compared to the ODMR
systems, the TDMR systems benefit from much higher storage

1“Shannon capacity” and “channel capacity” may be used interchangeably
in this paper.
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density, but suffer from more severe ISI (i.e., TD-ISI) and
lower reliability [35]. According to [36], [37], the promis-
ing TDMR techniques, e.g., bit-patterned media recording
(BPMR) and heat-assisted (HA) MR, can dramatically increase
the data-storage (i.e., areal) density far beyond 1Tb/in2.
Particularly, the HAMR systems, whose areal density may
achieve 10Tb/in

2, is likely to be commercially available after
2018 [38]. Moreover, the aforementioned TDMR techniques
can possibly achieve 20Tb/in

2 in the future because the
areal density is expected to continue increasing by 10% per
year during the next decade. The high-density and low-cost
properties make such MR techniques a preferred choice for
large-capacity storage applications.2

With an aim to alleviating the negative effect caused by
ISI, various techniques have been developed. Among all the
ISI-combating techniques, of particular interest are the turbo
detection (i.e., turbo equalization) [40] and precoding [41].
After the advent of turbo codes, turbo detection has been
extensively exploited to retrieve the original information from
the “corrupted” received (or readback) signal of MR systems
[42], [43]. Besides, it has been proven that turbo detection
is very effective in improving the performance of digital
communication and data storage systems that are subject to
ISI [37], [44]–[46]. The basic principle of turbo detection
is to treat the ISI channel and ECC, respectively, as the
inner code and the outer code of a serial concatenated coding
scheme. Thus, a turbo-like iterative decoding process can be
performed to equalize the ISI channel and to decode the
original information. In turbo detection, an inner soft-input-
soft-output (SISO) detector and an outer SISO decoder are
utilized and their extrinsic “soft” information is exchanged
iteratively [41], [42]. Unlike the hard information, the soft
information contains the maximum amount of knowledge
regarding the channel characteristics and is of great importance
to achieve noticeable gain in MR channels. The Bahl-Cocke-
Jelinek-Raviv (BCJR) algorithm [47] and soft-output Viterbi
algorithm (SOVA) [48], which take ISI into consideration, are
two notable SISO detection techniques for MR channels.

Initially, most related works studying turbo detection have
directly adopted convolutional codes as the outer code (chan-
nel code). However, such type of codes is not capable of
achieving capacity-approaching performance and has subse-
quently been replaced by turbo codes [40], [49]. In MR
systems, high-rate codes (R ≥ 4/5) are preferable because
they are more promising in pursuing the ultimate limit of areal
density [34]. During the past fifteen years, LDPC codes have
become a competitive scheme for the outer code because of
their powerful error-correction capability and low decoding
complexity [50]–[60]. Different from AWGN and ergodic
fading channels which are memoryless, MR channels belong
to the “channel with memory” category. The capacity of
channels with memory is extremely difficult to derive and

2Although solid-state drives have been widely exploited as a primary data-
storage method in recent years because of the fast read/write speed and low
power consumption [39], they suffer from limited number of program/erase
cycles and high cost. The aforementioned disadvantages limit the applications
of SSD techniques in certain scenarios, especially for large-capacity storage
scenarios (e.g., video storage).

it is still a challenging problem today. As a remedy, a new
performance metric, namely symmetric information rate (SIR),
has been proposed to characterize the fundamental lower-limit
of the achievable information rate for reliable storage [61]–
[67]. Owing to the inherent memory property of ODMR and
TDMR channels, LDPC codes that have capacity-approaching
performance in AWGN and ergodic fading channels do not
perform that well in such scenarios [12], [34], [68]. Accord-
ingly, a great deal of research effort has been dedicated to mod-
ifying the asymptotical analysis tools, e.g., density evolution
(DE) [57], [69], [70], extrinsic information transfer (EXIT)
function [71]–[73], and asymptotic weight distribution (AWD)
[73], so as to facilitate the design of LDPC codes in MR
scenarios. In [55], [57], several capacity-approaching LDPC
codes have been constructed in the context of OD-ISI and
TD-ISI, respectively.3 Furthermore, the detection and decoding
algorithms for LDPC-coded MR systems have been carefully
discussed in order to either improve the performance or reduce
the complexity [58], [63], [72], [74]–[80]. Especially, various
joint designs of iterative decoder in conjunction with channel
detector have been proposed and studied in [74], [77], [78].

Nevertheless, most capacity-approaching LDPC codes suf-
fer from quadratic encoding complexity because of their irreg-
ular structures. This drawback severely limits their application
in practical data-storage devices. To clear this obstacle, a type
of structured LDPC codes, quasi-cyclic LDPC (QC-LDPC)
codes, has been investigated and optimized in MR systems
[81]–[84]. Meanwhile, the protograph LDPC codes that not
only can achieve very desirable performance but also can
realize linear encoding and fast decoding have emerged as a
promising solution for modern digital communication systems
[21], [68], [85]–[90]. Inspired by the above superiority, many
researchers have endeavored to analyze and design good
protograph codes so as to approach the capacity of MR
channels [73], [91]–[96]. For example, Nguyen et al. [94] have
proposed a family of rate-compatible (RC) protograph codes
that possesses decoding thresholds very close to the capacity
and minimum distances growing linearly with the codeword
length (i.e., the linear-minimum-distance property) over OD-
ISI channels. As a further advancement, the spatially-coupled
(SC) LDPC codes, which are formulated by coupling a series
of identical LDPC codes together into a single coupled chain
[97], [98], have also been investigated and optimized in MR
scenarios [99], [100]. It has been pointed out in [101] that
SC codes are able to exhibit both the capacity-approaching
iterative decoding threshold and the linear-minimum-distance
property, which is extremely difficult to be realized in other
LDPC-based codes.4 In addition, the LDPC codes together
with their variants can be easily extended to the non-binary
domain, forming the non-binary LDPC codes [102], [103],
non-binary protograph codes [104], and non-binary SC codes
[105]. As is well known, the non-binary LDPC-based codes

3Here, the capacity, also known as independent and identically distributed
(i.i.d) capacity, establishes the fundamental lower limit on the decoding
threshold of any code-design scheme in MR channels [70]. This performance
metric is specified by the SIR and will be elaborated in Sect. II-B3.

4To simplify the exposition, we refer to the LDPC codes and all their
variants as the LDPC-based codes in the remainder of this paper.
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are superior to their binary counterparts in certain cases, such
as short- and moderate-codeword-length cases [102]. Due to
such attractive benefits, a myriad of researchers have tried to
explore the feasibility of non-binary LDPC-based codes in MR
systems as well as to devise their corresponding encoding and
decoding algorithms [31], [32], [36], [106]–[110].

In parallel with the advances in turbo detection and channel
coding, precoding techniques can be incorporated into MR
systems for the sake of pre-canceling (at least partially) the ISI.
Actually, the effect of precoding on the convergence process
of turbo detector has been deeply discussed in [42]. Aiming at
perfectly matching the characteristics of a given MR channel,
more research attention has been focused on the joint design of
precoders and channel codes (e.g., LDPC codes) [41], [111],
[112]. It has been demonstrated that coupling the precoder and
ECC can offer a gain of about 6 dB with respect to the uncoded
MR channels [42]. All in all, it is possible to realize reliable
data storage even in ultra-high-density (UHD) MR systems if
the benefits of LDPC codes, precoders, and turbo detectors
can be substantially exploited.

B. Contributions and Motivations
In this paper, we provide a comprehensive survey of the

state-of-the-art design and analysis methodologies of LDPC
codes over ODMR and TDMR channels, as well as their
detection and decoding algorithms. More specifically, we start
our discourse by introducing the typical architecture and fun-
damental principles of LDPC-coded MR systems, the relevant
channel models and ISI-cancelation techniques. Afterwards,
we briefly review the concepts of LDPC codes and their
variants that are particularly suitable for MR applications.
We then proceed to outline the prevailing theoretical-analysis
tools that are very useful for both performance evaluation
and code design in the context of MR channels. Based on
the fundamental knowledge, we further summarize the current
research achievements in the design of LDPC codes and
their classical variants. Finally, we highlight the pivotal open
research problems for the future development of LDPC-coded
MR systems. Since our target is to offer a specific overview
of LDPC-coded MR systems rather than an extremely wide
coverage of all channel-coded MR systems, certain topics may
not be included in this paper.

Although the list of references in this treatise may be not
exhaustive, the articles cited are carefully selected and thus can
serve as a good starting point for further reading. Actually,
there exist several tutorial-like coverages related to LDPC-
coded MR systems [29], [34], [113], which have quite different
focuses. For example, the authors in [29] have discussed
the feasibility of using LDPC codes in MR systems and
ways to reduce their hardware implementation complexity. In
[34], the authors have illustrated that the capacity-approaching
codes in AWGN channels can be applied to MR channels
after appropriate re-designing. Moreover, Vasic et al. [113]
have provided the first comprehensive review of the attainable
coding and signal processing techniques for MR channels.
However, the above-mentioned papers have mainly limited
their attention to ODMR channels and the available advance-
ments before 2004. During the following decade, a flurry of
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Fig. 1. Structure of this paper.

research works on LDPC-coded MR systems have been carried
out, and consequently significant research progresses have
been achieved. Against this background, it is indispensable a
new and thorough overview of the important milestones in
LDPC-coded MR systems be presented. To this end, most
of the related works surveyed in this paper were published
in the past thirteen years. Yet, we also include a few earlier
works that have vital impacts on this research topic. Moreover,
this is the first survey that touches upon the research progress
regarding the variants of LDPC codes for MR applications. We
believe that this treatise can be considered as a useful reading
for potential researchers.

C. Roadmap of this Survey

This paper is structured as in Fig. 1. As can be seen,
Section II introduces the system model of LDPC-coded MR
frameworks as well as their channel models and crucial anti-
ISI techniques. This section also offers a historical overview
of LDPC-coded MR systems. Section III outlines the ba-
sic concepts of LDPC codes and their relevant variants,
emphasizing the representation methods, code constructions,
and decoding algorithms. Section IV details three types of
theoretical methodologies that can noticeably facilitate the
design and analyses of LDPC-based codes in MR scenarios.
Section V summarizes the design paradigms of LDPC codes
and their decoding algorithms over two different types of
MR channels, i.e., ODMR and TDMR channels. Section VI
concisely portrays the design guidelines of several attractive
variants of LDPC codes for use in MR systems. Finally,
Section VII concludes this paper and conceives some future
research directions. To facilitate the reading of this paper, the
list of abbreviations used in this survey is shown in Table I.
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TABLE I
LIST OF ABBREVIATIONS USED IN THIS SURVEY

AR3A accumulate-repeat-3-accumulate
AR4JA accumulate-repeat-by-4-jagged-accumulate
AS/BAS absorbing set/balanced AS
AWGN additive white Gaussian noise
AWD asymptotic weight distribution
BCH Bose-Chaudhuri-Hocquenghem
BCJR Bahl-Cocke-Jelinek-Raviv
BER/WER bit-error-rate/word error rate
BP belief propagation
BPMR bit-patterned media recording
CIR channel impulse-response
CSI channel state information
CW-3 column-weight-3
DE density evolution
ECC error-correction code
EMD/ACE extrinsic message degree/approximate cycle EMD
EXIT/PEXIT extrinsic information transfer/protograph EXIT
FFT fast-Fourier-transform
FL/IL finite-length/infinite-length
FPGA field-programmable gate array
GA Gaussian approximation
GF Galois field
i.i.d. independent and identically distributed
IRCSDF iterative row-column soft decision feedback algorithm
ISI/ITI inter-symbol interference/inter-track interference
LDPC low-density parity-check
LLR log-likelihood-ratio
MAP/ML maximum a posteriori/maximum likelihood
MI mutual information
MP message-passing
MR/HAMR magnetic recording/heated-assisted MR
OD/TD one-dimensional/two-dimensional
PDF probability density function
PEG progressive-edge-growth
PPM pulse-position modulation
PR4/EPR4 class-4 PR/extended PR4
PR partial response
QC quasi-cyclic
qPSK q-ary phase-shift-keying
QPSK quadrature phase shift keying
QSP q-ary sum-product
RA/IRA repeat-accumulate/irregular RA
RC/RCOP rate-compatible/RC optimized protograph
SC spatially coupled
SIR symmetric information rate
SISO soft-input soft-output
SNR signal-to-noise-ratio
SOVA soft-output Viterbi algorithm
TMDR typical minimum distance ratio
SPC/TP single-parity-check-based turbo product
UHD ultra-high-density
VN/CN variable node/check node

II. PRINCIPLES OF LDPC-CODED MR SYSTEMS

As a type of ECCs, LDPC codes, which were invented by
Gallager [1], dominate the development of coding theory in
modern MR systems because of their capacity-approaching
performance [113]–[116]. In this section, the system architec-
ture of a typical LDPC-coded MR system is first presented.
In the sequel, the prevailing channel models and anti-ISI
techniques for MR-system research are introduced. Finally,
the major contributions achieved on the study of LDPC-
based codes over MR channels in the past two decades are
summarized.

A. System Description

Fig. 2 depicts the block diagram of a typical MR system
utilizing an LDPC-based code. At the beginning, a sequence
of i.i.d. information bits s = {s1, s2, . . . , sK} is generated,
where sj ∈ {0, 1}.5 The information sequence is then encoded
into an LDPC-based codeword v = {v1, v2, . . . , vN}, where
vj ∈ {0, 1}. As can be observed, the lengths of the information
sequence and LDPC codeword are K and N , respectively, and
thus the code rate becomes Rc = K/N . The coded bits will
be modulated to x = {x1, x2, . . . , xN}, where xj = (−1)vj .
Afterwards, the bipolar sequence is transmitted through an MR
channel, which can be modeled by an ISI channel plus AWGN.
At the receiver terminal, the “corrupted” signal output from
the channel will be passed into a turbo-like decoder for the
sake of retrieving the original information. In the following,
we will elaborate a little further on the component modules
of such a system.

1) LDPC-based Encoder: In the system, the channel coding
module is implemented by an LDPC-based code, such as
LDPC/QC-LDPC code, protograph code, SC code, and their
non-binary counterparts. With appropriate designs, all these
codes can achieve capacity-approaching error performance
over MR channels. Aiming at increasing the code rate and
boost the throughput, punctured bits (i.e., punctured variable
nodes (VNs)) can be involved in the LDPC-based codes [91].
Such codes are referred to as punctured LDPC-based codes.
Puncturing is the process of removing some coded bits from
the codeword prior to transmission. This technique was first
exploited to increase the code rate at the price of sacrificing
some error performance [117], [118]. However, it has been
pointed out in [68], [84], [91], [107] that the convergence
performance and the error performance of some protograph
codes can also be enhanced if the punctured bits are properly
selected. In Fig. 2, the puncturing module is ignored because
it can be incorporated into the encoder.

2) Modulator: In MR systems, the modulation is real-
ized by a binary antipodal signaling scheme, i.e., {0, 1} →
{+1,−1} [37], [50]. Therefore, for non-binary LDPC-coded
MR systems, one should employ a symbol-to-bit converter to
convert a q-ary symbol to log2 q binary bits before performing
modulation [31], [48], [60], [115].

3) MR Channels: There are two major types of MR systems
in the data-storage community, i.e., ODMR system [31] and
TDMR system [37]. Taking into account the complexity and
accuracy, both ODMR and TDMR systems can be described
by different types of channel models [35], [119]–[130]. Among
these channel models, the discrete-time baseband channel
model, in which the MR channel is described by an ISI channel
with AWGN (see Fig. 2), is the most popular one [54]–[56],
[64], [73], [125]–[127]. Hence, this type of channel model
has been widely adopted in the relevant research of both
MR systems. Although the ISI channel is an ideal model,
it still offers a nice way to develop the related analysis and
design methodologies [61], [72], [74], [130]. Moreover, the
attained results in the context of ISI channels are of great

5Unless otherwise specified, we assume that a binary LDPC-based code is
utilized in this paper.



FANG et al.: DESIGN GUIDELINES OF LOW-DENSITY PARITY-CHECK CODES FOR MAGNETIC RECORDING SYSTEMS 5

ISI 
Channel

Modulator
LDPC-based 

Encoder

(Inner Code)(Outer Code)

Channel 
Detector

LDPC-based 
Decoder

+

+

AWGN

-

-

Turbo Equalization

(Inner Detector) (Outer Decoder)

+

Fig. 2. Block diagram of a typical MR system utilizing an LDPC-based code.

importance because they can serve as a good benchmark
to devise realistic channel-coded MR systems with robust
ISI immunity and powerful error-correction capability. Owing
to the aforementioned issues, we are primarily interested in
the design and analysis of LDPC-based codes over OD-ISI
and TD-ISI channels in this paper. It should be noted that
the precoding operation can be embedded in the ISI-channel
module and thus is ignored in our system model.

4) Turbo Detection: In order to retrieve the original infor-
mation, the channel output is fed into a turbo-like iterative
receiver for further processing. The idea of turbo detection
has come from the iterative decoding algorithm of turbo codes
[34], [40], [131]. In such an efficient decoding framework, two
SISO decoders, namely the inner detector and outer decoder,
are involved. By allowing the inner detector (channel detector)
and outer decoder (LDPC-based decoder) to exchange soft
extrinsic information iteratively, the ISI of MR channels can
be substantially overcome and the original information can be
recovered with a high accuracy. We will further elaborate the
turbo detection in Sect. II-C.

B. Channel Models

As discussed in Sect. II-A3, the discrete-time baseband
channels that include finite-state ISI and AWGN are very
common channel models used in MR-system research [29],
[61], [64], [73], [132].6 In such channels, the memory length
is utilized to manifest how severe the ISI is. To facilitate the
design and analysis of MR systems, the ISI channel model
does not consider imperfect channel shaping, colored noise,
and media noise (e.g., jitter noise) [53], [119]–[124]. Despite
its extreme simplification, this type of channels serves as a
useful model in developing coding design criterion for MR
systems. The resultant code-construction methodologies may
turn out to be useful in more general channel models.

To provide a more accurate characterization of ODMR sys-
tems, some other channel models, e.g., equalized Lorentzian
model, have been proposed in recent years [119], [122], [128].
However, the models proposed for ODMR systems are not
applicable to TDMR systems because of different storage
mechanisms and noise sources. For this reason, researchers
have developed a variety of new models tailored for TDMR
configurations [123], [124], [129].

In particular, the performance of MR systems is also de-
pendent on media noise in addition to ISI and AWGN [120],
[133], [134]. Different MR technologies, e.g., ODMR [120],

6Precisely speaking, one should apply an equalization filter to shape the
physical ODMR/TDMR channel to an OD-ISI/TD-ISI channel [31], [34],
[113].

TDMR [123], BPMR [59], HAMR [133], and microwave-
assisted MR [134], have different read/write mechanisms and
manufacturing processes, which may lead to different forms of
media noise. To capture the properties of such type of noise,
a number of channel models have been developed during the
past decade. Specifically, the microtrack model can be used to
describe the ODMR channels with media noise [120]–[122],
[135], while the Voronoi model and TD microcell model can
be used to describe the TDMR channels with media noise [50],
[136]–[138].

Nevertheless, conventional ECCs (e.g., LDPC codes) are
no longer effective in overcoming insertion and deletion errors
caused by media noise [116], [120], [136]. These insertion and
deletion errors must be corrected by some special ECCs, such
as watermark codes [139] and marker codes [116]. Further-
more, it has been pointed out by a myriad of research articles
[50], [120]–[122], [137], [138], [140], [141] that media noise
can be estimated and compensated (or partially compensated)
by appropriate detection algorithms. For example, the pattern-
dependent noise-predictive detection algorithms [120], [141]
and improved multitrack detection algorithms [50], [137],
[138], [140] can efficiently eliminate some media noise in
MR systems at the expense of increasing implementation
complexity. Although mitigating the negative effect of media
noise is an important topic and may require further study,
it is outside the scope of this treatise. More comprehensive
treatments on this topic can be readily found in the literature.

In fact, most of the aforementioned channels are particularly
used to describe the reading process of MR systems while
assuming a perfect writing process. In other words, such
channel models only characterize the ISI and noise that affect
the readback signal. However, due to random island position
jitter, variations of magnetic switching field among magnetic
grains, and accumulative frequency shift caused by the spindle
speed variation and other mechanical vibration, it is difficult to
realize near-perfect synchronization in the write head, which
may result in written-in errors. To deal with this problem, some
researchers have investigated the effect of such imperfection
and have conceived some write channel models to describe the
writing process [142], [143]. Furthermore, Han et. al. [116]
have introduced an embedded-marker-code-based scheme to
correct the written-in errors. It has also been shown that
the scheme can dramatically improve the storage efficiency
of TDMR systems. In this survey paper, we are primarily
interested in the read channels and thus do not consider the
written-in errors in MR systems. Interested readers can find
more details of these write channel models in the above articles
and the references therein.

In the following, we will present the discrete-time baseband
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TABLE II
LIST OF THREE TYPICAL OD-ISI CHANNELS.

Memory Length Channel Type H(D)
κ = 1 Dicode 1−D
κ = 2 Class-4 PR (PR4) 1−D2

κ = 3 Extended PR4 (EPR4) 1 +D −D2 −D3

channel models for both ODMR and TDMR systems which
are adopted in this treatise.

1) OD-ISI Channel: The OD-ISI channel can be commonly
modeled by a partial response (PR) channel with AWGN.
Specifically, the impulse response of a PR channel is H(D) =
(1−D)(1+D)κ−1 =

∑κ
τ=0 hτD

τ , where D is the unit-delay
operator corresponding to the symbol interval, κ ∈ N+ is the
length of channel memory, hτ is the channel coefficient of the
τ -th tap. Therefore, the OD-ISI channel model can be written
as

yj =

κ∑
τ=0

hτxj−τ + nj , (1)

where xj−τ and yj are the (binary) channel input and output,
respectively, nj ∼ N (0, σ2

n) is the AWGN with zero mean
and variance σ2

n = N0/2, and N0 is the noise power-
spectral density. In actual implementation, different types of
OD-ISI channels can be formulated by varying the memory
length κ. For instance, three typical OD-ISI channels are
listed in Table II. Referring to this table, a larger value of
κ allows higher storage density, but results in more severe ISI
simultaneously.

2) TD-ISI Channel: In TDMR systems, the readback signal
suffers from not only the ISI in the down-track direction but
also the ITI in the cross-track direction. Therefore the κµ×κτ

impulse-response matrix for a discrete-time TD-ISI channel is
given by

Λ =


h1,1 h1,2 · · · h1,κτ

h2,1 h2,2 · · · h2,κτ

...
...

. . .
...

hκµ,1 hκµ,2 · · · hκµ,κτ

 , (2)

where κµ and κτ are the numbers of magnetic islands that the
read head sense in the cross-track and down-track directions,
respectively, hµ,τ is the (µ, τ)-th element of the channel-
impulse-response (CIR) matrix. In fact, the interference com-
ing from the two adjacent tracks of each main track dominates
the ITI while the interference due to the nonadjacent tracks
is extremely small and can be ignored [78]. In this sense, (2)
can be simplified to a matrix with three rows (i.e., κµ = 3).
Due to the aforementioned reason, a large set of research
works related to TDMR systems have assumed a 3 × 3 CIR
matrix [36], [58]–[60], [69], [73], [77]–[80]. As an example,
the CIR matrix for TDMR systems with a recording density
of 4Tb/in2 can be expressed by [79]

Λ4T =

 0.0368 0.1435 0.0368
0.2299 0.8966 0.2299
0.0368 0.1435 0.0368

 . (3)

Assume that a bipolar sequence {xj′ ∈ {+1,−1} | 1 ≤ j′ ≤
N} is distributed on a TD array of size Lm × Ln, forming

{xl,j ∈ {+1,−1} | 1 ≤ l ≤ Lm, 1 ≤ j ≤ Ln}, where N =
Lm × Ln, Lm and Ln are the numbers of rows and columns
of the TD array, respectively. Then, xj′ → xl,j represents
the mapping rule from the original OD sequence to a TD
array. For ease of analysis and exposition, we also assume
that the TD array is surrounded by “−1s”, i.e., xl,j = −1 if
(l, j) /∈ {1 ≤ l ≤ Lm, 1 ≤ j ≤ Ln}, as in [55], [69], [78].
In general, the input-output relationship for the discrete-time
2D-ISI channel can be described as

yl,j =

κµ∑
µ=1

κτ∑
τ=1

hµ,τxl−µ,j−τ + nl,j , (4)

where yl,j is the readback signal corresponding to the magnetic
data bit in the l-th row and j-th column of the TD array,
nl,j ∼ N (0, σ2

n) is the AWGN with zero mean and variance
σ2
n = N0/2.
3) SIR for ISI Channels: Although a significant amount of

research effort has been devoted to investigating the capac-
ity of OD/TD-ISI channels, it remains as an open problem
nowadays. In other words, it is rather difficult to derive
the maximum mutual information (MI) between the input
and output of an OD/TD-ISI channel because all the input
distributions should be enumerated. Alternatively, the SIR, i.e.,
the MI based on the i.i.d. equiprobable input assumption, can
be utilized to establish a lower bound on the channel capacity
[144]. In MR channels, SIR is considered as the maximum
achievable rate that can realize reliable communication for a
given Eb/N0. Moreover, the Eb/N0 corresponding to a given
SIR is referred to as i.i.d. capacity limit [61], [62], [70], [145].7

In the past two decades, many researchers have tried to develop
effective algorithms to calculate the SIR of MR systems [64]–
[67], [70], [126], [145]. To be specific, the SIR of OD-ISI
channels has first been investigated in [61], [70], [145], which
has been subsequently generalized to SIR of TD-ISI channels
[64]–[67], [126]. In accordance with [61], [64], [145], Monte-
Carlo techniques can be exploited to estimate the SIRs with
reasonable accuracy. Here, we skip the calculation procedure
of SIR but refer the interested readers to the aforementioned
literature for more details since it includes a large set of
mathematical derivations.

C. Anti-ISI Techniques

In Sect. II-A, we briefly introduced the component modules
involved in an LDPC-coded MR system. In what follows,
we will spend particular attention on two prevailing anti-
ISI techniques, i.e., precoding and turbo detection, for such
scenarios.

1) Precoding: It has been demonstrated by a vast number
of references that introducing ECC and precoding is able to
achieve a gain of 4 ∼ 5 dB over uncoded MR systems. Pre-
coding is a preprocessing technique for the transmitted signals
before they are passed through MR channels. In particular, the
main idea of precoding is to design an appropriate code (e.g.,
a rate-1 convolutional code) based on the type of ISI channel

7For simplicity, we will use “capacity” to represent “i.i.d. capacity” from
this point onwards.
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so as to alleviate the corresponding interference and accelerate
the convergence of the decoding process. By incorporating a
precoding scheme, the resultant ISI channel is referred to as
a precoded ISI channel [41]. In this case, the precoded ISI
channel can also be considered as the inner code.

At the beginning, most research on precoding schemes
has separated their designs from the ECCs. For instance,
Ryan [146] has only considered the channel characteristics
rather than the code structures when optimizing the precoder.
Inspired by the idea of turbo detection and iterative decoding,
more and more research activities have moved on to investigat-
ing the interaction between the precoder and ECC [41], [54],
[112]. In such scenarios, the precoded ISI channel and ECC
can be treated, respectively, as the inner code and outer code
of a serial concatenated coding scheme. This framework has
turned out to be a soft-information iterative paradigm, which is
of great usefulness to facilitate turbo detection and to enhance
the error performance of MR systems.

As indicated in [42], [53], the effect of the precoder on
the performance of channel-coded MR systems is dependent
on the constraint length of ECC. Specifically, short-constraint-
length codes (e.g., convolutional codes and serial concatenated
codes) can achieve a remarkable performance gain by con-
catenating a precoder while long-constraint-length codes (e.g.,
LDPC codes and parallel concatenated codes) cannot. In fact,
long-constraint-length codes always provide good distance
spectrum, and thus the precoder provides no effective spectrum
thinning. For this reason, there is no need to design a precoder
for LDPC-coded MR systems.

2) Turbo Detection: Distinguished from conventional de-
coders, the turbo decoder (i.e., turbo detector) possesses two
distinguished advantages: (i) the extrinsic soft information out-
put from the inner detector/outer decoder can extract maximal
amount of channel state information (CSI) knowledge; and (ii)
the iterative processing can efficiently execute soft-decision
decoding with acceptable complexity. Benefiting from these
advantages, the turbo-equalization technique significantly ac-
celerates the convergence speed of iterative decoding pro-
cesses. In the past two decades, a great deal of research effort
has been devoted to investigating and developing effective
turbo-equalization techniques over both OD-ISI [40]–[43],
[48], [131], [147], [148] and TD-ISI channels [37], [50].

To implement the inner detector, two notable algorithms,
namely the BCJR algorithm [47] and SOVA [149], have been
used. As compared with the suboptimal SOVA, the BCJR
algorithm is a type of maximum a posteriori (MAP) decoding
algorithm and can accomplish more desirable performance
[36], [150]–[152]. In order to get the minimum error rate,
the BCJR algorithm has been extensively adopted as the
channel detector [31], [32], [53]–[60], [153], [154]. Since
the computational complexity of BCJR algorithm increases
exponentially with the channel memory length, some low-
complexity variants have been proposed [79], [114], [155]–
[157]. In this paper, we also assume that the BCJR detector
is adopted in the LDPC-coded MR systems unless otherwise
stated, as in most other related references.

In contrast to the inner detector, the log-likelihood-ratio
(LLR)-based belief-propagation (log-BP) decoding algorithm,

which achieves identical performance and much lower com-
plexity with respect to the conventional probability-based BP
algorithm [10], [150], is exploited in this paper. Besides,
some other reduced-complexity decoding algorithms, such
as the min-sum decoding algorithm, have been conceived
in the literature [158]. It should be noted that we do not
consider interleaving in our system because there is already an
embedded random interleaver within the LDPC-based codes.

Interested readers are referred to the above-mentioned pub-
lications for more comprehensive knowledge of the turbo
detection as well as its component inner detector and outer
decoder.

D. Historical Development

In the past two decades, LDPC codes have received a
significant amount of attention in MR community and hence
they represent a dominant research direction for channel-coded
MR systems. As a consequence, taking into consideration the
characteristics of MR channels, many contributions related
to the design and analysis of LDPC codes as well as their
promising variants have been shown [28], [29], [31], [32],
[48], [53]–[60], [68]–[71], [73], [81]–[83], [113], [116], [143],
[159]. In parallel with the code design and performance
analysis advancements, the decoding algorithms of LDPC
codes have been carefully studied and extensively discussed
over MR systems so as to enhance the performance or reduce
the complexity of the overall systems [30], [40], [51], [63],
[72], [74]–[80], [108], [109], [114], [115], [127], [128], [153],
[160], [161], In Table III, we summarize the major contribu-
tions in the field of LDPC-coded MR systems.

III. LDPC CODES AND THEIR VARIANTS

In this section, we will introduce the encoding and decoding
principles of LDPC codes and their sophisticated variants
which are particularly suitable for use in MR systems. We re-
strict ourselves to the concepts and fundamental basis of such
type of codes here but leave the detailed design methodologies
to Sects. V and VI.

A. LDPC Codes

1) Representation Methods: An LDPC code C can be rep-
resented by an M ×N sparse parity-check matrix H = (hi,j)
that has a low density of “ones” [1], where hi,j is the element
in the i-th row and j-th column of H, K = N − M is the
length of information bits, N is the length of codeword, and
R = K/N is the code rate. Moreover, the j-th column and
i-th row in H correspond to the j-th VN vj and i-th CN ci in
C, respectively. Consequently, N is the number of VNs while
M is the number of CNs. In H, the weights of the j-th column
and the i-th row (i.e., denoted by wvj and wci) are defined as
the numbers of “ones” in the corresponding column and row,
respectively. Furthermore, wvj and wci are also known as the
degrees of the j-th VN and i-th CN (i.e., denoted by dvj and
dci), respectively. Supposing that Cµ = (v1, v2, . . . , vN ) is
a valid codeword in C, it should follow CµH

T = 0, where
vj ∈ {0, 1} and the superscript “T” denotes the transpose
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TABLE III
MAJOR CONTRIBUTIONS ON STUDYING LDPC-CODED MR SYSTEMS.

Year Author(s) Contribution

1995 Douillard et al. [131] Invented a joint iterative equalizing and decoding technique for MR channels, referred to as turbo detection,
which offers an efficient way to alleviate ISI and resist noise.

1999 Fan et al. [162] Explored the feasibility of LDPC codes in MR systems.

2000 Song et al. [163] Proposed a serially concatenated coding scheme exploiting the LDPC code as the outer code and the MR
channel as the inner code, which can achieve a gain of 5.9 dB over the uncoded one in an EPR4 channel.

2001 Narayanan [42] Discussed the effect of precoding on the convergence of turbo detector over OD-ISI channels, which
illustrates that LDPC codes without precoding often outperform their precoded counterparts.

2001 Pfister et al. [61] Introduced two simple Monte-Carlo methods to estimate the SIR of OD-ISI channels.

2002 Kurkoski et al. [30] Presented a novel joint message-passing (MP) decoder for LDPC-coded ODMR systems, which not only achieves
comparable performance but also benefits from a lower delay with respect to the conventional BCJR-BP decoder.

2002 Li et al. [53] Compared the performance of single-parity-check-based turbo product (SPC/TP) codes and LDPC codes over
OD-ISI channels and illustrated that the precoded SPC/TP codes perform similarly to the LDPC codes.

2003 Kavcic et al. [70] Conducted a comprehensive study on the performance of LDPC codes over OD-ISI channels, including analyzing
the channel SIR and developing the DE algorithm.

2003 Varnica et al. [57] Optimized the degree-distribution pair of LDPC codes in order to approach the capacity of OD-ISI channels.

2003 Song et al. [108] Applied non-binary LDPC codes to ODMR systems and proposed a low-complexity decoding algorithm with
an aim to mitigating the burst-error impairment.

2004 Song et al. [29] Summarized the principles of turbo detection and discussed the construction methods of structured LDPC
codes for ODMR systems.

2005 Franceschini et al. [71] Proposed an EXIT-chart-based design approach for LDPC codes concatenated with a Gray-mapped quadrature
phase shift keying (QPSK) modulation over OD-ISI channels.

2005 Soriaga et al. [126] Estimated the SIR of TD-ISI channels by considering the employment of multilevel coding and multistage
decoding schemes.

2006 Chen et al. [64] Developed the upper and lower bounds on the SIR of TD-ISI channels, which can provide tight estimates for
SIR with relatively low computational complexity.

2007 Zhong et al. [82] Presented the design guidelines for high-rate regular QC-LDPC codes over MR channels and explored their
implementation feasibility based on a field-programmable gate array (FPGA) simulation platform.

2008 Tan et al. [41] Proposed a finite-length (FL) EXIT analytical methodology for coded MR systems, which is of great importance
to develop FL channel-coding construction schemes in such scenarios.

2008 Karakulak et al. [35] Conceived a classical read channel model for TD-ISI channels, which can be utilized to characterize the feature
of patterned media recording with reasonable accuracy.

2008 Shental et al. [66] Invented two simulation-based methods to calculate the SIR of TD-ISI channels from the information theory
perspective, and thus offered a better understanding of the theoretical limits of such systems.

2009 Liu et al. [58] Applied non-binary LDPC codes to TD-ISI channels and investigated their decoding algorithm.

2009 Risso [76] Developed a novel layered decoding algorithm for non-binary LDPC codes over MR channels, which outperforms
the conventional BP decoding algorithms in terms of convergence speed and error performance.

2010 Han et al. [51] Conceived bit-pinning/trellis-pruning techniques and a generalized LDPC decoder for LDPC-coded MR systems
to improve their error-floor performance.

2010 Chang et al. [130] Developed a multi-track detection technique to enhance the robustness against ITI in TDMR systems.
2011 Yang et al. [92] Applied protograph codes to OD-ISI channels and evaluated their error performance.

2012 Fang et al. [91] Proposed a FL protograph EXIT (PEXIT) algorithm and a two-step design methodology for protograph-coded
ODMR systems.

2012 Yao et al. [78] Designed a joint iterative detection-and-decoding schemes for TD-ISI channels, which not only can mitigate
the TD interference but also can achieve satisfactory error performance with relatively low complexity.

2013 Kong et al. [55] Proposed an EXIT-chart-based design scheme for matching LDPC codes to TDMR channels.

2013 Han et al. [60] Introduced a non-binary LDPC-coded TDMR system in conjunction with an asymmetric iterative multi-track
detection algorithm, which can significantly outperform the conventional multi-track detection algorithms.

2014 Han et al. [143] Conceived a new channel model to characterize the written-in errors of TDMR systems and developed a novel
synchronization algorithm and a detection algorithm tailored for such a channel model.

2014 Phakphisut et. al. [107] Analyzed the convergence performance of non-binary protograph codes over OD-ISI channels by exploiting the
infinite-length (IL) PEXIT algorithm.

2015 Kong et al. [83] Constructed the QC protograph codes that realize both high performance and low complexity in TDMR systems.

2015 Han et al. [109] Proposed a low-complexity joint detection-and-decoding algorithm for non-binary LDPC-coded TDMR systems,
which possesses faster convergence speed than the existing counterparts.

2016 Y. Fang et al. [96] Designed capacity-approaching RC protograph codes for TDMR systems by extending the FL PEXIT algorithm.

2016 Hareedy et al. [31] Provided a comprehensive study on the error-floor performance of regular non-binary LDPC codes together with
their optimization guidelines for ODMR systems.

2017 Mehrnoush et al. [37] Proposed two EXIT-chart-based design techniques for irregular repeat-accumulate (IRA)-coded TDMR systems.

2017 Chen et al. [73] Constructed non-binary protograph codes for TDMR systems, which achieve better error performance than
the previously proposed binary and non-binary counterparts.

2017 Yao et al. [69] Developed a modified DE algorithm to facilitate the threshold calculation of LDPC codes over TD-ISI channels.

2017 Esfahanizadeh et al. [99] Offered an insightful investigation of FL SC codes in MR scenarios, and designed excellent SC codes that signi-
ficantly outperform their block counterparts and the conventional SC codes.

operation. This property is called the checksum constraint. A
regular LDPC code is an LDPC code whose VN degree and
CN degree are both constant (i.e., the row weight and column
weight of H are both constant); otherwise the code is called
an irregular LDPC code.

In addition to being represented by the parity-check matrix,
an LDPC code C can be represented by a bipartite graph G,
also called the Tanner graph [23]. A Tanner graph is composed
of a set of VNs, CNs, and their associated edges. Given
the parity-check matrix of an LDPC code, its corresponding
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Fig. 3. Tanner graph of a (2, 4)-regular LDPC code. The parameters used
are N = 10,K = 5, dv = 2, and dc = 4.

Tanner graph can be generated as follows: the j-th VN is
connected to the i-th CN if and only if hi,j in the parity-
check matrix H equals 1. According to the aforementioned
construction rule, there are totally N VNs, M CNs, as well as
|H| edges in a Tanner graph, where each VN corresponds to a
coded bit and each CN corresponds to a checksum constraint.
In the Tanner graph, a cycle is defined as a closed path starting
and ending with the same node, but passing through different
intermediate nodes. The cycle length is equal to the number
of edges in a cycle, and a cycle of length l is referred to as
an l-cycle. In particular, the length of the shortest cycle in
a Tanner graph is called its girth. More importantly, the BP
iterative decoding route of an LDPC code can be specified by
the Tanner graph, in which each node (i.e., VN/CN) represents
an SISO decoder [18], [158].

Example 1: Consider a regular LDPC code corresponding
to the following parity-check matrix

H =


1 1 1 0 0 0 1 0 0 0
1 0 0 1 1 1 0 0 0 0
0 1 0 0 1 0 0 1 0 1
0 0 1 0 0 1 0 0 1 1
0 0 0 1 0 0 1 1 1 0

 , (5)

where the codeword length and information length of the
LDPC code equal N = 10 and K = 5, respectively. Moreover,
the degree of VN is dv1 = dv2 = · · · = dv10 = dv = 2 and
the degree of CN is dc1 = dc2 = · · · = dc5 = dc = 4.
Based on the parity-check matrix, we can immediately obtain
its corresponding Tanner graph, as depicted in Fig. 3. In this
figure, the black circles and circles with a plus sign denote the
VNs and CNs, respectively. As can be observed, this LDPC
code includes a 6-cycle, which is highlighted by the blue-bold
edges and their associated nodes.

More generally, an LDPC ensemble can be specified by
a degree-distribution pair, i.e., (λ(x), ρ(x)), where λ(x) =∑dv,max

dvj
=2 λdvj

xdvj
−1 and ρ(x) =

∑dc,max

dci
=2 λdci

xdci
−1; dvj ≥ 2

and dci ≥ 2 are the degrees of VNs and CNs, respectively;
dv,max and dc,max are the maximum VN degree and CN
degree, respectively; λdvj

and λdci
are the fractions of edges

connected to degree-dvj VNs and degree-dci CNs, respec-
tively. Given a fixed degree-distribution pair of an LDPC
code ensemble, codewords of arbitrary lengths that belong
to such an ensemble can be easily generated [5], [158]. For
example, the LDPC code with the parity-check matrix (5) can
be generated by the degree-distribution pair (x, x3).

2) Code Construction: Based on a given degree-distribution
pair, both the progressive-edge-growth (PEG) and approxi-
mate cycle extrinsic-message-degree (ACE) algorithms can

be utilized to generate its corresponding parity-check matrix
H (or Tanner graph G) [14], [15], [158]. In this paper, we
only focus on the PEG-based permutation rules. In practice,
H is always in a non-systematic form and thus needs to be
further processed in order to complete the generation of an
LDPC code [164]. To be specific, H must be first transformed
into Hs = [IM |P] through Gaussian elimination, where IM
is the M × M identity matrix and P is a M × K sub-
matrix. The systematic generator matrix is then expressed by
Gs = [PT | IK ], where IK is the K × K identity matrix.
This generator matrix can be used to construct a systematic
LDPC code Cs = (Vp;Vi), where Vp and Vi are the parity bits
and information bits, respectively. After constructing Cs, the
original LDPC code C can be obtained by switching back the
coded bits according to the required order in H. Unfortunately,
the sub-matrix PT in Gs is usually not sparse and thus leading
to relatively high encoding complexity. As a remedy, some
efficient encoding algorithms based on H have been developed
in [8], [158]. Here, we skip the details of such techniques since
they are outside the scope of this paper.

Conventional LDPC codes are randomly generated and
thus do not possess any constrained structure. In this sense,
these LDPC codes may suffer from complicated encoding and
decoding. To overcome this drawback, structured LDPC codes
like QC-LDPC codes have been proposed. In particular, an
M ×N parity-check matrix of a regular QC-LDPC code can
be represented by

H =


H1,1 H1,2 · · · H1,np

H2,1 H2,2 · · · H2,np

...
...

. . .
...

Hmp,1 Hmp,2 · · · Hmp,np

 ,

where Hi,j is a Q × Q circulant permutation matrix8, 1 ≤
i ≤ mp, 1 ≤ j ≤ np, M = Qmp, and N = Qnp. Irregular
QC-LDPC codes can be constructed via setting some of the
sub-matrices Hi,j to all-zero matrices. In general, a regular or
irregular QC-LDPC code can be represented by an mp × np

“base matrix” B = (bi,j) where bi,j ∈ {−1, 0, 1, . . . , Q − 1}
[165]. Specifically, bi,j = −1 represents an all-zero matrix
while bi,j = 0, 1, . . . , Q − 1 denotes a circulant permutation
matrix formed by cyclically right-shifting the identical matrix
bi,j times. In recent years, a variety of efficient algorithms,
such as the hill-climbing algorithm [158], the “pre-lifted”
algorithm [166], and the circulant-based PEG algorithm [167],
have also been conceived to design QC-LDPC codes. Well-
designed QC-LDPC codes not only can realize linear encoding
(i.e., encoding complexity growing linearly with the codeword
length) with the aid of simple shift registers, but also can
produce similar error performance as unstructured LDPC
codes.

3) Decoding Algorithms: At the receiver terminal of an MR
system, a BP decoder is serially concatenated with a BCJR
detector to retrieve the original information. To facilitate the
description of BP decoding algorithm, we first define several

8A circulant permutation matrix is an identity matrix or its cyclic-shifted
version.
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types of LLRs for turbo decoder and LDPC-based BP decoder,
respectively, as below.

(i) Turbo decoder:
• Lch(j) denotes the channel LLR of vj ;
• LA,IO(j) denotes the input a-priori LLR of vj flowing

from the outer decoder to the inner detector;
• LA,OI(j) denotes the input a-priori LLR of vj flowing

from the inner detector to the outer decoder;
• LE,IO(j) denotes the output extrinsic LLR of vj passing

from the inner detector to the outer decoder;
• LE,OI(j) denotes the output extrinsic LLR of vj passing

from the outer decoder to the inner detector;
• Lapp,I(j) denotes the a-posteriori LLR of vj output from

the inner detector;
• Lapp,O(j) denotes the a-posteriori LLR of vj output from

the outer decoder.
(ii) BP decoder:
• LAv(i, j) denotes the input a-priori LLR flowing from ci

to vj ;
• LAc(i, j) denotes the input a-priori LLR flowing from vj

to ci;
• LEv(i, j) denotes the output extrinsic LLR passing from

vj to ci;
• LEc(i, j) denotes the output extrinsic LLR passing from

ci to vj .
When performing turbo decoding, the output extrinsic LLR of
the inner detector becomes the input a-priori LLR of the outer
decoder during each iteration, and vice versa, i.e., LA,OI(j) =
LE,IO(j) and LA,IO(j) = LE,OI(j). This property also holds
for the BP decoder, i.e., LAc(i, j) = LEv(i, j) and LAv(i, j) =
LEc(i, j).

Consider an LDPC-coded MR system with turbo de-
coding. The channel model can be described as yj =
fMR(vj , vj−1, · · · , vj−κ), where fMR(·) is determined by the
channel transfer function and κ ∈ N+ is the length of
channel memory. At the beginning of each turbo iteration,
all the a-priori/extrinsic LLRs of BP decoder should be set
to zero. Then, the log-BP decoding algorithm is summarized
as Algorithm 1 .

Remark:
• In a turbo decoder over MR channels, the extrinsic LLR

output from the BP decoder (i.e., LE,OI(j)) will be fed
back to the BCJR detector and will become its a-priori
LLR (i.e., LA,IO(j)) during the next turbo iteration. This
a-priori LLR will be used to update the extrinsic LLR
LE,IO(j).

• In memoryless channels, the channel detector is no longer
required and thus the channel LLR can be directly con-
sidered as the initial LLR of the BP decoder.

B. Variants of LDPC Codes

1) Protograph Codes: As a meritorious variant of LDPC
codes, protograph codes, which not only inherit the advantages
of traditional LDPC codes but also require low encoding
complexity, have already been extensively applied in MR
systems [68], [73], [83], [91], [95], [96], [107]. Especially,

Algorithm 1: Log-BP Decoding Algorithm
(1) Initialization: For j = 1, 2, . . . , N , the

channel LLR is calculated by Lch(j) =
ln [Pr(xj = +1|yj)/Pr(xj = −1|yj)]. Afterwards, the a-
posteriori LLR Lapp,I(j) is yielded by passing Lch(j) and
LA,IO(j) into the inner detector (i.e., BCJR detector) [47].
In accordance with the principles of turbo decoding, one
can immediately obtain the initial a-priori LLR of the BP
decoder by LA,OI(j) = LE,IO(j) = Lapp,I(j)−LA,IO(j).

(2) Calculating the extrinsic LLR passing from vj to ci:
For i = 1, 2, . . . ,M , and j = 1, 2, . . . , N , calculate
the extrinsic LLR LEv(i, j) by exploiting LA,OI(j) and
LAv(i, j), as

LEv(i, j) = LA,OI(j) +
∑

µ∈C(j)/i

LAv(µ, j),

where C(j) is the index set of CNs connecting to vj and
C(j)/i = {µ ∈ C(j) |µ ̸= i}.

(3) Calculating the extrinsic LLR passing from ci to vj:
For i = 1, 2, . . . ,M , and j = 1, 2, . . . , N , calculate the
extrinsic LLR LEc(i, j) by exploiting LAc(i, j), as

LEc(i, j) = 2 tanh−1

 ∏
µ∈V(i)/j

tanh(LAc(i, µ)/2)

 ,

where V(i) is the index set of VNs connecting to ci and
V(i)/j = {µ ∈ V(i) |µ ̸= j}.

(4) Finalization: For vj ∈ Vi, compute the a-posteriori LLR
by

Lapp,O(j) = LA,OI(j) +
∑

µ∈C(j)

LAv(µ, j), (6)

where Vi denotes the VN set corresponding to the infor-
mation bits.

Repeat Steps (2) ∼ (4) until the original information bits are
successfully decoded or the predefined maximum BP iteration
number is reached. Subsequently, terminate the algorithm and
measure the extrinsic LLR output from the BP decoder as
LE,OI(j) = Lapp,O(j)− LA,OI(j).

each regular LDPC code has a protograph representation and
thus can be constructed via its corresponding protograph [68].

A protograph is a Tanner graph with a relatively small
number of nodes and edges. The protograph GP = (V, C, E)
is composed by a set of nP VNs V , a set of mP CNs
C, and a set of edges E . Each edge ei,j ∈ E connects a
VN vj ∈ V to a CN ci ∈ C. To simplify the exposition,
we refer to a protograph with mP CNs and nP VNs as an
mP × nP protograph, where mP × nP denotes the size of
the protograph. Besides, a protograph can be specified by an
mP ×nP base matrix B = (bi,j), in which bi,j is the number
of edges connecting vj to ci and R = (nP −mP)/nP is the
code rate. An M ×N expanded protograph that corresponds
to the parity-check matrix H of a protograph code can be
constructed by performing a “copy-and-permute” operation
on a given protograph, where M = zmP, N = znP,
and z denotes the number of such operations. In particular,
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Fig. 4. Base matrix, protograph, and derived graph of a rate-1/2 protograph code. The parameters used are mP = 2, nP = 4, z = 2,M = 4, and N = 8.
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Fig. 5. Protograph of a rate-1/2 regular RA code with q = 3.

the “expanded protograph”, “copy-and-permute” and “z” are
also called “derived graph”, “lifting” and “lifting factor”,
respectively. Unlike conventional Tanner graph, parallel edges
are allowed in a protograph, but they must be thoroughly
eliminated during the expansion procedure. As is well known,
the expansion from a protograph to a derived graph can be
implemented by a modified progressive-edge-growth (PEG)
algorithm [87]. As a simple example, Fig. 4 illustrates the base
matrix, protograph, and derived graph of a rate-1/2 protograph
code, where mP = 2, nP = 4, z = 2,M = 4, and N = 8.

2) Repeat-Accumulate Codes: RA codes, which have been
extensively studied during the past two decades [168], stand
out as another valuable variant of LDPC codes. This type of
codes has very simple encoding procedure and graph represen-
tation, which not only allow linear encoding and fast decoding
implementation, but also lead to good error performance.
Typically, an RA code can be generated by performing a
“repeat-permute-accumulate” operation on a given sequence of
information bits. Supposing that the length of an information
sequence s is K, it should be first repeated q (q > 1)
times and permuted by an interleaver of size qK. After
that, the permuted information sequence is passed through an
accumulator to obtain the parity bits. Finally, the information
bits and their corresponding parity bits constitute a regular
RA code. Moreover, an IRA code can be constructed if the
repetition factor q is not constant for different information bits
[169]. The code rate of an RA code is specified by both the
repetition factor and accumulation rule. As shown in [168],
both regular and irregular codes can be represented by simple
protographs. For example, the protograph of a rate-1/2 regular
RA code with q = 3 is shown in Fig. 5, where v1, v2, v3 are
the information-bit-related VNs, v4, v5, v6 are the parity-bit-
related VNs, and c1, c2, c3 are the CNs.

3) Spatially-Coupled Codes: SC codes belong to a type of
LDPC-convolutional-like codes, and they are able to achieve
capacity-approaching decoding threshold and linear-minimum-

distance property [97], [98], [101].9 Recently, the performance
of SC codes has been carefully studied over ODMR channels
[99], [100]. It has been demonstrated that this type of codes
can exhibit excellent error performance in MR scenarios after
appropriate design.

Broadly speaking, SC codes can be constructed by coupling
a series of Lc disjoint LDPC codes together into a single
coupled chain, where Lc is defined as the coupling length. SC
codes can be viewed as a special type of LDPC convolutional
codes because the “spatial coupling” operation is equivalent
to introducing memory into LDPC codes. In fact, LDPC con-
volutional codes are yielded if the coupling length approaches
infinity (Lc → +∞) while SC codes are formulated if the
coupling length is a finite positive integer. Interestingly, the
decoding threshold of an LDPC code may be improved by
exploiting the coupling operation. Also, an SC code can be
produced by performing the “coupling” operation on a given
protograph [101]. As compared with non-protograph-based
SC codes, protograph-based SC codes enable the benefits of
simpler representation and being easier to analyze, which make
them a more preferable choice for both theoretical research and
practical applications.

In the past several years, a variety of techniques have been
conceived to realize the “spatial coupling” operation, among
which “edge spreading” is a convenient and efficient solution
[98], [101]. Consider a (dv, dc = npdv)-regular protograph
with nP VNs and single CN (i.e., mP = 1), that is, each
VN vj (j = 1, 2, . . . , np) possesses dv edges connecting
to the CN c1. Suppose that this protograph is copied Lc

times and its replicas are successively placed at the positions
1, 2, . . . , and Lc. Then, one can connect the dv edges ema-
nating from vj at position µ (µ = 1, 2, . . . , Lc) arbitrarily to
the ωc replicas of c1 at positions µ, µ+ 1, . . . , µ+ ωc, where
0 < ωc < Lc is the coupling width. By repeatedly performing
such a coupling operation on all the np VNs, the protograph
of its corresponding SC code can be generated. This type of
SC codes is referred to as terminated SC codes. Based on
the aforementioned construction method, the code rate of a
terminated SC code is Rsc = 1 − ((Lc + ωc)mP)/(LcnP) =
R − (ωcmP)/(LcnP) < R, where R is the code rate of its
original protograph code. As a consequence, the terminated
SC code possesses a relatively lower code rate with respect

9Distinguished from LDPC-block codes, the minimum free distance is
utilized to evaluate the asymptotic error performance of SC codes in the
high-SNR region [101]. In this paper, we refer to both the minimum free
distance and minimum Hamming distance as minimum distance. Thanks to
the convolutional property, the SC code always possesses a larger minimum
distance than that of its original LDPC code [170].
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Fig. 6. Structures of a rate-1/2 (3, 6)-protograph code (a), edge-spreading
rule (b), and its corresponding terminated SC code (c). The parameters used
are dv = 3, dc = 6, ωc = 2 and Lc = 5.

to its original protograph code. For instance, the structures of
a rate-1/2 (3, 6)-protograph code, “edge-spreading rule”, and
its corresponding terminated SC code are shown in Fig. 6,
where the coupling width and coupling length are ωc = 2 and
Lc = 5, respectively. In this figure, vj,µ (µ = 1, 2, . . . , Lc)
and ci,µ represent the j-th type VN and the i-th type CN at
position µ, respectively. As can be easily observed, the (3, 6)-
regular SC code suffers from a decrease in code rate, i.e.,
RSC = 3/10 < 1/2. It is because two additional CNs are
generated on the rightmost side of the protograph via edge
spreading.

From the matrix perspective, the edge spreading for a
protograph with coupling width ωc results in the division of
its corresponding base matrix into ωc + 1 sub-base-matrices,
i.e., B = BS,1+BS,2+, . . . ,BS,ωc+1, where BS,µ is the µ-th
sub-base-matrix of B. It should be noted that all the sub-
base-matrices must have the same size as the overall base
matrix. According to [170], the division rule of the base matrix
can be succinctly represented by a so-called “cutting vector”
Ξ = (ε1, ε2, . . . , εmP

), where 0 ≤ εµ ≤ εµ+1 ≤ nP and
µ = 1, 2, . . . ,mP − 1. Similarly, one can also apply the edge
spreading to the Tanner graph (i.e., the derived graph) of a
traditional LDPC codes in order to construct a terminated SC
code.10 The details of the related methodologies can be found
in [97], [99], [171].

In general, terminated SC codes can achieve lower de-
coding threshold than their LDPC/protograph counterparts
at the expense of degrading the code rate. As a remedy,
a new type of SC codes, called tail-biting SC code, has
been proposed. Tail-biting SC codes can outperform their
corresponding LDPC codes without decreasing the code rate
[98], [101]. The main idea of constructing a tail-biting SC
code is to combine the µ-th (µ = 1, 2, . . . ,mp) type CNs
at positions Lc + 1, Lc + 2, . . . , Lc + ωc with the same type
CNs at positions 1, 2, . . . , ωc, respectively, in the protograph
of a terminated SC code.11 Referring to Fig. 6, the tail-biting
SC code corresponding to the (3, 6)-regular terminated SC
code can be obtained by combining c1,6, c1,7 with c1,1, c1,2,

10For a terminated SC code generated from a (dv , dc)-regular LDPC
code, the cutting vector for the original parity-check matrix H should be
defined as Ξ = (ε1, ε2, . . . , εdv ), where 0 ≤ εµ ≤ εµ+1 ≤ dc and
µ = 1, 2, . . . , dv − 1.

11Note also that the number of CN types at each position for a protograph-
based SC code should be equal to the number of CNs in the original
protograph. On the other hand, the number of CN types at each position
for a non-protograph-based SC code should be equal to the number of CN
degrees in the original Tanner graph.

respectively. As a result, the (3, 6)-regular tail-biting SC code
not only has the same code rate and decoding threshold as
those in the original protograph code, but also has a larger
minimum distance than that of the original protograph code
[101], [170].
Remark:

• In the above-mentioned discussions, we have paid most
attention to the construction aspect of protograph codes
and SC codes because all these codes can be decoded
using BP decoding algorithm.

• Although we only give the examples of an LDPC code,
a protograph code, as well as an SC code with a code
rate R = 1/2, LDPC-based codes with higher code rates
(e.g., R ≥ 4/5) can be constructed in similar ways so as
to satisfy the requirement of MR applications.

4) Non-Binary LDPC-based Codes: As a generalization
of LDPC codes to the non-binary domain, non-binary LDPC
codes over Galois fields GF(q) have shown better error per-
formance over their binary counterparts in certain cases [103]–
[106]. In particular, non-binary LDPC codes as well as their
variants find their natural applications in MR systems thanks
to their strong robustness against burst-error impairment
and powerful error-correction capability in short/moderate-
codeword-length cases [31], [32], [48], [58], [60], [73]. In
contrast to the binary case, the elements of the parity-check
matrix H = (hi,j) for a non-binary LDPC code over GF(q)
are no longer equal to zero or one, but are selected from the
set Dq = {0, 1, . . . , q − 1}, i.e., hi,j ∈ Dq. The Tanner graph
of a non-binary LDPC-based code is identical to that of a
binary LDPC code except the edge weight, where the VNs
and CNs correspond to the coded symbols and their check-
sum constraints, respectively. More specifically, the value of
the element in the j-th column and i-th row is treated as the
weight of the edge connecting the j-th VN to the i-th CN. The
performance of a non-binary LDPC-based code is determined
by both the structure of Tanner graph and the distribution of
edge weight. In fact, all LDPC codes, protograph codes, and
SC codes can be easily extended to non-binary scenario [104]–
[106]. Since the encoding methods of non-binary LDPC-based
codes are quite similar to those of their binary counterparts
(with slight difference), we do not provide elaborations on
such issues but refer interested readers to the above literature.

In the decoding aspect, fast-Fourier-transform-based q-ary
sum-product (FFT-QSP) algorithm is one of the most classi-
cal techniques to achieve good performance with acceptable
computational complexity [158]. In recent years, some other
improved versions of the FFT-QSP algorithm have also been
proposed in order to either boost the performance or reduce
the complexity. However, with respect to their binary cases,
the complicated non-binary decoder remains one challenging
problem to be resolved before non-binary LDPC-based codes
can be widely adopted in practical applications.

IV. THEORETICAL-ANALYSIS METHODOLOGIES

In the past two decades, a variety of prestigious theoretical
methodologies have been developed to facilitate the design
and analysis of LDPC codes. Among all existing techniques,
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DE [5], [6], EXIT function [9], [10], and AWD [172],
[173] have attracted growing interests in the coding theory
community because of their high efficiency and accuracy.
In particular, DE and EXIT algorithms are very useful in
calculating the iterative decoding threshold and predicting
the asymptotic error performance in the low signal-to-noise-
ratio (SNR) region. The AWD is extremely powerful in
estimating the minimum (Hamming) distance and predicting
the asymptotic error performance in the high-SNR region. In
the previous literature, it has been shown that LDPC codes
having capacity-approaching decoding thresholds are normally
subject to undesirable minimum distances [68], [101]. This
simply means that it is extremely difficult for an LDPC code
to achieve excellent error performance in both low and high-
SNR regions.

To the best of our knowledge, the DE and EXIT algorithms
are related to both the types of code and channel, while
the AWD is only related to the type of code. Earlier works
have only investigated the DE and EXIT algorithms over
memoryless channels, such as AWGN channels [5], [6], [9],
[10]. With an increasing demand for designing LDPC codes
over MR channels, greater research effort has been dedicated
to formulating new DE [69], [70] and EXIT algorithms [55],
[71], [107] under the conditions of OD-ISI and TD-ISI. These
theoretical advancements have dramatically eased the code
construction and decoding design for LDPC-based codes in
MR channels.

In the following, we will review the principles of the above
three techniques for binary LDPC codes over OD-ISI channels.
Note that these techniques are also applicable to LDPC-code
variants and TD-ISI scenarios after minor modifications.

A. Density Evolution

As a typical asymptotic analysis tool for LDPC codes, DE
has been first proposed over AWGN channels [5], [6] and then
extended to MR channels [70]. The basic idea of this technique
is to trace the evolution of the LLR distribution in the iterative
decoder so as to determine the decoding threshold of an LDPC
code. Based on the joint coding-and-channel factor graph of
a serial concatenated coding scheme over MR channels, one
can define five types of probability density functions (PDFs)
as below.

• fn(ξ) denotes the PDF of Gaussian noise;
• fcv(ξ) denotes the average PDF of the LLR passing from

a CN to a VN;
• fvc(ξ) denotes the average PDF of the LLR passing from

a VN to a CN;
• fI,v(ξ) denotes the average PDF of the LLR passing from

the BCJR detector to a VN;
• fv,I(ξ) denotes the average PDF of the LLR passing from

a VN to the BCJR detector.
Here, the LLR message passing from the BCJR detector to a
VN is viewed as the initial LLR for the BP decoder. Given
a degree-distribution pair (λ(x), ρ(x)), DE can be used to
evaluate the decoding threshold (Eb/N0)th, i.e., the minimum
SNR for which the LDPC code can be decoded with an
arbitrarily small error probability as the codeword length

BCJR 

Detector
 !vcf  ! "cvf  

! "v,If  

BP Decoder

 !I,vf  

! "nf  

VN 

Decoder

CN 

Decoder

Fig. 7. Block diagram of the DE algorithm over an MR channel.

approaches infinity.12 The block diagram of the DE algorithm
over an MR channel is shown in Fig. 7. As seen, there exist
two sub-decoders, i.e., BCJR detector and BP decoder, in an
LDPC-coded MR system. In the DE algorithm, one should
update fI,v(ξ) and fv,I(ξ) once during each turbo iteration,
and subsequently update fvc(ξ) and fcv(ξ) TBP (TBP ≥ 1)
times, where TBP is the maximum number of BP iterations in
each turbo iteration. Assuming that tTU is the number of turbo
iterations performed, and tBP is the number of BP iterations
performed in the current turbo iteration, then the total number
of DE iterations performed equals t = tTUTBP + tBP. The
DE algorithm is summarized as Algorithm 2 , in which the
total number of DE iterations is shown as the superscript.

Remark:
• Monte-Carlo simulation should be performed to estimate

the PDF f t
I,v(ξ) since there is no closed-form expression

for it. To ensure the accuracy and ergodicity of the
DE algorithm, the codeword length should be set to a
sufficiently large positive integer.

• It can be easily observed that the log-BP decoding
algorithm and DE algorithm obey similar updating rules.
However, the LLR is assumed as the updating metric in
the former case while the PDF is assumed as the updating
metric in the latter case.

B. EXIT Algorithms

In earlier years of the development of LDPC-coded MR
systems, most research related to coding analysis and design
only relies on DE. Following the milestone work of [9],
MI-based EXIT chart has been invoked to characterize the
flow of extrinsic information through two SISO decoders
[10], [11]. As a complementary methodology of DE, the
exchange characteristics of extrinsic information between two
component decoders can be visualized by a decoding tunnel of
an EXIT chart. More importantly, the EXIT algorithm can not
only calculate the decoding threshold and optimize the code
construction with comparable accuracy as DE, but also possess
extra advantages such as lower computational complexity and
being easier to visualize and program. Thanks to its simplicity

12Alternatively, the decoding threshold can be defined as the maxi-
mum noise standard deviation for which the LDPC codes can be decoded
with an arbitrarily small error probability. It is denoted by σn,th =√

Es/(2R(Eb/N0)th), where the average energy per transmitted symbol
Es is always set to be 1. In order to distinguish σn,th from (Eb/N0)th,
the former metric is called noise decoding threshold while the latter metric
is called SNR decoding threshold. For the sake of conciseness, we directly
adopt (Eb/N0)th as the decoding threshold in this treatise.
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Algorithm 2: Density Evolution
(1) Initialization: Initialize t = tBP = 1, f0

I,v(ξ) = f0
cv(ξ) =

δ(ξ), and fn(ξ) = (1/
√

2πσ2
n)e

−(ξ/(2σ2
n)), where δ(·) is

the Dirac function.
(2) Evolving VN-to-CN density: Calculate the PDF f t

vc(ξ)
by

f t
vc(ξ) = f t−1

I,v (ξ)⊗

dv,max∑
dvj

=1

λdvj

dvj
−1⊗

µ=1

f t−1
cv (ξ)

 ,

where ⊗ is the convolution operation,
⊗dvj

−1

µ=1 is the
convolution of dvj −1 PDFs, dv,max is the maximum VN
degree.

(3) Evolving CN-to-VN density: Calculate the PDF f t
cv(ξ)

by

f t
cv(ξ) =

dc,max∑
dci

=1

ρdci
Ψ

dci
−1

c (f t
vc(ξ)),

where Ψ
dci

−1
c (·) represents the density-evolving processor

of a degree-dci CN, which is utilized to evolve the density
f t
vc(ξ) through the corresponding CN.

(4) Evolving VN-to-BCJR-detector and BCJR-detector-to
VN densities: If t = µTBP (µ = 1, 2, . . .), calculate the
PDF f t

v,I(ξ) by

f t
v,I(ξ) =

dv,max∑
dvj

=1

λdvj(
dvj

∫ 1

0
λ(x) dx

)
 dvj⊗

µ=1

f t
cv(ξ)

 .

Afterwards, measure the PDF f t
I,v(ξ) using f t

I,v(ξ) =
ΨI(f

t
v,I(ξ), fn(ξ)), where ΨI(·) represents the density-

evolving processor of the channel trellis, which is utilized
to evolve the density f t

I,v(ξ) through the joint coding-and-
channel factor graph in [70].

(5) Finalization: Compute the average error probability by
P̄ t
e =

∫ 0

−∞ f t+1
vc (ξ) dx, where f t+1

vc (ξ) is the updated VN-
to-CN PDF based on the results in Steps (3) and (4).

Repeat Steps (2) ∼ (5) until P̄ t
e → 0 or t reaches the

maximum number of iterations, i.e., t = TBPTTU, where TTU

is the maximum number of turbo iterations.

and accuracy, the EXIT chart has gained considerable attention
and has been extensively used in the design of LDPC-coded
MR systems [37], [55], [71], [93].

With the aid of EXIT algorithms, it is very convenient to
trace the convergence behavior of LDPC-coded MR systems
and design capacity-approaching codes. Broadly speaking,
there are two types of EXIT algorithms, namely IL EXIT
algorithm [37], [55], [71] and FL EXIT algorithm [41], [91],
[95], [96]. The IL algorithm belongs to the category of
asymptotically analytical tools, while the FL EXIT algorithm
belongs to the category of Monte-Carlo analytical tools. Here,
we first concisely portray the main idea of the IL EXIT
algorithm and then spend more attention on the FL EXIT
algorithm because the updating rule of the former is very
similar to that of DE algorithm.

In order to elaborate the two types of EXIT algorithms,
we should define two classes of MIs for turbo decoder and
BP decoder, respectively, based on the LLRs defined in
Sect. III-A3.

(i) Turbo decoder:
• IA,IO denotes the a-priori MI between the coded bits

{vj} and the input a-priori LLRs {LA,IO};
• IA,OI denotes the a-priori MI between the coded bits

{vj} and the input a-priori LLRs {LA,OI};
• IE,IO denotes the extrinsic MI between the coded bits

{vj} and the output extrinsic LLRs {LE,IO};
• IE,OI denotes the extrinsic MI between the coded bits

{vj} and the output extrinsic LLRs {LE,OI}.
(ii) BP decoder:
• IAv denotes the a-priori MI between the coded bits {vj}

and the input a-priori LLRs {LAv(i, j)};
• IAc denotes the a-priori MI between the coded bits {vj}

and the input a-priori LLRs {LAc(i, j)};
• IEv denotes the extrinsic MI between the coded bits {vj}

and the output extrinsic LLRs {LEv(i, j)};
• IEc denotes the extrinsic MI between the coded bits {vj}

and the output extrinsic LLRs {LEc(i, j)}.
Similar to the turbo decoding and BP decoding algorithms,
we also have IA,OI = IE,IO and IA,IO = IE,OI in each global
iteration (i.e., turbo iteration) and IAc = IEv and IAv = IEc

in each local iteration (i.e., BP iteration).
1) IL EXIT Algorithm: As an asymptotically theoretical

analysis method, the IL EXIT algorithm provides an efficient
way to predict the performance and guide the design of LDPC-
like codes.13 The block diagram of the IL EXIT algorithm
over an MR channel is shown in Fig. 8. The IL EXIT chart,
which can visualize the asymptotic decoding trajectory of
an iterative decoder, is composed of two component EXIT
curves. In the IL EXIT chart, one curve is used to depict
the relationship between IEv and IAv, while the other curve
is used to depict the relationship between IEc and IAc.
These two relationships can be mathematically expressed by
IEv = IVND(IAv, IE,IO) and IEc = ICND(IAc), where the
functions IVND(·) and ICND(·) are defined in [55, eq.(11)] and
[55, eq.(7)], respectively. The BP decoder is said to converge
successfully if the two component EXIT curves do not touch
or cross each other except at the value of unity. In this
algorithm, the initialized parameter IE,IO is output from the
BCJR detector, which is related to the type of channel. When
executing the EXIT algorithm, one should first estimate the
value of this parameter through Monte-Carlo simulations for
a given Eb/N0 and a given IE,OI. Here, we omit the derivation
of the EXIT algorithm, the details of which are available in
[55], [71], [93].

2) FL EXIT Algorithm: One important assumption for
both DE and EXIT algorithms is that the codeword length
approaches infinity. For the scenario of short or moderate
codeword length, these analytical tools can no longer work
so well because the typicality and ergodicity properties do
not hold. To overcome this shortcoming of DE and EXIT

13We may use “EXIT chart/algorithm” instead of “IL EXIT
chart/algorithm” in the remainder of this paper for brevity.
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Fig. 8. Block diagram of the IL EXIT algorithm over an MR channel.

algorithms and to make a more accurate prediction, some FL
analytical tools have been proposed. Of particular interest are
the FL EXIT analyses, which not only inherit the desirable
superiorities of IL EXIT chart but also are very effective for FL
LDPC codewords [41], [91], [95], [96]. Although the previous
FL EXIT algorithms have been proposed for designing and
analyzing convolutional codes and protograph codes, they are
readily applicable to LDPC codes and their variants after
minor modifications. After the modifications, such FL EXIT
algorithms can be utilized to design and analyze the related
codes in transmission environments with ISI.

Unlike IL EXIT charts, the FL EXIT chart consists of two
EXIT bands rather than two EXIT curves. Each EXIT band
includes an expected EXIT curve, an upper-bound curve and a
lower-bound curve. Particularly, the upper-bound curve and the
lower-bound curve are used to ensure that all individual EXIT
curves of the FL codewords lie within the band with a high
probability (e.g., 99%), while the expected EXIT curve is used
to represent the central line of the EXIT band. Typically, all
the individual EXIT curves included in the EXIT band should
be uniformly distributed on the two sides of the central line. As
illustrated in [41], [91], the FL EXIT algorithm stands out as a
convenient analytical technique to anticipate the convergence
performance of turbo-like receivers that involve two SISO
decoders. In such scenarios, one can say that the iterative
decoder will converge successfully with a high probability if
the EXIT band corresponding to the inner detector and the
EXIT band corresponding to the outer decoder do not touch
each other until (IA,IO, IE,OI) = (1, 1). Furthermore, the
region between the two expected EXIT curves is referred to as
the decoding tunnel. For a given Eb/N0 and a given codeword
length, the code having a larger decoding tunnel should enable
relatively better convergence and error performance.

The block diagram of the FL EXIT algorithm over an
MR channel is shown in Fig. 9. As observed, the two major
performance metrics in FL EXIT algorithms are IE,IO and
IE,OI. It is worth noting that the derivation procedures of
these two metrics in an FL EXIT algorithm are different from
those in its IL counterpart. In the former scenario, the BP
decoder is treated as an entire decoder and works together
with the BCJR detector in a FL manner. Thus, one should
exploit Monte-Carlo simulation to evaluate the extrinsic MIs
IE,IO and IE,OI because no closed-form formula is available.
On the other hand, in the IL EXIT algorithm, the BP decoder
is partitioned into two sub-decoders (i.e., VN decoder and
CN decoder), in which MIs are exchanged based on the IL
codeword assumption. Thus, the extrinsic MI passing from BP
decoder to BCJR detector can be calculated by a closed-form
expression [10], [93].

BCJR

Detector
-

-

+
BP

Decoder

+

(Inner Detector) (Outer Decoder)

IE,OI

IE,IO
From MR

Channel

Fig. 9. Block diagram of the FL EXIT algorithm over an MR channel.

Since both BCJR detector and BP decoder can only measure
the LLR rather than the MI, one should first formulate the
relationship between the a-priori/extrinsic MI and its corre-
sponding a-priori/extrinsic LLR before implementing the FL
algorithm. The extrinsic MI output from inner detector/outer
decoder can be measured, based on the actual PDF of its
corresponding LLRs, using

IE,θ =
1

2

∑
µ∈{+1,−1}

∫ ∞

−∞
fE,θ(ξ|X = µ)

× log2
2fE,θ(ξ|X = µ)

fE,θ(ξ|X = +1) + fE,θ(ξ|X = −1)
dξ (7)

where fE,θ(ξ|X = µ) is the conditional PDF of the output ex-
trinsic LLRs {LE,θ(j)} given X = (−1)vj = µ ∈ {+1,−1},
and θ ∈ {IO,OI}. Furthermore, given the a-priori MI IA,θ of
each component decoder, the standard derivation of the input
a-priori LLRs can be evaluated as θA,θ = J−1(IA,θ), where
the J(·) function and its inverse function are available in [10].
Utilizing θA,θ, the a-priori LLR of a VN vj for the inner
detector/outer decoder can be computed by

LA,θ(j) = (σ2
A,θ/2)xj + nL,j , (8)

where nL,j ∼ N (0, σ2
A,θ) is a Gaussian-distributed random

variable. Based on the above knowledge, the FL EXIT algo-
rithm for calculating the extrinsic MI output from the inner
detector is presented as Algorithm 3 .

Likewise, one can calculate the extrinsic MI output from
the outer decoder in a similar way as above. The relationship
between a-priori LLR IA,OI(j) and its corresponding extrinsic
LLR IE,OI(j) can be written as LE,OI(j) = Fouter(LA,OI(j))
where Fouter(·) is used to describe the behavior of the LLR-
message processor of the outer decoder. In the EXIT band
of the outer decoder, the expected EXIT curve, the upper-
bound curve and the lower-bound curve of the EXIT band are
denoted by (IA,OI,E[IE,OI]), (IA,OI,E[IE,OI]+3

√
var[IE,OI])

and (IA,OI,E[IE,OI]− 3
√

var[IE,OI]), respectively.
Remark: The EXIT band of the inner detector is determined

by the channel realization while the EXIT band of the outer
decoder is determined by the type of code.

Example 2: Based on a rate-4/5 regular column-weight-3
(CW-3) LDPC code [53], we plot the FL EXIT chart over a
dicode channel in Fig. 10, where K = 4096, TBP = 15 and
Eb/N0 = 4.0 dB. Referring to this figure, the regular CW-3
LDPC code possesses an open decoding tunnel (i.e., there is
no intersection between the two EXIT bands of BCJR detector
and BP decoder for IA,IO/IE,OI ∈ (0, 1)), indicating that the
turbo decoder can successfully converge at Eb/N0 = 4.0 dB.
It is expected that a larger decoding tunnel will be obtained
as Eb/N0 increases.
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Algorithm 3: FL EXIT Algorithm for Calculating the Extrin-
sic MI Output from the Inner Detector
(1) For a fixed Eb/N0, randomly generate a sequence of

information bits {sj} and a channel realization. These
information bits are encoded by an LDPC code {vj} and
then modulated into bipolar symbols {xj = (−1)vj}.
Based on the MR-channel output, the channel initial LLRs
{Lch(j)} can be promptly calculated.

(2) For a given a-priori MI IA,IO ∈ [0, 1], the standard
deviation σA,IO of the a-priori LLRs {LA,IO(j)} can be
evaluated using [91, eq.(4)]. With the employment of
σA,IO, one can further generate a Gaussian-distributed
LLR sequence {LA,IO(j)} utilizing (8).

(3) The sequences {Lch(j)} and {LA,IO(j)} are passed
through the inner detector in order to yield the extrin-
sic LLR sequence {LE,IO(j)}. The relationship among
these three parameters can be written as LE,IO(j) =
Finner(Lch(j), LA,IO(j)), where Finner(·) is used to de-
scribe the behavior of the LLR-message processor of inner
detector.

(4) Based on {LE,IO(j)}, the conditional PDF fE,IO(ξ|X =
µ) can be estimated using Monte-Carlo histogram, where
µ ∈ {+1,−1}. Subsequently, the extrinsic MI can be
measured utilizing (7).

(5) Repeat Steps (1) ∼ (4) without changing IA,IO to obtain a
sufficient set of IE,IO values. Then, the mean and variance
of IE,IO, i.e., E[IE,IO] and var[IE,IO], can be calculated,
respectively.

(6) Execute Steps (1) ∼ (5) for different values of IA,IO ∈
[0, 1] to obtain the EXIT band of the inner detector. In
particular, the EXIT band includes three EXIT curves,
i.e., the expected EXIT curve (IA,IO,E[IE,IO]), the upper-
bound curve (IA,IO,E[IE,IO] + 3

√
var[IE,IO]) and the

lower-bound curve (IA,IO,E[IE,IO]− 3
√
var[IE,IO]).

C. AWD Analysis

DE and EXIT algorithms are particularly useful in design-
ing LDPC-based codes with capacity-approaching decoding
thresholds. However, the decoding threshold is good for an-
alyzing the error performance in the low-SNR region, but is
no longer valid in the high-SNR region. The LDPC codes
optimized by DE/EXIT-based algorithms possess desirable
performance in the low-SNR region but are likely subject
to an error floor, i.e., an abrupt decrease in the slope of
the bit-error-rate (BER) curve, in the high-SNR region [5],
[6], [9], [10], [173]. Instead of the decoding threshold, the
minimum distance along with its distribution should be used
to indicate the error performance of LDPC codes in the high-
SNR region [172]–[175]. Furthermore, the decoding threshold
under the maximum likelihood (ML) decoding algorithm can
be derived exploiting the distance distribution, which provides
excellent estimates on the gap between the sub-optimal BP
decoding and the optimal ML decoding. As a result, the
asymptotic distance distribution (or weight distribution) of
LDPC-based code ensembles has attracted increasing attention
and has been intensely investigated [84], [101], [172]. It has

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

I E
,
I
O
/
I A

,
O

I

IA,IO/IE,OI

 

 

Inner DET: BCJR
Outer DEC: Regular CW−3

Fig. 10. FL EXIT chart of the regular CW-3 LDPC code over a dicode
channel. The expected EXIT curves are denoted by the solid lines, the upper-
bound curves and lower-bound curves are denoted by the dashed lines. The
parameters used are R = 4/5,K = 4096, TBP = 15, and Eb/N0 =
4.0 dB.

been proved in the above related works that the LDPC-based
code ensembles that have minimum distance growing linearly
with codeword length (i.e., linear-minimum-distance property)
exhibit relatively better error performance and lower error
floors in the high-SNR region with respect to their counterparts
that do not show such a property.

Consider an LDPC-based code with N VNs and K in-
formation bits, and a code rate R = K/N . Let δ be the
normalized weight, ω = δN be the Hamming weight (or
distance) and Aω be the ensemble weight enumerator for this
code. The normalized logarithmic AWD function of the code
ensemble can be defined as r(δ) = limN→∞ sup(ln(Aω)/N),
where sup(·) is the supremum operation. The expression of
the ensemble weight enumerator varies for different types
of ensembles. For example, the weight enumerators for the
LDPC code ensemble and protograph code ensemble are
derived in [173] and [175], respectively. Besides deriving
the ML decoding threshold, AWD function can also be used
to determine whether the linear-minimum-distance property
holds. In fact, the AWD function r(δ) begins with zero (i.e.,
r(0) = 0) and may go to zero again. Suppose that the second
zero crossing of r(δ) exists, i.e., ∃ δmin > 0, r(δmin) = 0.
If r(δ) ≤ 0 for all 0 < δ < δmin, then δmin is called the
typical minimum distance ratio (TMDR). In this case, we have
Pr(0 < ω < Nδmin) ≤

∑
0<δ<δmin

eNr(δ), meaning that the
ensemble weight is asymptotically larger than Nδmin as N
approaches infinity. Thus, the distance of any code extracting
from this ensemble should satisfy Pr(d ≥ Nδmin) ≥ 1− ς for
any ς > 0. In other words, with a high probability all the codes
belonging to this ensemble have minimum distances increasing
linearly with codeword length, i.e., dmin = Nδmin.

For the LDPC-based code ensembles that possess TMDRs,
the ensemble with a larger TMDR should asymptotically
outperform its counterparts with lower TMDRs in the high-
SNR region. Especially, SC code ensemble should asymptot-
ically outperform its LDPC code ensemble in the high-SNR
region even if they possess the same TMDR. It is because
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Fig. 11. AWD curves of the rate-1/2 AR3A code, AR4JA code, (3, 6)-
regular LDPC codes, (3, 6)-regular SC, and Gilbert-Varshamov bound. The
parameters used for (3, 6)-regular SC are ωc = 2 and Lc = 5.

the minimum distance of an LDPC code can be significantly
increased via spatial coupling [101], [170]. As an extreme case
of LDPC-based codes, the AWD function of the ensemble of
rate-R random codes is r(δ) = (R − 1) ln 2 + H(δ), where
H(δ) = −δ ln δ − (1 − δ) ln(1 − δ) is the entropy function
[175]. This AWD curve is referred to as the Gilbert-Varshamov
bound and serves as the fundamental upper-limit on the AWD
curves for all binary LDPC-based code ensembles.

Example 3: Utilizing the AWD analysis, we calculate the
TMDRs of the rate-1/2 AR3A code, AR4JA code, (3, 6)-
regular LDPC code and (3, 6)-regular tail-biting SC code, and
show the corresponding results in Fig. 11.14 As a benchmark,
we also include the Gilbert-Varshamov bound in this figure.
Referring to this figure, the AR4JA code, regular LDPC code
and its SC counterpart have TMDRs, and thus benefit from the
linear-minimum-distance property. Nevertheless, the AR3A
code does not have the TMDR and may suffer from an error-
floor behavior. Moreover, the regular LDPC code and the SC
code provide the TMDRs closest to the Gilbert-Varshamov
bound, and thus should achieve the best error performance in
the high-SNR region over both OD-ISI and TD-ISI channels.
This phenomenon agrees well with the statement in [53], [79],
[91], which have illustrated that the regular CW-3 code can
offer very desirable error performance in MR channels. It
should also be noted that the SC code may outperform the
regular CW-3 code in the high-SNR region because of a larger
minimum distance [170].

In summary, the LDPC-based codes that have both capacity-
approaching decoding thresholds and Gilbert-Varshamov-
bound-approaching TMDRs stand out as best candidates for
MR systems. However, it is very difficult to achieve both goals
for one code. For this reason, some researchers have resorted

14Accumulate-repeat-3-accumulate (AR3A) code and accumulate-repeat-
by- 4-jagged-accumulate (AR4JA) code are two classical types of protograph
codes. They can be viewed as the precoded RA codes, and thus are able
to realize linear encoding complexity and fast decoding [84], [91], [176].
Additionally, in this figure, the coupling width and coupling length for the
(3, 6)-regular tail-biting SC code are assumed to be ωc = 2 and Lc = 5,
respectively.

to designing LDPC-based codes that have both capacity-
approaching decoding thresholds and linear-minimum-distance
property (i.e., dmin = Nδmin) over MR channels [91], [93].

Remark:

• The decoding threshold is dependent on both the type of
code and the type of channel.

• The minimum distance is dependent on the type of code
but is independent of the type of channel.

V. DESIGN OF LDPC CODES FOR MR SYSTEMS

In this section, we present an overview of selected contri-
butions on the code construction and decoder design of binary
LDPC codes over MR channels from the rich literature.

A. Code Construction

1) Design of LDPC Codes over OD-ISI Channels: In the
existing references, DE and EXIT algorithms are two major
techniques for designing LDPC codes. In addition, several
graph-based design techniques have also been investigated.
(1) DE-based Design: In [57], [70], the authors have opti-
mized the degree-distribution pairs of LDPC codes for OD-
ISI channels by utilizing a DE-based method. Specifically, in
order to find a good LDPC code with a given code rate R, a
hill-climbing optimization scheme has been introduced in [57].
To begin with, one should fix the target error probability Pe

and the maximum number of iterations Tmax.15 Afterwards,
one can initialize the degree-distribution pair (λ0(x), ρ0(x))
of an LDPC code which can achieve Pe after Tmax DE iter-
ations (see Algorithm 2) conditioned on a decoding threshold
(Eb/N0)th = (Eb/N0)th,0. Based on the above parameter set-
ting, one makes minor change to the VN-degree distribution,
i.e., λ0(x) → λ′

0(x), and checks whether (λ′
0(x), ρ0(x)) can

achieve Pe − ς (ς is an arbitrarily small positive value) with
a smaller threshold (i.e., (Eb/N0)

′
th,0 < (Eb/N0)th,0). If so,

one sets (λ0(x), ρ0(x)) = (λ′
0(x), ρ0(x)) and (Eb/N0)th =

(Eb/N0)
′
th,0; otherwise keeps (λ0(x), ρ0(x)) unchanged. The

optimized VN-degree distribution λopt(x) can be found via
repeating the above step with a sufficient number of times,
which guarantees the smallest threshold (Eb/N0)th,min. Once
λopt(x) is acquired, the best CN-degree distribution ρopt(x)
can also be derived using a method analogous to that for opti-
mizing VN-degree distribution. The detailed DE-based degree-
distribution pair optimization algorithm for LDPC codes is
available in [57].

Unfortunately, the computational complexity for the op-
timization algorithm is extremely high if no constraint is
imposed on the polynomial expressions of λ(x) and ρ(x). To
accelerate the optimization procedure, one can appropriately
limit the search space by either fixing the CN-degree distribu-
tion ρ(x) or assuming that ρ(x) has only a few nonzero terms.
It has been recognized in various articles [6], [55], [57] that
the CN-degree distribution of a well-performing LDPC code
contains only a few nonzero terms.

15The target error probability should be set to a sufficiently small value,
e.g., Pe = 10−5.
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TABLE IV
DEGREE-DISTRIBUTION PAIRS, DECODING THRESHOLDS (Eb/N0)th (dB)

AND CAPACITY GAPS ∆ (dB) OF THE TWO OPTIMIZED LDPC CODES
WITH A CODE RATE R = 7/10 OVER DICODE AND EPR4 CHANNELS,

RESPECTIVELY.

OD-A Code for Dicode Channel OD-B Code for EPR4 Channel
dvj /dci λdvj

ρdci
dvj /dci λdvj

ρdci
2 0.2032 0.0004 2 0.2022 0
3 0.2298 0.0002 3 0.2244 0
5 0.1397 0 4 0 0
6 0.0077 0 6 0.0417 0
15 0 0.6252 10 0 0.1934
16 0 0.3588 11 0.0048 0.1023
30 0 0.0154 12 0.0007 0
47 0.1271 0 14 0 0.0658
48 0.2925 0 23 0 0.3138

N.A.

24 0 0.3247
42 0.1576 0
43 0.3157 0
50 0.0260 0

(Eb/N0)th 2.166 (Eb/N0)th 2.595
Ci.u.d 2.029 Ci.u.d 2.445
∆ 0.137 ∆ 0.150

Example 4: Consider a given rate-7/10 LDPC code with
degree-distribution pair (λ0(x), ρ0(x)). For the sake of min-
imizing the decoding thresholds (Eb/N0)th over dicode and
EPR4 channels, two capacity-approaching LDPC codes have
been constructed by exploiting the DE-based computer-search
method. The degree-distribution pairs, decoding thresholds,
and capacity gaps of the two optimized LDPC codes are
shown in Table IV [57].16 Referring to this table, the decoding
threshold of the optimized OD-A LDPC code is 2.166 dB over
a dicode channel while that of the optimized OD-B LDPC
code is 2.595 dB over a EPR4 channel, both of which have
gaps within 0.15 dB to their corresponding capacity limits.
Experimental results have shown that both optimized LDPC
codes of length 106 are about 0.2 dB away from the capacity
limits at a BER of 10−6, which reasonably match with the
theoretical analyses.
(2) EXIT-based Design: Along with the DE-based design
advancement, EXIT-based techniques have also been exten-
sively developed to optimize LDPC codes [71], [132], [177],
[178] for MR systems. In recent years, the EXIT algorithm
has attracted more attention and has become a more favorable
tool for LDPC-code design because it not only requires much
less computational complexity relative to the DE algorithm,
but also provides accurate result for threshold calculation.

In accordance with [9]–[11], an LDPC code can successfully
converge under BP decoding if there is an open decoding
tunnel in the IL EXIT chart comprising of a VN-decoder
MI curve IEv = IVND(IAv, IE,IO) and a CN-decoder MI
curve IAc = I−1

CND(IEc) = I−1
CND(IAv), where I−1

CND(·) is
the inverse function of IEc = ICND(IAc).17 To guarantee a
successful convergence, IEv should be larger than IAc for

16The capacity gap is defined as the difference between the i.i.d. capacity
limit (i.e., Ci.i.d.) and the decoding threshold (i.e., (Eb/N0)th). Also, it
should be noted that the SNR is defined as Eb/N0 =

√
1/(2Rσ2

n) in this
paper as in most other existing references, while it is defined as Es/N0 =
1/σ2

n in [57]. More precisely, Eb/N0 corresponds to the bit SNR while
Es/N0 corresponds to the symbol SNR.

17In the IL EXIT chart, the decoding tunnel is defined as the region between
the two component EXIT curves (i.e., IEv and IAc).

all IAv ∈ (0, 1). In other words, IEv ≥ IAc + ς should
be satisfied for all IAv ∈ (0, 1), where ς is an arbitrar-
ily small positive value. In particular, for a given degree-
distribution pair, the decoding tunnel will become wider as
Eb/N0 increases, indicating that fewer iterations are required
for achieving convergence by the decoder. It has been shown
theoretically [10] that matching the two component MI curves
can optimize the degree-distribution pair of LDPC codes and
approach the capacity of memoryless channels. This statement
is also true for memory channels, such as ISI channels [71],
[132], [178] and slow fading channels [26]. To have more
insight, we briefly present the optimization method for VN-
degree distribution of LDPC codes over MR channels. The
optimization for CN-degree distribution or joint optimization
for the degree-distribution pair can be carried out in a similar
manner.

The EXIT-chart-based optimization procedure can be started
with a rate-R LDPC code with the degree-distribution pair
(λ0(x), ρ0(x)). The decoding threshold of this LDPC code is
defined as (Eb/N0)th = (Eb/N0)th,0. Now, one can slightly
change λ0(x) to λ′

0(x) while fixing ρ0(x), and check whether
the new degree-distribution pair can satisfy the condition
IEv ≥ IAc + ς,∀IAc ∈ (0, 1) with a lower decoding
threshold (i.e., (Eb/N0)

′
th,0 < (Eb/N0)th,0). If the above

condition holds, one sets λ0(x) = λ′
0(x) and (Eb/N0)th,0 =

(Eb/N0)
′
th,0, otherwise keeps λ0(x) unchanged. Repeatedly

executing the above step with a sufficiently number of times
yields the optimized VN-degree distribution λopt(x). As com-
pared with the DE-based optimization method, the conver-
gence of MIs is viewed as the design criterion in the EXIT-
chart-based method.

Given a target code rate R in MR channels, the “curve-
fitting” technique [71], [132], [177] can be exploited to find a
VN-decoder MI curve that not only can lie above a given CN-
decoder MI curve but also can achieve the smallest decoding
threshold. This means that the LDPC code designed with this
technique requires the minimum Eb/N0 to realize reliable
communication in such scenarios. We then conclude that the
corresponding degree-distribution pair can provide the best fit
for the characteristic of MR channels.

The first attempt to utilize the above EXIT-chart-based
method for LDPC-code design in ISI scenarios is the work of
[71], [177]. Referring to that work, the authors have considered
a binary LDPC code combined with Gray-mapped QPSK
modulation in OD-ISI channels. 18 According to the specific
modulation scheme and channel environment, a modified
channel detector, which comprises a QPSK demapper and a
BCJR detector, has been proposed at the receiver terminal.
In the underlying decoding framework, a semi-random-walk-
based algorithm has been further developed to optimize the
degree-distribution pair of rate-1/2 LDPC code for an OD-
ISI channel with an impulse response Λ(D) = 1 + 2D +
3D2+2D4+D5. As observed from [71], the optimized LDPC
code accomplishes a performance gain of about 1.1 dB relative

18QPSK modulation is not applicable to practical MR environments.
However, the EXIT-chart-based LDPC-code design principles proposed in
[71], [177] are still useful for LDPC-coded MR systems with bipolar baseband
modulations.
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to the AWGN-optimized LDPC code over the given OD-ISI
channel.

In addition to the work [71], a modified EXIT-chart-based
approach has been proposed in [132], [178] to design degree-
distribution pairs of LDPC codes over OD-ISI channels. In
such works, the IL EXIT algorithm is implemented in a
very similar fashion to that for the FL EXIT algorithm (see
Algorithm 3). Specifically, the design principle is to match the
EXIT curve of the LDPC decoder (outer decoder) with the
EXIT curve of the channel detector (inner detector) to find
the best degree-distribution pair. The authors have adopted an
infinite-codeword-length assumption and have derived a sim-
plified expression of the extrinsic MI for the outer decoder, de-
noted by IE,OI = ΦDEC(IE,IO), based on the symmetric Gaus-
sian approximation. On the contrary, the extrinsic MI for the
inner detector, denoted by IE,IO = ΦDET(IE,OI,Λ(D), σ2

n),
should be computed using (7), in which the PDF of extrinsic
LLRs is obtained via Monte-Carlo simulations. For a given
Eb/N0 and a given LDPC code, the EXIT curves for the inner
detector IE,IO and outer decoder IE,OI can be plotted in the
same figure to establish an EXIT chart, in which the former
is plotted in the standard way but the latter is plotted on the
transposed axes. The decoding threshold can be estimated via
changing the value of Eb/N0 until the two EXIT curves touch
each other. Afterwards, the optimized degree-distribution pair
that determines the lowest decoding threshold can be found
by exploiting the computer-search method.

Nonetheless, most of the designed LDPC codes in [57],
[70], [71], [132], [177], [178] have code rates smaller than
4/5, which may not be able to fully satisfy the high-rate re-
quirement for practical MR applications. Consequently, some
researchers have delved into high-rate LDPC codes in the
context of OD-ISI channels.
(3) Graph-based Design: Here, we offer a design example of
high-rate LDPC codes by modifying the structures of Tanner
graphs based on the characteristics of a particular PR channel,
but not exploiting the DE and EXIT algorithms.

As mentioned in [41], the joint precoder-and-channel-code
design is a viable alternative to the sole code design for
improving the convergence and error performance of channel-
coded MR systems. Although precoding often cannot bring
performance improvement for LDPC-coded MR systems, the
authors in [54] have demonstrated that some particular types
of LDPC codes, such as the RA-like codes, can attain an
enhanced error-correction capability by making use of the
precoding structures.

It is apparent that the parity bits output from the accumulator
in an RA code resemble those output from the precoder
g(D) = 1/(1+D). Motivated by the above inherent precoding
property, a type of LDPC codes, called graph-matched LDPC
codes, has been constructed by modifying the structure of
conventional RA codes in [54]. Distinguished from RA codes,
in a graph-matched LDPC code, the j-th parity bit is directly
generated by its corresponding CN rather than accumulating
two adjacent CNs. According to the impulse response of a
particular OD-ISI channel, both the original information bits
and parity bits should be precoded so as to generate the real
codeword that is suitable for transmission.

To be specific, given an information sequence of length K,
all the information bits are first repeated q times to attain
an expanded bit sequence of length Kq. After processed
by an interleaver, every µq bits are grouped to generate a
parity bit via the direct connection of a CN. Aiming at
alleviating the interference coming from an OD-ISI channel,
both the original information bits and parity bits are fur-
ther precoded by 1/Λ(D) and thus the output bits of the
precoder constitute the graph-matched LDPC code, where
Λ(D) is the impulse response of the OD-ISI channel. In this
sense, the code rate of graph-matched LDPC code equals
R = K/(K + (Kq)/(µq)) = µ/(µ + 1). According to the
proposed encoding scheme, the initial LLR and the modified
Tanner graph for BP iterative decoding can be easily derived.
Subsequently, one can recover the original information bits by
executing the BP decoding algorithm. Similar to RA codes,
graph-matched LDPC codes can also realize linear encoding
and linear decoding.

Consider a rate-8/9 graph-matched LDPC code with K =
3641, q = 3, and µ = 24 over a PR4 channel. It has
been indicated in [54] that this graph-matched LDPC code
not only achieves similar error performance as the optimized
LDPC code and SPC/TP code, but also requires much lower
implementation complexity. The aforementioned advantages
make the graph-matched coding scheme extremely attractive
for MR systems.

Remark: The authors in [54] have only focused on the
encoding design of LDPC codes over ODMR channels under
the BP decoding but have not considered the effect of turbo
detection.

2) Design of LDPC Codes over TD-ISI Channels: TD-ISI
channels involve another type of interference in addition to ISI,
namely ITI, which may impose significant effect on the design
results. In such type of channels, LDPC-code design has been
predominantly investigated by utilizing EXIT algorithms [37],
[55].

In [55], the authors have first estimated the SIRs of TD-ISI
channels with different recording densities. Then, they have
considered LDPC codes with a code rate R = 8/9 and a fixed
CN degree, and have optimized the VN-degree distribution
over TD-ISI channels with recording densities of 1Tb/in2 and
4Tb/in2, respectively, by fitting the MI curve for VND with
the MI curve for CND in the EXIT chart. Assuming that all CN
degrees are set to be 27, the VN-degree distributions for two
optimized LDPC codes, referred to as TD-A LDPC code and
TD-B LDPC code, are presented in Table V. Simulation results
have illustrated that both optimized LDPC codes can obtain
remarkable gains as compared to the AWGN-optimized LDPC
code over TD-ISI channels. Moreover, at a BER of 10−5, the
TD-B LDPC code of length 13824 is only 0.33 dB away from
the capacity of a TD-ISI channel with a recording density of
4Tb/in2, and thus appears to be an excellent candidate for
UHD MR systems.

Note that although a modified DE algorithm has been
introduced to analyze the decoding threshold of LDPC codes
over TD-ISI channels in [69], no previous work has studied
the DE-based LDPC-code design in such scenarios till now.



20 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. XX, NO. X, MONTH YEAR

TABLE V
VN-DEGREE DISTRIBUTIONS OF TWO OPTIMIZED LDPC CODES WITH A

CODE RATE R = 8/9 OVER TD-ISI CHANNELS WITH RECORDING
DENSITIES OF 1Tb/in2 AND 4Tb/in2 , RESPECTIVELY. THE CN DEGREE

OF BOTH CODES IS SET TO BE 27.

Code Type
dvj 2 3 9 10

TD-A code for 1TB/in2 0.0676 0.6250 0.0763 0.2312
TD-B code for 4TB/in2 0.1445 0.8146 0.0378 0.0031

3) Design of QC-LDPC Codes over MR Channels: Apart
from RA-like codes, QC-LDPC codes are also very promising
for data-storage applications because they can dramatically
reduce the complexity of conventional LDPC codes without
deteriorating their error performance. In the past decade,
different types of QC-LDPC codes that enable excellent error
performance in MR systems have been proposed [81], [82],
[167], [179]. In particular, the authors in [81], [82], [167],
[179] have carried out their designs over OD-ISI channels and
TD-ISI channels.

According to Sect. III-A2, QC-LDPC codes can be con-
structed based on circulant permutation matrices and are
capable of realizing linear encoding with the aid of simple
shift registers. Furthermore, the QC structure can significantly
facilitate the development of hardware-friendly decoders. For
example, the feasibility of FPGA-based implementation of
QC-LDPC codes over MR channels has been extensively
discussed in [82]. Aiming at increasing the decoding through-
put, the authors have conceived a new decoding hardware
architecture in addition to the encoding design. It has been
demonstrated that the proposed QC-LDPC codes and their
decoder can achieve superior error performance and desirable
throughput in the FPGA-based simulation platform.

Unfortunately, thus far, no related work has studied LDPC
codes with linear-minimum-distance property over MR chan-
nels.

B. Decoder Design

In parallel with the development of code-construction tech-
nique in MR systems, a variety of detection/decoding algo-
rithms have also been proposed in order to improve the overall
performance or reduce the implementation complexity of such
systems.

1) OD-ISI Channels: In the error-performance aspect, a
state-based parallel MP detector has been introduced to cir-
cumvent the high-delay issue of BCJR algorithm [30]. Fur-
thermore, the state-based MP detector can perform as well
as the BCJR detector with acceptable iterations over OD-
ISI channels. Due to the unified decoding mechanisms, the
proposed MP detection algorithm can be seamlessly combined
with the LDPC-based MP decoding algorithm to form a joint
MP decoding algorithm for LDPC-coded MR systems.

Inspired by this work, the authors in [63], [74], [127], [153]
have conceived several efficient joint detection-and-decoding
algorithms for LDPC codes over OD-ISI channels, which
can outperform the combination of BCJR detector and BP
decoder at the cost of increasing computational complexity.
For example, in [74], a modified Tanner graph that describes
the relationship between the noiseless channel output symbols

(i.e., {y′j}) and CNs has been developed in contrast to the
conventional Tanner graph for LDPC codes. Meanwhile, based
on the constraints imposed by the channel trellis, a channel
graph that describes the relationship between the channel
states (referred to as the channel nodes) and {y′j} can be
plotted. Hence, one can build a modified factor graph which
represents the relationship among the channel nodes, channel
output symbols and CNs. In order to substantially exploit both
channel and code information, the conventional MP decoder
has been improved, which produces the a-posteriori messages
of channel output symbols rather than channel input symbols
(i.e., {xj}) [74]. Through such a manner, a joint MP detection-
and-decoding algorithm can be formulated by taking into
consideration both the symbol-based MP detection algorithm
and the symbol-based MP decoding algorithm. Based on the
a-posteriori messages of {y′j}, one can easily derive the a-
posteriori messages of {xj}, which are used to retrieve the
original information bits. As shown in [74], the joint MP
detection-and-decoding algorithm is remarkably superior to
the conventional turbo (i.e., joint BCJR-and-BP) decoding
algorithm at the expense of relatively higher computation
complexity.

With an aim to addressing the error-floor problem existing
in LDPC codes, the bit-pinning, trellis-pruning techniques as
well as the generalized LDPC decoder previously proposed for
AWGN channels [180] have been extended to OD-ISI channels
[51]. In [51], a modified importance sampling technique has
been first proposed to estimate the error-floor behavior and
to find the dominant trapping sets of an LDPC code. The
dominant trapping sets are of great importance to determine
the error performance in the high-SNR region. After that, the
bit-pinning and trellis-pruning techniques have been utilized to
pin certain bits in such trapping sets prior to transmitting the
codeword.19 As a further insight, a generalized LDPC decoder
has been designed to connect the dominant trapping sets so as
to prevent the decoding process from being trapped in these
trapping sets. Analytical and simulated results in [51] have
shown that the three proposed techniques can significantly
lower the error floor of LDPC codes in OD-ISI channels,
especially in PR1 and EPR4 channels.

In addition to the above-reported contributions, the works
in [75], [155] have considered the complexity problems of
existing detection/decoding algorithms for OD-ISI channels
and have developed several low-complexity detection and
decoding algorithms. On the one hand, the authors in [155]
have conceived a reduced-state SISO detector that can signif-
icantly lower the complexity of BCJR detector with a slight
performance degradation. On the other hand, the authors in
[75] have further proposed an efficient method to reduce
the computational complexity of BP decoding algorithm. To
compensate the performance degradation arising from the
simplified computation, an attenuation factor has also been

19A trapping set is a subset of VNs in the Tanner graph that cannot converge
correctly under the BP iterative decoder. Precisely speaking, an (nT,mT)
trapping set is a subset of nT VNs, which induces a subgraph with mT CNs
having an odd number of edges connecting to the nT VNs. The bit-pinning
and trellis-pruning techniques are proposed for the BP decoder and BCJR
detector, respectively, to eliminate such detrimental sets.
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introduced in [75] when calculating the LLRs output from the
CN decoder. As compared with the conventional BP decoding
algorithm, the reduced-complexity BP decoding algorithm
benefits from much lower computational complexity with a
negligible performance loss.

2) TD-ISI Channels: In recent years, the channel detection
algorithms, LDPC decoding algorithms as well as the joint
detection-and-decoding algorithms have also been discussed
for LDPC-coded TDMR systems [52], [60], [77]–[80], [142],
[152], [156], [181].

Although the symbol-based BCJR detector can provide
optimal performance over TD-ISI channels, the high computa-
tional complexity is a challenging problem for its hardware im-
plementation. Hence, several sub-optimal detection algorithms,
e.g., iterative row-column soft decision feedback algorithm
(IRCSDF) [181], have been developed so as to reduce the
complexity of BCJR detector without sacrificing much per-
formance. Unlike the BCJR detector, the IRCSDF detector
consists of two component detectors, namely row detector
and column detector, which can exchange their correspond-
ing extrinsic soft information iteratively. After performing a
sufficient number of iterations, the two types of extrinsic
information are combined and passed to the LDPC decoder
for further processing. In the IRCSDF detection algorithm,
the row/column detector utilizes a modified BCJR algorithm
to detect the equivalent horizontal/vertical data strips, which
are mapped from the readback data array. Unfortunately, the
complexity of the IRCSDF algorithm is still exponentially
increasing with the size of the TD CIR matrix.

To reduce the complexity of the IRCSDF detection algo-
rithm, the original TD-ISI channel is reduced to an OD-
ISI channel based on Gaussian approximation (GA). Con-
sequently, a GA-IRCSDFA-based BCJR detector has been
proposed to detect the channel input signal more efficiently
[79], in which each component TD-BCJR detector can be
replaced by an OD-BCJR detector. To elaborate a little fur-
ther, we consider the component row detector and rewrite
the channel output (4) as yl,j =

∑κτ

τ=1 h1,τxl−1,j−τ +∑κµ

µ=2

∑κt

τ=1 hµ,τxl−µ,j−τ + nl,j =
∑κτ

τ=1 h1,τxl−1,j−τ +
nR,l,j , where nR,l,j =

∑κµ

µ=2

∑κτ

τ=1 hµ,τxl−µ,j−τ + nl,j . As
observed, the first term on the right-hand side of yl,j is the
summation of down-track interference, while the second term
is the equivalent noise for the row detector. Specifically, the
equivalent noise nR,l,j is the summation of (κµ − 1)κτ + 1
independent random variables. Although the exact PDF of
nR,l,j is difficult to be derived, it can be approximately
characterized by a Gaussian distribution based on the central-
limit theorem. Hence, nR,l,j is considered as a modified
Gaussian noise, whose PDF can be computed by evaluating the
mean and variance of its (κµ − 1)κτ + 1 component random
variables. The column detector can be processed utilizing a
similar method. According to the above discussions, the GA-
IRCSDF-based BCJR detector has much lower complexity
in comparison with the symbol-based BCJR detector and
IRCSDF-based detector. The detailed complexity comparison
among these three detectors is available in [79].

Example 5: Assume that a rate-7/8 regular CW-3 LDPC
code of length 4800 is transmitted over a TD-ISI channel with
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Inner DET: Symbol−based BCJR
Inner DET: GA−IRCSDFA−based BCJR
Outer DEC: Regular CW−3

Fig. 12. Expected FL PEXIT curves of the symbol-based BCJR detector and
GA-IRCSDFA-based BCJR detector over a TD-ISI channel with a recording
density of 4Tb/in2, where the regular CW-3 LDPC code is adopted as
the channel code. The parameters used are R = 7/8, N = 4800, TBP =
30 and Eb/N0 = 4.4 dB.

a recording density of 4Tb/in2 and the maximum number
of the BP iterations is TBP = 30. We adopt the FL PEXIT
algorithm to derive the extrinsic MIs of the symbol-based
BCJR detector and GA-IRCSDFA-based BCJR detector at
Eb/N0 = 4.4 dB, and plot their corresponding EXIT curves
in Fig. 12.20 Referring to this figure, the symbol-based BCJR
detector achieves a slight gain over the GA-IRCSDFA-based
BCJR detector for a given a-priori MI, which leads to a larger
decoding tunnel. Although the GA-IRCSDFA-based BCJR
detector is inferior to the symbol-based BCJR detector in terms
of convergence speed, the former is superior to the latter in
terms of implementation complexity.

As a further study, Fig. 13 presents the BER curves of
the two different detectors over a TD-ISI channel, where
the maximum number of turbo iterations is assumed to be
TTU = 10. It can be seen that the symbol-based BCJR detector
achieves a gain of about 0.3 dB compared with the GA-
IRCSDFA-based BCJR detector at a BER of 10−6, which
agrees well with the FL PEXIT-chart analysis. In summary, the
GA-IRCSDFA-based BCJR detector strikes a good tradeoff
between error performance and implementation complexity,
and therefore stands out as a superb candidate for use in
practical MR systems.

From the perspective of decoding algorithm, a linear-
programming decoding framework has been conceived for
LDPC codes over TD-ISI channels [52]. The linear-
programming decoding algorithm can serve as an alternative
to the BP decoding algorithm because the former produces
better performance than the latter in the high-SNR region.
Furthermore, two enhanced min-sum decoding algorithms
have been proposed in [80], which not only can achieve better
performance than the conventional min-sum algorithm, but
also can retain the low-computational-complexity property.

As in OD-ISI channels, there also exist some relevant works
investigating the joint detection-and-decoding algorithms for

20For conciseness, we ignore the upper-bound curve and lower-bound curve
of the EXIT band in this figure.
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Fig. 13. BER curves of the symbol-based BCJR detector and GA-IRCSDFA
BCJR detector over a TD-ISI channel with a recording density of 4Tb/in2,
where the regular CW-3 LDPC code is adopted as the channel code. The
parameters used are R = 7/8, N = 4800, TTU = 10 and TBP = 30.

LDPC-coded TDMR systems [77], [78], [142], [152]. Of par-
ticular interest is the work of [77], in which the authors have
not only proposed an efficient joint MP decoding algorithm
but also developed a modified EXIT chart to validate the
fast convergence speed and excellent error performance of the
proposed algorithm. Here, we do not present the details of
the corresponding algorithms in [77] because they are not the
major focus of this paper.

VI. DESIGN OF LDPC-CODE VARIANTS FOR MR
SYSTEMS

Thanks to their desirable properties, LDPC codes have been
thoroughly investigated in the context of MR channels. In the
wake of the remarkable success of LDPC-coded MR systems,
a myriad of LDPC-code variants have been proposed in such
environments, all of which are superior to the conventional
LDPC codes in certain aspects. In this section, we cover the
development of the design of several representative variants of
LDPC codes over MR channels.

A. Design of Protograph Codes

Among all the variants of LDPC codes, protograph codes
have received growing interests due to their simple structures
and desirable error performance. In the past five years, the
performance of protograph codes has been comprehensively
investigated over OD-ISI and TD-ISI channels [68], [83], [91]–
[96]. Different from the research of conventional LDPC codes,
most research on the protograph-code design for MR systems
has considered not only the decoding threshold but also
the linear-minimum-distance property. Indeed, the design of
protograph codes is very sensitive to degree-2 VNs. Although
degree-2 VNs can help lowering the decoding threshold, too
many degree-2 VNs may deteriorate the linear-minimum-
distance property. Therefore, degree-2 VNs should be carefully
incorporated into the protograph in order to obtain the smallest
decoding threshold while retaining TMDR. To this end, Abu-
Surra et al. [176] have proposed a certain class of protograph

codes with degree-2 VNs, which can ensure the existence of
TMDR.

In OD-ISI channels, the authors in [91], [92] have utilized
the FL PEXIT algorithm to design punctured protograph
codes, while the authors in [93], [94] have utilized the IL
PEXIT algorithm to design non-punctured protograph codes.
All of these codes possess fast convergence speed without
losing the linear-minimum-distance property, and thus are very
promising candidates for MR systems. Since we have already
introduced the research progress in the design and analysis of
protograph codes over OD-ISI channels in [68], we turn our
attention to the recent achievements related to designing such
codes over TD-ISI channels [83], [95], [96].

Inspired by the superiorities of protograph codes in OD-
ISI channels, this type of codes have been applied to TD-
ISI channels. Yet, the authors in [95], [96] have found that
both OD-ISI-optimized LDPC codes and protograph codes
are no longer suitable for TD-ISI channels, and hence have
developed a computer-search-based methodology to design
good-performing protograph codes in such scenarios.

To beginning with, one can first adopt a rate-1/2 non-
punctured protograph code of size 3× 6, which includes one
degree-2 VN and one degree-4 VN.21 Then, the base matrix
can be initialized with

B =

 1 1 b1,3 b1,4 b1,5 b1,6
1 2 b2,3 b2,4 b2,5 b2,6
0 1 b3,3 b3,4 b3,5 b3,6

 , (9)

where the (i, j)-th element bi,j is a non-negative integer. To
guarantee the linear-minimum-distance property, one should
limit the fraction of degree-2 VNs and impose a constraint
on such VNs. Based on the principles proposed in [176], we
assume that the maximum number of degree-2 VNs is 2 (i.e.,
the first and the last VNs) and that no cycle exists in the sub-
graph induced by these two degree-2 VNs as well as their
associated CNs and edges. Also, we set bi,j ∈ {0, 1, 2, 3}
to keep the low-complexity property of protograph codes.
Under the above constraints, the optimization objective is to
minimize the decoding tunnel by changing the elements in
the base matrix. In particular, the area of the decoding tunnel
can be evaluated by exploiting the FL PEXIT algorithm and
be visualized in the FL PEXIT chart. In consequence, the
optimization problem is to resolve the function min{bi,j} DP,
where DP is the decoding tunnel of the protograph code. One
can promptly obtain the optimized base matrix via a simple
search, i.e., [96]

BM =

 1 1 0 2 0 0
1 2 1 1 3 1
0 1 2 0 0 1

 . (10)

Here, we refer to the rate-1/2 optimized protograph code as
the mother protograph code CM. Aiming at realizing higher
code rates, an RC virtual sub-codeword VE has been designed
to concatenate with the rate-1/2 protograph code so as to
constitute an overall RC optimized protograph (RCOP) code
C = (CM,VE). The protograph of a rate-(n + 1)/(n + 2)

21We assume that this protograph code does not include any degree-1 VN.
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Fig. 14. Protograph of a rate-(n+ 1)/(n+ 2) RCOP code.

RCOP code is presented in Fig. 14 where n = 0, 1, . . .. As
can be seen, all the component VNs in VE have a degree of
3. Moreover, the RC virtual sub-codeword VE and the mother
protograph code CM share the same CNs.

Example 6: Fig. 15 depicts the expected FL EXIT curves
of three rate-7/8 codes, i.e., the RCOP code, the protograph
code optimized for OD-ISI channels (referred to as OD-
ISI protograph code) [94] and the good-performing regular
CW-3 LDPC code [53], [79], over a TD-ISI channel where
the symbol-based BCJR detector is adopted as the channel
decoder. One can observe that the RCOP code offers a larger
decoding tunnel as compared with the regular CW-3 code and
OD-ISI protograph code. Accordingly, the RCOP code should
obtain an additional gain over the other two codes in terms of
decoding threshold and error performance.

To further validate the code design and analytical result, we
compare the BER performance of the three codes over a TD-
ISI channel in Fig. 16. As shown in this figure, at Eb/N0 =
4.6 dB, the RCOP code achieves a BER of 3 × 10−8, while
the regular CW-3 code and OD-ISI protograph code merely
accomplish BERs of 2 × 10−7 and 4 × 10−6, respectively.
Furthermore, a larger BER performance gain can be obtained
by the RCOP code as Eb/N0 increases.

To get more implementation benefits, a modified PEG
algorithm has been developed by Kong et al. [83] and large-
girth QC-protograph codes have been constructed. It has been
suggested that the proposed QC-protograph code can perform
very close to the optimized irregular LDPC codes over TD-
ISI channels. Thanks to the low-complexity encoder and
decoder structures, the QC-protograph codes can serve as an
excellent alternative to the conventional LDPC codes for MR
applications.

To the best of our knowledge, all the previous protograph-
code-related works have restricted their attention to the code-
construction aspect and have never mentioned the decoding
algorithm.
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Inner DET: Symbol−based BCJR
Outer DEC: OD−ISI protograph code
Outer DEC: Regular CW−3 code
Outer DEC: RCOP code

Fig. 15. Expected FL EXIT curves of the RCOP code, OD-ISI protograph
code and regular CW-3 LDPC code over a TD-ISI channel with a recording
density of 4 Tb/in2. The parameters used are R = 7/8, N = 4800, TBP =
30 and Eb/N0 = 4.4 dB, where TBP denotes the maximum number of BP
iterations.

3.6 3.8 4 4.2 4.4 4.6 4.8
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

Eb/N0 (dB)

B
E
R

 

 
OD−ISI protograph code
Regular CW−3 code
RCOP code
Capacity limit

Fig. 16. BER curves of the RCOP code, OD-ISI protograph code and
regular CW-3 LDPC code over a TD-ISI channel with a recording density
of 4 Tb/in2. The parameters used are R = 7/8, N = 4800, TTU =
10 and TBP = 30, where TTU denotes the maximum number of turbo
iterations.

B. Design of RA codes

As mentioned in Sect. III-B2, RA codes are a simple variant
of LDPC codes that can achieve desirable error performance
with relatively lower encoding and decoding complexity. The
graph-matched LDPC codes introduced in Sect. V-A1 can be
considered as a design paradigm of RA-like codes in ODMR
systems.

On the other hand, the irregular LDPC codes (i.e., the TD-
A and TD-B codes in Table V) optimized for TDMR systems
are unstructured and thus require high encoding and decoding
complexity [55]. To solve this problem, Mehrnoush et al. [37]
have conducted an insightful study on IRA codes in such
scenarios. Unlike [55], a more practical channel model, namely
Voronoi model, has been considered in [37]. This channel
model not only includes TD-ISI, but also takes into account
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the overwrite effect occurring in the UHD MR systems.22 In
this channel model, two EXIT-chart methods, i.e., theory-based
method and simulation-based method, have been conceived to
optimize the VN degree distribution of IRA codes for the MR
system with one turbo iteration (i.e., global iteration). In what
follows, we briefly review these two methods.

Due to the overwrite effect in the TD-ISI channel, the
extrinsic LLRs output from the VN decoder no longer follow
a symmetric Gaussian distribution, and thus the closed-form
MI expression proposed in [55] is not applicable. For this
reason, in the simulation-based EXIT-chart design method, the
authors have employed Monte-Carlo simulation to attain the
extrinsic LLRs output from the degree-dvj VN decoder and
has estimated the PDF of these LLRs. Based on the given
PDF, the extrinsic MI IEv(dvj ) can be calculated utilizing (7).
The simulated EXIT curve for a VN decoder can be easily
obtained by IEv =

∑dv,max

j=2 IEv(dvj ). Likewise, one can get
the simulated EXIT curve for a CN decoder through a similar
method. By fitting the EXIT curve of the VN decoder with
that of the CN decoder, the optimized degree distribution of
VNs can be obtained.

As can be observed from the extrinsic LLR histograms
output from a VN decoder, the PDF shape of these LLRs can
be well characterized by a two-component Gaussian mixture
model [37]. Moreover, the extrinsic LLRs output from a CN
decoder can be approximately described by a symmetric Gaus-
sian distribution. Thus, in the theory-based EXIT-chart design
method, the PDF of the LLR sequence {LEv(i, j)} is evaluated
based on the feature of two component Gaussian distributions.
Then, one can substitute the resultant PDF into (7) to yield
the EXIT curve for a VN decoder. On the other hand, the
EXIT curve for a CN decoder can be generated utilizing [55,
eq.(7)]. After formulating the two theoretical EXIT curves,
one can immediately optimize the degree distribution of VNs
by exploiting a curve-fitting technique. Especially, a linear-
programming-based optimization method has been proposed
to fit the two component EXIT curves.

As illustrated in [37], the IRA codes optimized by the
theory-based method and simulation-based method outperform
the AWGN-optimized IRA code in a Voronoi TDMR channel.
Moreover, the theory-based optimized IRA code performs
similarly as or better than the simulation-based optimized
counterpart. It is worth noting that the simulation-based code-
design method has also been extended to a turbo-equalization
framework with multiple global iterations in the same paper.

To ensure the good performance of IRA-coded TDMR
systems, a new turbo detector based on a BCJR-aided row-
column detector and an IRA decoder has been conceived in
[50]. Simulation results have suggested that this turbo detector
significantly outperforms the counterpart proposed in [182].

C. Design of SC Codes
SC codes are an appealing type of structured LDPC codes

that can easily accomplish excellent error performance in both

22In TDMR systems, the number of coded bits is always larger than the
number of magnetic grains. In this case, some bits may be overwritten on the
surrounding grains rather than any of the given grains. This phenomenon is
called overwrite effect [37].

Fig. 17. Structure of a (6, 2) AS, which includes 6 VNs, 3 even-degree CNs
and 2 odd-degree CNs.

low and high-SNR regions. Despite their rich literature, SC
codes have been predominantly investigated in the context of
binary erasure and AWGN channels. One notable contribution
related to SC-code design for MR systems is the work of [99].
Referring to this work, Esfahanizadeh et al. have provided the
first comprehensive study on the design of FL non-protograph-
based SC codes over OD-ISI channels. Particularly, they have
dedicated special attention to designing non-binary circulant-
based SC codes rather than binary SC codes for MR systems.

In [99], the major design objective is to lower the error
floor of non-binary SC codes while preserving their original
structure. Unlike the IL case, the FL LDPC-based codes used
in practical MR systems cannot avoid (small) cycles, which
may result in trapping sets. The absorbing sets (ASs) are a
special case of trapping sets [31], [32], [99], in which the
number of neighboring even-degree CNs is strictly larger than
that of the neighboring odd-degree CNs (see Fig. 17). If the
number of odd-degree CNs mT is smaller than a certain
threshold, the (nT,mT) AS is called a balanced AS (BAS)
[99]. It has been proved by a variety of research articles that
the BASs are the primary detrimental factor causing the error-
floor behavior in MR environments. Through spatial coupling,
some conditions for the existence of BASs reduce such that the
SC codes always possess relatively fewer BASs with respect
to their uncoupled counterparts. Furthermore, the number of
BASs in a non-binary SC code is dependent on both the edge
weight and cutting vector.

For this reason, a two-step optimization approach has been
proposed to eliminate the BASs from the Tanner graph of
a non-binary circulant-based SC code over OD-ISI channels.
The optimization approach is outlined as below [99].
(1) Given a non-binary circulant-based LDPC code and a

coupling length Lc, select a type of cutting vector Ξ =
(ε1, ε2, . . . , εdv ) which leads to the minimum number of
BASs.23

(2) Appropriately change the edge weights of the non-binary
Tanner graph, which can thoroughly eliminate the remain-
ing dominant BASs.

According to the above-mentioned optimization approach, two
efficient algorithms have been introduced so as to find the
optimal cutting vector and edge-weight distribution for non-
binary SC codes, respectively. As demonstrated in [99], the
optimized SC codes possess a noticeable performance gain
over their uncoupled counterparts as well as the unoptimized

23Here, εµ is the µ-th element of Ξ (0 ≤ εµ ≤ dc); and dv and dc are,
respectively, the VN and CN degrees of the circulant-based LDPC code.
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Fig. 18. Block diagram of the joint detection-and-decoding algorithm for
non-binary LDPC codes over a TD-ISI channel.

SC codes. More importantly, no error floor is observed for the
optimized SC codes at a word error rate (WER) of 10−10.

D. Design of Non-Binary LDPC-based Codes

Non-binary LDPC-based codes represent another prevailing
research direction for channel-coded MR systems. Apart from
the non-binary SC codes mentioned in Sect. VI-C, other non-
binary LDPC-based codes, such as non-binary LDPC codes
and non-binary protograph codes, have also attracted signifi-
cant amount of attention in both coding and MR communities.

1) Non-Binary LDPC Codes: The design of non-binary
LDPC codes for MR channels has been studied in [31], [106],
[110]. In [31], [110], the authors have conducted an in-depth
investigation on the error-floor problem of non-binary LDPC
codes over MR channels. As in non-binary SC codes, BASs
are also considered as the dominant error type that leads to
the error floor of non-binary LDPC codes. Hence, the design
algorithm adopted in [31], [110] is very similar to that in
[99]. In particular, an edge-weight distribution optimization
algorithm has been invoked for the corresponding Tanner
graph of non-binary LDPC codes so as to break as many BASs
as possible in MR scenarios. As a further advancement, a novel
prediction technique that combines both analyses and biased
simulations to accurately estimate the error-floor level of non-
binary LDPC codes has been proposed in [31]. Especially,
the proposed prediction technique can overcome the time-
consuming weakness of conventional Monte-Carlo simula-
tions. With an aim to enhancing the burst-error-correction
capability of non-binary LDPC codes in MR systems, another
design methodology has also been conceived in [106].

Besides the code-construction aspect, a myriad of detection
and decoding algorithms have been proposed to match the
characteristics of different non-binary LDPC codes in the
context of MR channels [48], [60], [109], [115], [127], [153],
[161]. Here, we provide a brief introduction of the joint
detection-and-decoding algorithm proposed in [109], which
can achieve outstanding error performance with relatively low
complexity.

Fig. 18 depicts the block diagram of the joint detection-
and-decoding algorithm, which can be utilized to decode
non-binary LDPC codes over TD-ISI channels. Referring to
this figure, the inner detector and the outer decoder are
implemented by the GA-IRCSDFA-based detector and the CN-
reliability-based non-binary BP decoder [183], respectively.
The extrinsic message is updated between the inner detector
(i.e., GA-IRCSDFA-based BCJR detector) and the outer de-
coder (i.e., CN-reliability-based non-binary BP decoder) for
the sake of boosting the overall error performance. Since

the GA-IRCSDFA-based detector has already been introduced
in Sect. V-B2, we only summarize the principles of CN-
reliability-based non-binary BP decoder here.

Distinguished from the standard BP decoding algorithm,
the CN-reliability-based BP decoding algorithm only allows a
fraction of the CNs and VNs to exchange extrinsic messages
with their neighboring nodes in each iteration. In the proposed
decoding algorithm, the reliability of a CN is measured by the
checksum and probability mass function of its associated q-
ary symbols. At the end of each iteration, the CN will be
labeled as unreliable if (i) its checksum is non-zero or (ii) the
checksum is zero but its probability mass function is smaller
than a predefined threshold. In the next iteration, only the
unreliable CNs and their associated VNs are allowed to further
update their extrinsic messages, while the reliable CNs and
their associated VNs are forbidden to do so. In fact, most VNs
can converge to a sufficiently reliable status (i.e., can achieve
sufficiently large LLRs) after a few iterations under the BP
decoding algorithm. Thereby, the computational complexity
of the decoding algorithm can be substantially reduced by
skipping the message propagation for high-reliability VNs at
the cost of slight degradation in error performance.

Since the performance metric used in the CN-reliability-
based BP decoding algorithm is the symbol-based extrinsic
message while the performance metric used in the GA-
IRCSDFA-based BCJR detector is the bit-based extrinsic mes-
sage, a bit-to-symbol converter and a symbol-to-bit converter
should be exploited to realize conversion between these two
metrics (see Fig. 18).

2) Non-Binary Protograph Codes: Like other non-binary
counterparts, non-binary protograph codes may also exhibit
good error performance over MR channels. To date, there have
been two major works studying the design and analysis of non-
binary protograph codes over MR channels [73], [107].

Concretely speaking, the IL PEXIT algorithm for OD-ISI
channels has been extended to the non-binary domain in [107].
This algorithm can be utilized to calculate the decoding thresh-
old of non-binary protograph code and to predict their error
performance in the low-SNR region over OD-ISI channels.
It has been shown in [107] that the decoding threshold of
a (2, 4)-regular protograph code dramatically decreases with
the GF size (i.e., q) while the decoding threshold of a (3, 6)-
regular protograph code increases slowly with q. However, no
code-design result has been presented in the paper.

In the context of TD-ISI channels, a PEXIT-AWD-aided
optimization method has been proposed by Chen et al. [73]
to design protographs that can achieve good performance in
both low-SNR region and high-SNR region over small GF
sizes (i.e., 4 ≤ q ≤ 32). It has been proved in [104], [107]
that the non-binary protograph codes having a large fraction of
degree-2 VNs may improve the decoding threshold but degrade
the linear-minimum-distance property simultaneously. Based
on the above principle, two optimized non-binary protograph
codes, namely NP1 code and NP2 code, have been formulated
to strike a good balance between the error performance in
the low-SNR region and high-SNR region [73]. In the non-
binary code design, it has been assumed that the edge weights
in the protographs are randomly selected from the set Dq =
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3n

(a) (b)

Fig. 19. Protographs of (a) a rate-8/9 non-binary NP1 code and (b) a rate-
(n+ 1)/(n+ 2) non-binary NP2 code.

{0, 1, . . . , q− 1}. Moreover, the number of degree-2 VNs has
been carefully chosen. The structures of the non-binary NP1
code and non-binary NP2 code are presented in Fig. 19. As
seen from this figure, the code rates of the NP1 code and
NP2 code equal RNP1 = 8/9 and RNP2 = (n + 1)/(n + 2),
respectively, where n = 0, 1, . . .. Especially, when n = 7, the
code rate of NP2 code also becomes RNP2 = 8/9.

With the help of non-binary PEXIT analysis, one can easily
find that both the rate-8/9 NP1 and NP2 codes possess the
lowest decoding thresholds, i.e., 3.95 dB and 3.9 dB, when
q = 16. Additionally, exploiting the non-binary AWD analysis,
one can find that the AWD curves of both NP1 and NP2
codes can converge to the Gilbert-Varshamov bound as the
normalized weight δ becomes larger [73]. In particular, the
NP1 code has a TDMR closer to the Gilbert-Varshamov bound
as compared with the NP2 code. Thus, it can be conjectured
that both NP1 and NP2 have good error-floor performance.
Moreover, the NP1 code may have an even lower BER in
the high-SNR region relative to the NP2 code. To have more
insight, the BER simulation of the NP1 and NP2 codes over
GF(16) is given as below.

Example 7: Considering a TD-ISI channel with a recording
density of 4 Tb/in2, Fig. 20 presents the BER curves of the
rate-8/9 non-binary (i) NP1 code, (ii) NP2 code, and (iii)
LDPC code proposed in [48] over GF(16). For comparison,
the BER curves of the binary RCOP code in [96] and the
optimized TD-B LDPC code in [55] are also included in this
figure.24 We observe that both the NP1 code and NP2 code
perform better than the non-binary LDPC code and the two
binary counterparts. Between the two optimized non-binary
protograph codes, the NP1 code outperforms the NP2 code by
about one order of magnitude at Eb/N0 = 4.65 dB, which
is highly consistent with the AWD analysis. Moreover, at a
BER of 10−6, the NP1 code has a gap of only 0.6 dB to the
capacity limit. Accordingly, the NP1 code exhibits attractive

24Note that the structures of the binary RCOP code and TD-B LDPC code
can be obtained in Fig. 14 and Table V, respectively.
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code over GF(16), as well as the binary optimized protograph code and
optimized TB-2 LDPC code over a TD-ISI channel with a recording density
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10, and TBP = 30.

benefits from the performance and complexity perspectives,
and thus should be a great choice for UHD MR systems.

Despite the on-going surge of interest in non-binary-
protograph-coded MR systems, the improvement of their de-
coding algorithms remains to be explored.

VII. CONCLUDING REMARKS AND FUTURE RESEARCH
DIRECTIONS

A. Concluding Remarks

In this treatise, we have presented a comprehensive literature
review on LDPC codes and their valuable variants applied in
modern MR systems. We have summarized the most repre-
sentative design and analysis methodologies related to these
LDPC-based codes in the associated references. In particular,
we have limited our elaborations to the code construction and
decoder design in the context of OD-ISI and TD-ISI transmis-
sion scenarios. In order to reveal the latest development trends
in LDPC-coded MR systems, we have selected more than one
hundred technical papers that were published in recent ten
years.

In Sect. II, we have commenced the discourse by outlining
the basic working mechanism of LDPC-coded MR systems,
including the transmitter and receiver architectures. Then, we
have highlighted the channel models, the concept of SIR as
well as the major anti-ISI techniques for LDPC-coded MR
systems. Following these preliminary foundations, a compact
historical overview of the contributions pertaining to LDPC-
code design for MR systems has been provided.

In Sect. III, we have introduced the fundamental knowledge
of LDPC codes and their variants that are suitable for MR
applications. In Sect. III-A, we have summarized the repre-
sentation methods, general code-construction techniques and
decoding algorithms of LDPC codes over MR channels. In
Sect. III-B, we have proceeded to providing a brief review on
the protograph codes, RA codes, SC codes as well as the non-
binary LDPC-based codes, which have been proved to show
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excellent error performance in MR environments. It is worth
noting that the Tanner-graph-based BP decoding algorithm is
valid for all the LDPC-based codes.

In Sect. IV, we have offered a general discussion on the
three classical theoretical-analysis methodologies for LDPC-
coded MR systems, which not only can be utilized to pre-
dict the error performance of LDPC-based codes over MR
channels, but also can be employed to guide the optimization
of their code structures and detection/decoding schemes. To
be specific, the DE algorithm, EXIT algorithm and AWD
analysis have been summarized in Sects. IV-A, IV-B, and
IV-C, respectively. Especially, the DE and EXIT algorithms
can calculate the decoding threshold of a code and estimate
its error performance in the low-SNR region, while the AWD
analysis can assert whether a code preserves the linear-
minimum-distance property and predict its performance in the
high-SNR region.

In Sect. V, we have presented various contributions of
LDPC-code design for MR systems that have been put forward
in the literature. In Sect. V-A, we have given a concise por-
trayal of the research works concerning the code construction
of LDPC codes and their QC counterparts over both OD-
ISI and TD-ISI channels. We have noted that most existing
works regarding the code design rely on the DE and EXIT
algorithms and only a few works rely on the modification of
Tanner graphs. In Sect. V-B, we have taken a quick glance at
the majority of the detection and decoding algorithms in such
transmission scenarios. In this subsection, we have enumerated
several design paradigms for the detection algorithms, decod-
ing algorithms as well as the joint detection-and-decoding
algorithms. Of particular interest is the GA-IRCSDFA-based
BCJR detector which achieves a good tradeoff between per-
formance and complexity.

In Sect. VI, we have turned our attention to the current
research progress of meritorious variants of LDPC codes that
fit well with the low-BER requirement of MR systems. More
specifically, the state-of-the-art protograph coding schemes
that possess both capacity-approaching decoding thresholds
and linear-minimum-distance property have been reviewed
in Sect. VI-A. The optimization approaches for RA codes
over MR channels have been summarized in Sect. VI-B.
Moreover, the design methodologies for FL non-binary SC
codes that possess good error-floor performance have been
presented in Sect. VI-C. In the end, the employment of non-
binary LDPC codes and protograph codes in MR systems has
been extensively discussed in Sect. VI-D. In this subsection,
we have dedicated special attention to the low-complexity
joint detection-and-decoding algorithm design for non-binary
LDPC codes because the implementation complexity is a
major concern for such type of codes. Besides that, we have
introduced a PEXIT-AWD-aided optimization approach for
non-binary protograph codes in the context of MR channels.

To summarize, as a classical type of near-capacity ECCs,
LDPC codes have demonstrated their superiority for use in
MR systems. In the past five years, more attempts have been
concentrated on the application and design of protograph
codes, SC codes and their non-binary counterparts in such
scenarios, which have created new opportunities for modern

channel-coded MR-system research.

B. Future Research Directions

Thanks to the distinguished advantages of LDPC codes,
they have been widely accepted as a strongly feasible solution
for the MR industry. Beyond any doubt, LDPC codes and
their variants have great potential to be included in some
MR-related standards in the future. However, in order to
perfectly meet the requirements of UHD MR systems and
other promising storage devices, much more attention should
be paid to this research area. Indeed, there are numerous
challenging problems and open issues related to LDPC-coded
MR systems needing to be addressed, some of which are listed
as follows.
1) As mentioned in Sect. V, the asymptotic performance

of LDPC codes has been intensely analyzed by means
of DE and EXIT algorithms, and a variety of LDPC
codes that possess capacity-approaching decoding thresh-
olds have been constructed. Nonetheless, no prior study
has yet been devoted to evaluating the TMDRs of LDPC
codes in such scenarios. With an aim to achieving excellent
performance in both low-SNR region and high-SNR region,
it is necessary to modify the conventional AWD analysis
approach in order to design LDPC codes that not only
possess good decoding thresholds over MR channels but
also enable the linear-minimum-distance property.

2) Although SC codes have been successfully applied in OD-
ISI channels, their performance in TD-ISI channels has not
been fully investigated. As a type of emerging ECCs, SC
codes are able to attain decoding thresholds approaching
Shannon limit and minimum distances growing linearly
with codeword length. These advantages make such codes
highly desirable for data storage systems that require
extremely low BERs. Therefore, developing excellent SC-
code design methodologies to approach the capacity of
TDMR systems will be more appreciated because such
TDMR systems can support much higher data-storage
density as compared with the ODMR systems.

3) According to Sect. VI, the design of protograph codes
and SC codes over MR systems has been well studied,
while the decoding schemes of such types of codes have
been scarcely discussed in the open literature. Besides a
sophisticated code structure, good decoding algorithms are
also very crucial for reducing the performance gap to the
capacity of MR channels. So, it makes sense to conceive
improved decoding schemes which can provide better fits
for protograph codes and SC codes in MR environments.

4) We also anticipate that another important research issue
is to further explore other excellent LDPC-code variants
or ECCs that are more suitable for use in MR systems.
As can be observed in Sect. VI, a couple of variants
based on LDPC code have been introduced to both ODMR
and TDMR systems. Unfortunately, there still exists a
nontrivial gap (e.g., 0.6 dB) between these codes and their
corresponding capacities in FL settings. Recently, polar
codes have also been invoked to achieve the capacity of MR
channels and have exhibited very desirable performance
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comparable to LDPC codes [184]. In order to obtain more
desirable FL error performance in MR channels, a strong
focus on devising more efficient LDPC-like code architec-
tures or other meritorious code architectures is certainly to
be expected.

5) Till now, most research activities in the existing literature
have been endeavored to the theoretical and algorithmic
advancement of LDPC-coded MR systems. As far as we
know, only a few references, e.g., [82], [185], have paid
attention to the hardware implementation of their designs.
In fact, the hardware feasibility of LDPC encoding and
decoding frameworks is of great importance to formulate
a complete channel-coding technical solution for the MR
industry. Due to the aforementioned reason, the hardware
implementation of LDPC-coded MR systems is a very
challenging and meaningful task, and definitely deserves
a future line.

6) In recent years, NAND flash memory has appeared to
be a very appealing data-storage system because it can
offer more superb performance than the existing MR
systems in terms of access speed and power consump-
tion [39]. LDPC codes have been considered as a com-
petitive alternative to conventional algebraic codes, e.g.,
Bose-Chaudhuri-Hocquenghem (BCH) codes, for the next-
generation NAND flash memory [32], [186]. Nevertheless,
the design of LDPC codes and their variants for NAND
flash memory is still in its infancy, and thus there are a
range of related issues awaiting investigation.
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