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Abstract—Automatic heartbeat classification from electrocar-
diogram (ECG) signals is important for diagnosing heart ar-
rhythmias. A main challenge in ECG classification is the vari-
ability of ECG signals across patients. This paper proposes a
patient-specific heartbeat classifier to address the inter-patient
variations in ECG signals. Inspired by the success of identity
vectors (i-vectors) in speech and speaker recognition, we ex-
tracted one i-vector from five minutes of ECG data for each
patient and applied it to adapt a patient-independent deep
neural network (DNN) to a patient-specific DNN, namely i-
vector adapted patient-specific DNN (iAP-DNN). Evaluations on
the MIT-BIH arrhythmia database show that the iAP-DNN is
able to classify raw ECG signals of the corresponding patient
into normal heartbeats and different types of arrhythmias and
that it outperforms existing patient-specific classifiers in terms of
sensitivity-vs-specificity and Mathews correlation coefficients.

Index Terms—ECG classification; Arrhythmias; Deep neural
networks; i-vectors; DNN adaptation

I. INTRODUCTION

Heart arrhythmias refer to the irregular heartbeats of pa-
tients. Arrhythmias can be detected through electrocardiog-
raphy (ECG), which is a process of recording the electrical
activities of the heart. The availability of personal portable
devices opens up the possibility of continuous monitoring
of the hearts of arrhythmia patients. However, continuous
monitoring will lead to a large volume of ECG data that
require automatic analysis and classification by machines. One
of the big challenges in automatic heartbeat classification is
the variations in ECG characteristics among different patients,
which is known as inter-patient variations. Patient-independent
classifiers that are trained on the ECG of a large number of pa-
tients may not perform well on unseen patients. To address this
issue, we developed a patient-specific ECG classifier that is
adaptive to the ECG characteristics of individual patients. The
classifier adopts a beat-by-beat analysis strategy to detect some
types of arrhythmias (i.e., supraventricular- and ventricular-
ectopic beats) during long-term continuous heart monitoring.

The i-vector approach [1] was originally proposed for
speaker verification. It converts variable-length utterances into
low-dimensional fixed-length vectors that capture the informa-
tion of speakers. In this work, we used i-vectors to represent
the patient-specific characteristics in the ECG signals. For each
patient, an i-vector is extracted from his/her ECG signals,
which is then used for adapting a patient-independent DNN
to make it tuned to the characteristics of the patient.
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Recently, there have been much effort [2]-[5] in developing
patient-specific heartbeat classifiers. These studies adopted a
“subject-oriented” evaluation scheme [6] and used five minutes
of patient-specific ECG data for constructing patient-specific
classifiers. Under this scheme, data are divided according to
patients instead of heartbeats, which ensures that the training
set and the test set comprise different patients. As a result, the
performance reported in [2]—[5] is more realistic and is closer
to the practical situations.

In [2]-[4], the patient-specific classifiers were trained based
on common and patient-specific beats. The common heartbeats
were randomly sampled from the general population so that
their number was limited to a few hundred only. In [5], instead
of using the ECG of the entire population, a subset was
selected for training the general classifier. However, reducing
the amount of data from the general population is not a
desirable way to address the data imbalance problem because
it throws away lots of useful information in the ECG data.
Also, the common training data are useful when the patient-
specific beats contain a few arrhythmia patterns only [7].

In our adaptation method, all of the ECG data from the
general population are used for training a DNN. Then, for each
patient, an i-vector is extracted from his/her 5-minute ECG
data. The i-vector is used as an input to the middle layer of the
DNN and the whole network is fine-tuned by backpropagation.
The advantage of the method is that it can leverage all of the
ECG data in the general population but still be able to adapt
to the ECG characteristics of individual patients through the
i-vectors.

II. I-VECTOR ADAPTED DNN
A. I-vector Extraction

The idea of i-vectors is based on the factor analysis method
that compresses speaker and channel information into a low-
dimensional subspace [8]. Inspired by the success of i-vectors
in speaker recognition, we applied i-vectors to represent
patient-specific information in ECG signals. Fig. 1 illustrates
the procedure of training an i-vector extractor given a set of
ECG data from a general population and the process of ex-
tracting an i-vector from an ECG record. First, PCA whitening
is applied to reduce the correlation among the time-points in
the ECG vectors [9]. Then, the whitened ECG vectors from
the general population are used to train a Gaussian mixture
model, which we referred to as the universal background
model (UBM). The ECG data are then aligned with the
UBM to compute the Oth- and 1st- order sufficient statistics,
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Fig. 1. Training of i-vector extractor and i-vector extraction process.

from which a total variability matrix (T-matrix) is trained. To
extract an i-vector, the same processing pipeline is applied
(see the lower branch of Fig. 1) to an ECG record to compute
the sufficient statistics. Given the T-matrix and the sufficient
statistics, an i-vector representing the whole ECG record can
be obtained. In the sequel, we outline the formulae for training
an i-vector extractor and the i-vector extraction process. For
detailed derivations, readers may refer to [10].

Given the ¢-th ECG record from a general population, we
extract the D-dimensional ECG vectors X; = {X;1, ..., X1, }
from the record, where T is the number of complete heartbeats
in the record.! We assume that the ECG vectors from this
record are generated by a C-mixture GMM with parameters
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In Eq. 1, we assume that 7 (b) and Eff’) are tied across all ECG
records and are equal to the mixture weights and covariance
matrices of the UBM, respectively.

In the i-vector framework [1], the mean vectors {u;.}< ,
are stacked to form a GMM-supervector [8] p, =
(] w)o]T, which is assumed to be generated by the
following factor analysis model [11]:

N(xitlpie, B, t=1,...,T.. (1)

py = p" + Tw;, @

where p(®) is obtained by stacking the mean vectors of the
UBM, T is a CD x R low-rank total variability matrix mod-
eling all sort of variability in the ECG vectors, and w; € RE
comprises the latent (total) factors. Eq. 2 suggests that the
generated supervectors p,;’s have mean 1®) and convariance
matrix TT7. Eq. 2 can also be written in a component-wise
form:

pi, = p® +Toaw;, c¢=1,...,C (3)

where p,;, € R is the c-th sub-vector of p; (similarly for
Eb)) and T, is an D x R sub-matrix of T

ISee [9] for the definition of complete heartbeats and their extraction
procedure.
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Fig. 2. I-vector adapted patient-specific DNN (iAP-DNN).
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In the i-vector framework, every ECG record is assumed
to be obtained from a different patient. As a result, the ECG
vectors of Record ¢ aligning to mixture ¢ have mean p,, and
covariance matrix ng>. This matrix measures the deviation
of the ECG vectors from p,.. In practice, ug’) and Zgb) are
the mean vectors and covariance matrices of the UBM. As a
result, we only need to estimate the T-matrix 7" from a set of
training ECG vectors.

Assume that there are P ECG recordings from the general
population. The T-matrix can be estimated according to the
expectation-maximization (EM) algorithm as follows [10]:

o E-step:
(w;| ;) = 1ZTT (=) fie, (4)
(waw] ;) = L + (w;| ) (w; ] ;)T ®)
c
Li=I+) N.TI(=")'T.; (6)
c=1
o M-step:
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where ¢ = 1,..., P, (-|-) is conditional expectation and T is

the c-th partition of T'. The Oth-order and the 1st-order Baum-
Welch statistics in Eq. 4, Eq. 6 and Eq. 7 can be computed as

follows:
Nic = Zt Vc(xit);
.fic = Z %( Xit )(th - &b))7

where 7.(x;;) is the posterior probability of mixture c. The
i-vector i; = (w;|X;) representing the i-th patient can be
computed according to Eq. 4.
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TABLE I
PERFORMANCE OF THE PATIENT-SPECIFIC CLASSIFIERS IN [2]-[4] AND
OUR IAP-DNN (EXP. 1)

[ Method [ [2] | 3] | [4] | iAP-DNN |
ACC | 966 | 96.1 | 964 | 988

Class s | SEN | 506 | 621 | 646 | 767
SPC | 988 | 985 | 986 | 997
PPV | 679 | 56.7 | 62.1 | 929
ACC | 98.1 | 976 | 986 | 988

Class v |_SEN_| 866 | 834 | 95 934
SPC [ 993 | 98.1 [ 98.1 | 994
PPV | 933 | 874 | 895 | 946

TABLE II

PERFORMANCE COMPARISON IN TERMS OF MCCS (EXP. 1)

[ Method | [2] | [3] | [4] | iAP-DNN |
N [ 0.83 [ 0.8 [ 0.84 [ 092
S [ 057 | 057 | 062 | 084
Class [ V | 0.87 | 0.83 | 091 0.93
F [ 055 | 067 | 078 | 0.82
Q[ O 0 0 0
OMCC | 093 | 092 | 094 | 097

B. Patient-Specific DNN

A patient-independent DNN (general classifier) is trained
using the ECG data of a general population. This DNN
receives segmented and aligned heartbeats [9] as input and
heartbeat classes as output. To create a patient-specific clas-
sifier, the weights in the lower part of the general classifier
are retained and the weights in the upper part are randomized.
Then, for each patient, five minutes of his/her ECG data are
presented to the input and an i-vector extracted from these
5-minute ECG data is presented to the middle layer of the
patient-independent DNN, as shown in Fig. 2. The whole
network is then fined tuned by backpropagation (BP).

The i-vector is presented to the second hidden layer instead
of the first hidden layer because it is well known that the
feature representation becomes increasingly abstract when
moving up the network [12]. For example, in DNN-based
speech recognition, the bottom layers can capture low-level
acoustic features that vary significantly across different speak-
ers and the upper layers can capture high-level features that
are less speaker dependent [13]. This suggests that the upper
layer can implicitly normalize the features across speakers.
By the same token, the upper layers of the DNN in Fig. 2
will produce patient-invariant features, which is not good
for patient-specific classification. To make the output patient-
dependent, we inject patient-specific i-vectors to the middle
layer of the DNN. The BP algorithm will encourage the upper
layers to represent patient-dependent ECG information at a
more abstract level. This results in the output layer being tuned
to the characteristics of the corresponding patient.

III. EXPERIMENTAL SETTING

The MIT-BIH arrhythmia database [7] was used for perfor-
mance evaluation. The database contains 48 half-hour excerpts

of two-channel ambulatory ECG recordings of 47 patients.
Each record contains a continuous recording of raw ECG
signals, which were digitized at 360 samples per second
per channel with 11-bit resolution over a 10mV range. The
database provides annotation for both beat-by-beat class in-
formation and corresponding time series information (e.g.,
positions of R peaks) that were verified by two or more cardi-
ologists independently. The total number of labelled heartbeats
is 108,655 and these heartbeats are classified into 15 different
types. According to the AAMI recommendation [14], the 15
heartbeat types are classified into five classes, i.e., normal
sinus beats (N), supraventricular ectopic beats (S), ventricular
ectopic beats (V), fusion of a normal and a ventricular ectopic
beat (F) and unknown beat type (Q). As suggested by the
ANSI/AAMI EC57 standard [14], we focused on evaluating
the classification performance of two majority arrhythmia
classes (Classes S and V). We conducted two experiments
(Exp. 1 and Exp. 2) to compare the performance of the iAP-
DNN with five state-of-the-art patient-specific classifiers [2]-
[5]. Under the same experimental protocol, the performance of
different patient-specific classifiers can be compared directly.

We applied the aligned 417-dimensional feature vectors
as described in [9] to train a general classifier. The general
classifier has three hidden layers with a structure 417-100-100-
100-5. We used the rectified linear unit (ReLU) in the hidden
layers. The Adam optimizer [15] with default parameters was
used for stochastic mini-batch (batch size of 128) gradient
descent. Batch normalization and dropout were employed to
train the DNNs. A dropout layer was added between the input
and the first hidden layer, and the dropout rate was set to
20%. To train the i-vector extractor, we investigated different
numbers of mixture components in the UBM (e.g., 16 and 20)
and different i-vector dimensions (e.g., 32, 64 and 128), and
the optimal combination was found to be 20 and 64 for the
number of mixtures and i-vector dimension, respectively.

Same as [2]-[5], the classification performance on each
heartbeat class was measured by using four standard met-
rics, namely, classification accuracy (ACC), sensitivity (SEN),
specificity (SPC) and positive predictive value (PPV). More-
over, Matthews correlation coefficient (MCC) [16], [17] was
calculated to measure the performance of different classifiers.
MCC can reflect the performance of classifiers under serve
data-imbalance scenarios.

In addition, receiver operating characteristics (ROCs) [18]
were used to show the tradeoff between the performance
measures (i.e., SEN vs. SPC) of a binary classifier when the
decision threshold varies. Because the threshold typically has
a wide range, ROC curves can provide more comprehensive
information on performance.

IV. PERFORMANCE INVESTIGATION
A. Tests on 24 ECG recordings

The first experiment (Exp. 1) was conducted to evaluate
the proposed methods based on 24 ECG recordings. The
performance of iAP-DNN and that of [2]-[4] are shown in
Table 1. Except for the SEN of Class V in [4], the overall
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Fig. 3. ROC curves (SEN vs. SPC) of iAP-DNN (Exp. 1). Left panel: Class
S vs. non S (AUC = 0.933). Right panel: Class V vs. non V (AUC = 0.972).
Black markers correspond to the best performance in [2]-[4]. AUC: Area
under the ROC curve [19].

TABLE IIT
PERFORMANCE OF THE PATIENT-SPECIFIC CLASSIFIERS IN [2], [3], [5]
AND OUR TAP-DNN (EXP. 2)

[5] [5] .
Method (21 | Bl | Method T | Method 11 | AP-DNN
ACC [ 975 [ 961 | 991 983 9.1
Cluss s | SEN | 749 | 88 | 765 o614 788
SPC [ 088 [ 985 | 99.9 993 99.9
PPV [ 788 [ 634 | 99.1 907 8.7
ACC [ 988 [ 970 | 99.7 994 9.7
Cluss v | _SEN [ 943 [ 903 [ 07 918 97.4
SPC [ 994 [ 988 | 999 99.9 99.9
PPV [ 958 [ 922 | 985 980 978

performance of the proposed method in Class S and Class V
is significantly better than that in [2]-[4] for all evaluation
measures.

Table II shows the performance in terms of MCCs between
the proposed patient-specific classifiers and the patient-specific
classifiers in [2]—-[4]. Note that OMCC refers to overall MCC
of the five classes. We can see that the MCC of the proposed
method is much higher than the other three classifiers.

Fig. 3 shows the ROC curves of the proposed method in
Class S and Class V. In Fig. 3, the operating points of the best
performing classifiers in [2]-[4] are also shown as plus signs,
crosses and points, respectively. The figures clearly show that
the sensitivity-specificity points in [2]-[4] are below the red
curve. This means that, within a certain range of decision
thresholds, the iAP-DNN achieves better performance in term
of both sensitivity and specificity than the classifiers in [2]-[4].

B. Tests on 22 ECG recordings

The second experiment (Exp. 2) was conducted to evaluate
the proposed method based on 22 ECG recordings. Table III
shows the ACC, SEN, SPC and PPV of the four methods
in Class S and V. Note that in Method I [5], five minutes
of labelled ECG signals of a patient was used to adapt the
patient-specific classifier. Method II is the same as Method I
but the manual labeling process is not required.

In Table III, for Class V, the SEN of the iAP-DNN is
the highest among all methods and a high SPC (99.9%) is
achieved. For Class S, although the SEN of the iAP-DNN is
lower than that in [3], its SPC and PPV are higher.

V. CONCLUSION

We introduce an adaptive patient-specific heartbeat classi-
fication model for diagnosing heart arrhythmias, which lever-
ages the DNNs for both feature extraction and classification
based on the raw ECG signals. The general classifier was
trained with all of the ECG recordings instead of selecting
a subset. Then, the weights in the lower part of the general
classifier were retained and the weights in the upper part were
randomized to create a patient-specific classifier, and patient-
dependent i-vectors were used for adaptation. The results show
that the proposed iAP-DNN achieves better performance than
existing patient-specific ECG classification systems.
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