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ABSTRACT
How to overcome the training and test data mismatch in
speaker verification systems has been a focus of research re-
cently. In this paper, we propose a semi-supervised nuisance
attribute network (SNAN) to reduce the domain mismatch
in i-vectors and x-vectors. SNANs are based on the idea of
nuisance attribute removal in inter-dataset variability com-
pensation (IDVC). But instead of measuring the domain
variability through the dataset means, SNANs use the maxi-
mum mean discrepancy (MMD) as part of their loss function,
which enables the network to find nuisance directions in
which domain variability is measured up to infinite moment.
The architecture of SNANs also allows us to incorporate
the out-of-domain speaker labels into the semi-supervised
training process through the center loss and triplet loss. Us-
ing SNANs as a preprocessing step for PLDA training, we
achieve a relative improvement of 11.8% in EER on NIST
2016 SRE compared to PLDA without adaptation. We also
found that the semi-supervised approach can further improve
SNANs’ performance.

Index Terms— Speaker verification; x-vectors; i-vectors;
domain adaptation; maximum mean discrepancy

1. INTRODUCTION

In the past few years, we have witnessed the significant
advances in speaker verification (SV), especially in text-
independent speaker verification. However, the current state-
of-the-art SV systems still lack the robustness against the
mismatch in training and test data. There are a lot of realistic
scenarios in which the training speech data and test speech
data have severe mismatch. Ideally, we want the trained
system conformed to the distribution of test data. However,
often we do not have enough data from the test environment
or these data do not have labels for supervised training. It is
desirable to use the existing training data and a small amount
of data from the test environment to modify the system to
meet the need, which is essentially what domain adaptation
(DA) does.

This work was supported by RGC of Hong Kong, Grant 152518/16E and
152137/17E, and Taiwan MOST, Grant 107-2634-F-009-003.

Earlier attempts in i-vector based DA [1, 2] require the
in-domain data to have speaker labels. Over the years, several
unsupervised DA techniques have been proposed, including
inter-dataset variability compensation (IDVC) [3, 4], source
normalization (SN) [5] and discriminative multi-domain
PLDA [6]. In particular, it has been shown [3] that IDVC
is able to reduce the the mismatch between NIST telephone
data and Switchboard data, and in several NIST 2016 submis-
sions [7, 8], IDVC was found to be very helpful in boosting
system performance.

Despite the success, IDVC merely transforms the i-
vectors to a space with less domain variability. It does
not consider any information in the in-domain data. To
address this limitation, Rahman et al. [9] proposed a domain-
invariant i-vector extraction method that takes the in-domain
prior information into account by incorporating the mean and
covariance of in-domain data into the prior of i-vectors. In-
stead of transforming the i-vectors, we may adapt the PLDA
backend [10]. For example, Alam et al. [11] borrowed a co-
variance transformation technique – called correlation align-
ment (CORAL) [12] – from the computer vision community
to align the covariance of the out-of-domain and in-domain
features in an unsupervised manner. Zhang et al. [13] inves-
tigated how to use transfer learning for domain adaptation
to improve the performance of in-domain speaker verifica-
tion task. Recently, domain adversarial training [14] has also
been applied to enhance the domain robustness of speaker
verification systems [15].

To better utilize the statistics of multi-source data, this pa-
per uses maximum mean discrepancy (MMD) as an objec-
tive function for measuring multi-source mismatch. Maxi-
mum mean discrepancy is a nonparametric method for mea-
suring the distance between two distributions [16, 17]. With
a properly chosen kernel, MMD can utilize all moments of
data. In [18, 19], we generalized MMD to measure the dis-
crepancies among multiple distributions and incorporated the
measure into the objective function for training autoencoders.
This paper is an extension of this earlier work for x-vector
adaptation. Specifically, we introduce a new network struc-
ture that enables the use of MMD to find the nuisance direc-
tions of i-vectors [20] and x-vectors [21]. In addition, we add
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triplet loss and center loss into the objective function of the
network, which enable us to leverage the speaker labels in
the out-of-domain data. As a result, the network can exploit
both supervised learning (through triplet loss and center loss)
and unsupervised learning (through the MMD loss) to remove
the nuisance attributes of i-vectors and x-vectors. We refer
to the network as semi-supervised nuisance-attribute network
(SNAN).

2. DOMAIN MISMATCH AND MAXIMUM MEAN
DISCREPANCY

2.1. Inter-dataset Variability Compensation

Inter-dataset variability compensation (IDVC) [3] follows
the subspace removal approach proposed in [22]. It aims to
find the directions in the i-vector space with the largest inter-
dataset variability and removes the i-vector variability in
these directions. This is achieved by projecting the i-vectors
x’s as follows:

x̂ = (I−WWT)x, (1)

where the columns of W span the subspace of unwanted vari-
ability. W comprises the eigenvectors of the covariance ma-
trix of the subsets’ means. Therefore, in IDVC the domain
mismatch is defined by the variances and covariances of sub-
sets’ means. However, the mismatch of datasets may not only
manifest in the dataset means, but also in the higher-order
statistics of these datasets.

2.2. Maximum Mean Discrepancy

The theoretical studies in DA [23] suggest that it is impor-
tant to have a good measurement of the divergence between
the data distributions of different domains. Maximum mean
discrepancy is a distance measure on the space of probabil-
ity. Given two sets of samples {xi}Ni=1 and {yj}Mj=1, MMD
computes the difference in the means of two distributions in a
high-dimensional space:

DMMD =
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where φ is a feature map. When φ is the identity function, the
MMD distance simply computes the discrepancy between the
sample means. Eq. 2 can be expanded as:
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where k(·, ·) is a kernel function. In the case of quadratic
(Quad) kernels, we have

k(x,y) = (xTy + c)2. (4)

Then, the MMD becomes
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where ‖·‖F is the Frobenius norm. We can see from Eq. 5 that
with a quadratic kernel, MMD can match up to the second-
order statistics and c can be adjusted to control the contri-
bution the first-order and the second-order moments to the
match. Eq. 5 is very similar to CORAL loss proposed in [12].
The major difference is that Eq. 5 penalizes mismatch in both
means and second-moments while CORAL only penalizes
mismatch in the second-moments.

Fig. 1. Architecture of a semi-supervised nuisance-attribute
network (SNAN) when data are from three different domains.
Solid black arrows represent the connections between neu-
rons. Dashed red arrows represent the signal pathways for
computing the domain-mismatch loss Lmismatch, reconstruc-
tion loss Lrecons or supervised loss Lsupervised such as center
loss or triplet loss. Note that for x̂3, we do not have Lsupervised,
which shows the semi-supervised nature of SNAN.

3. SEMI-SUPERVISED NUISANCE-ATTRIBUTE
NETWORKS

3.1. Unsupervised Nuisance Attribute Removal

Recall from Eq. 1 that IDVC aims to remove the nuisance
information in i-vectors by subtracting WWTx from the i-



vectors. Our SNAN extends this idea by replacing WWTx
with the output of a network. Specifically,

x̂ = x− x̃ = x− g(f(x)), (6)

where h = f(x) is an encoder that maps x to a latent space
and g(h) is a decoder that maps from the latent space back
to the input space. Note that in IDVC, W defines the sub-
space in which domain variability is the largest. By subtract-
ing out the components of x’s in this subspace, x̂’s will be
less domain-dependent. Similarly, g(f(x)) contains all of the
domain-specific information. By subtracting out the domain
information, x̂’s will become more domain-invariant.

When the data come from multiple sources, we want the
transformed data to be as similar to each other as possible. To
this end, we define a domain-wise MMD measure. Specifi-
cally, given D sets of data {xd

i }
Nd
i=1, where d = 1, 2, . . . , D,

we want the transformed data {x̂d
i }

Nd
i=1 in Eq. 6 to have small
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Eq. 7 can be used as an objective function to measure the
discrepancies among multiple domains.

Of course, we also want to retain as much non-domain
related information as possible. To this end, we may enforce
the network to produce vectors x̂’s that are as close to the
original i-vectors x’s as possible. This can be achieved by
minimizing the reconstruction loss:

Lrecons =
1
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Both objectives can be achieved by an antoencoder compris-
ing an encoder network f and a decoder network g, with the
total loss function:

Ltotal = Lmismatch + αLrecons, (9)

where α is a parameter controlling the importance of the re-
construction loss.

3.2. Supervised Loss

SNANs can leverage the speaker labels in the out-of-domain
data through the center loss [24] or triplet loss [25].

Center loss is motivated by the notion that the softmax
loss (also known as cross-entropy loss) can only encourage
the deep features of different classes to stay apart [24]. By in-
troducing a center for each class and minimizing the distances

between data and their class centers, center loss can help the
netwok to learn more discriminative features. To apply center
loss to train an SNAN, we consider the network outputs x̂i’s
in Eq. 6 as the feature vectors, where i indexes the training
samples in a mini-batch. Denote yi ∈ {1, . . . ,K} as the class
label for the i-th training sample. Then, the center loss is

Lcenter =
1

2

B∑
i=1

‖x̂i − cyi
‖2 , (10)

where cyi
is the center of the yi-th class and B is the number

of samples in a mini-batch. Note that cyi
should be updated

using the x̂i’s in the mini-batch.
Similar to center loss, triplet loss is also based on the idea

of maximizing inter-class distance and minimizing intra-class
distance. The key components are triplets. A triplet consists
of three samples, namely, anchor sample x̂a, positive sample
x̂p and negative sample x̂n. Positive sample shares the same
class with the anchor while the negative sample comes from
different classes. To learn discriminative features, we need
to maximize inter-class distance while minimizing intra-class
distance. This can be achieved by the following loss function:

Ltriplet = max
{
‖x̂a − x̂p‖2 − ‖x̂a − x̂n‖2 +m, 0

}
, (11)

where m is a margin term.
We can also incorporate supervised loss such as center

loss and triplet loss into the total loss:

Ltotal = Lmismatch + αLrecons + βLsupervised, (12)

where β is a parameter controlling the importance of super-
vised loss. Eq. 12 enables the SNAN to leverage both labeled
and unlabeled data. For labeled data, all of the three terms
will be involved in the minimization, whereas for unlabeled
data, the supervised loss is disabled by setting β to 0. In this
way, we can make use of both labeled out-domain data and
unlabeled in-domain data. Fig. 1 shows the architecture of
SNAN for the case of three domains (D = 3).

4. EXPERIMENTAL SETUP

4.1. Speech Data and Acoustic Features

Speech files from NIST 2004–2010 Speaker Recognition
Evaluation (hereafter, referred to as SRE04–SRE10)1 and
the development set of SRE16 (SRE16-dev) were used as
development data and speech files from the evaluation set
of SRE16 (SRE16-eval) were used as test data. For the i-
vector system, we used Kaldi [26] to extract 20-dimensional
MFCCs plus their delta and double delta coefficients, fol-
lowed by energy-based voice activity detection (VAD). For
the x-vector systems, we extracted 23-dimensional MFCCs
using Kaldi’s SRE16 recipe, followed by energy-based VAD.

1https://www.nist.gov/itl/iad/mig/speaker-recognition



Feature Adaptation EER(%) mCprim aCprim

i-vector No Adapt 12.78 0.74 0.94
IDVC 12.17 0.73 0.90
SNAN 11.95 0.72 0.87

x-vector No Adapt 10.74 0.65 0.86
IDVC 11.24 0.65 0.89
SNAN 10.35 0.61 0.81

Table 1. The performance of PLDA without adaptation,
IDVC, and SNANs without supervised loss (β = 0 in Eq. 12)
on the SRE16 evaluation set. “mCprim” and “aCprim” are
the minimum detection cost and the actual detection cost as
specified in the evaluation plan of SRE16.

Feature Supervised Loss EER(%) mCprim aCprim

i-vector None 11.95 0.72 0.87
Softmax 11.61 0.71 0.87
Softmax+Center 11.76 0.72 0.86
Triplet 11.67 0.72 0.85

x-vector None 10.35 0.61 0.81
Softmax 10.28 0.61 0.81
Softmax+Center 10.31 0.61 0.81
Triplet 10.57 0.62 0.80

Table 2. The performance of SNANs using different super-
vised loss functions.

4.2. I/X-vector Extraction and PLDA Model Training

The i-vector/PLDA system is based on a gender-independent
UBM with 2048 mixtures and a gender-independent total
variability (TV) matrix with 600 total factors. The TV matrix
and the UBM were trained on SRE04–SRE10 data. They
were used for extracting i-vectors from the speech files in
SRE04–SRE10, SRE16-dev and SRE16-eval. X-vectors [21]
were extracted using Kaldi’s pre-trained model.2

I/X-vectors derived from SRE04–SRE10 and the SRE16
development set were used for training the SNANs and
the projection matrices in IDVC. The adapted i/x-vectors
from SRE04–SRE10 were used to train a gender-independent
PLDA model with 200 latent variables. During scoring, the
mean of the unlabeled SRE16-dev data was used for centering
the adapted enrollment and test i/x-vectors before presenting
them to the PLDA model. PLDA scores were normalized by
S-norm [27] using SRE16-dev data as the cohort set.

4.3. Configurations of SNANs and IDVC

Each SNAN contains a linear hidden layer with 20 units.
Quadratic kernels were used for MMD. We divided the

2http://kaldi-asr.org/models.html

data in SRE04–10 and SRE16 into gender- and language-
homogenous subsets to train the projection matrix in IDVC
and the SNANs. The rank of W in Eq. 1 is 6. The size of a
mini-batch is 2048.

5. RESULTS AND DISCUSSIONS

5.1. General Performance Analysis

Table 1 shows the performance of IDVC, SNANs with unsu-
pervised losses only, and an i-vector system without domain
adaptation (No Adapt). All systems use PLDA as the back-
end. The SNANs use a quadratic kernel with c = 1 and α in
Eq. 9 was set to 1.

For the i-vector systems, we can see from Table 1 that
both of IDVC and SNANs improve the performance in term
of EER, although in terms of minimum Cprimary and actual
Cprimary, the improvement is minor. We can also observe
that the SNANs perform better than IDVC by a small margin.

For the x-vector systems, surprisingly IDVC degrades the
performance. Although the SNANs still outperform the base-
line system, the improvement is marginal. It could be that the
x-vectors are more robust to domain mismatch, which dimin-
ishes the benefit of domain adaptation.

5.2. Impacts of Supervised Loss Functions

We have also investigated the impact of the supervised losses
on the performance of SNANs. There are three supervised
losses, namely, softmax loss (or cross-entropy loss), center
loss (Eq. 10) and triplet loss (Eq. 11). Table 2 shows the re-
sults of SNANs with these losses together with the SNAN
with unsupervised loss only (None). For i-vector based sys-
tems, we can see that, in general, adding supervised losses
indeed improves the performance of SNANs. However, there
is no clear winner among the three supervised losses. For x-
vector based systems, adding supervised losses does not give
significant improvement in performance.

6. CONCLUSIONS

We proposed semi-supervised nuisance-attribute networks for
multiple-source i-vector/x-vector domain adaptation. Com-
pared with IDVC, SNANs can better utilize data statistics and
speaker information. Results on SRE16 show that SNANs
can improve SV performance under domain mismatch. Re-
sults also suggest that the semi-supervised approach can fur-
ther improve SNANs’ performance.
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