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An Effective Segmentation Approach for Solar
Photovoltaic Panels in Uneven Illuminated Color

Infrared Images
Nan Wang, Zhan-Li Sun*, Member, IEEE, Zhigang Zeng, Fellow, IEEE,

and Kin-Man Lam, Senior Member, IEEE

Abstract—How to accurately segment a solar photovoltaic
panel in an infrared image is an intractable problem due to
some unfavorable factors. In this paper, an effective approach
is proposed for solar photovoltaic panel segmentation from
infrared images. In order to alleviate the effect of uneven color
distribution, a guided filter-based image-enhancement method is
first devised to strengthen the edges of solar photovoltaic panels.
Moreover, a two-stage method is proposed to detect the contour
lines of solar photovoltaic panels. In our algorithm, first, after
a thresholding operation, contours in the images are detected
by means of a line-segment detector. Then, a method based
on k-means clustering is employed to eliminate lines caused by
noise or unrelated background areas. In addition, a background-
subtraction strategy is designed to achieve a more accurate
segmentation result by removing the remaining background
regions. Experimental results demonstrate the effectiveness and
efficiency of the proposed method for the segmentation of solar
photovoltaic panels.

Index Terms—Solar photovoltaic panel; image segmentation;
image enhancement; straight line detection; k-means clustering

I. INTRODUCTION

AS a type of clean energy, solar energy can be utilized
indefinitely with less geographical restrictions [1], [2].

In recent years, solar photovoltaic panels have been widely
used to convert solar energy into electrical energy, due to their
relatively low cost [3], [4]. When a photovoltaic cell is in-
versely polarized or the connector is damaged, the photovoltaic
panel will overheat, because all its energy circulates through a
small part of the cell [5]. The infrared thermographic imaging
provides an effective approach to identify the overheated spots
by measuring the superficial temperature of solar photovoltaic
panels [6]. Figure 1 shows the acquisition process of infrared
images of solar photovoltaic panels, using an unmanned aerial
vehicle. For an overheated spot, its pixels’ intensities generally
exceed twice the mean pixel value of the whole image.

So far, only a few works have been reported for overheated-
spot detection for solar panels, by means of infrared ther-
mographic imaging. For overheated-spot detection, one im-
portant step is how to accurately segment solar panels from
an infrared image. Clustering is a feasible technique for solar
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Fig. 1. The acquisition process of infrared images of solar photovoltaic
panels, using an unmanned aerial vehicle.

panel segmentation, e.g. k-means clustering [7], super-pixel
clustering [8], etc. Instead of unsupervised clustering, the
defect detection was formulated as a classification problem
in [9], [10]. In terms of image processing techniques, solar
panel segmentation was implemented via line detection or edge
detection in [11], [12]. The defect detection can also be carried
out via template matching [13] or feature matching [14].

By means of the basis images derived via independent
component analysis, the reconstruction error between the test
image and its reconstructed image is computed for detecting
the presence of defects [15]. In [16], a marker-based watershed
transform algorithm was presented to segment solar photo-
voltaic panels from thermal images. Considering the degree of
asymmetry, an enhanced vesselness algorithm was developed
for crack segmentation [17]. Nowadays, how to accurately
detect the overheated spots is still an intractable task, due
to some unfavorable factors, such as noise, uneven color,
disturbance of background environment, etc.

Figure 2 shows a comparison of two infrared images with
different color distributions. As shown in Fig. 2(a), the whole
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Fig. 2. A comparison of two infrared images with different color distri-
butions. (a) even illuminated color distribution, (b) uneven illuminated color
distribution.

solar panel has distinct boundary lines, and the pixel intensities
in each region of a solar panel have small variations. However,
we can see from Fig. 2(b) that the pixel intensities increase
gradually from the bottom to the top. Moreover, the boundaries
of the solar panels become blurred due to the shake of the
unmanned aerial vehicle. Because of the uneven illuminated
color distribution, it becomes difficult to accurately detect
the boundary lines and segment solar panels from infrared
images. In this paper, an effective approach is proposed, which
combines a guided filter, a line-segment detector (LSD), and
a background-subtraction strategy for overheat-spot detection.
Experimental results demonstrate the effectiveness and effi-
ciency of the proposed method.

The remainder of the paper is organized as follows. In
Section II, we present our proposed algorithm for overheat-
spot detection. Experimental results and related discussions are
given in Section III, and the concluding remarks are presented
in Section IV.

II. EFFECTIVE APPROACH FOR SOLAR-PANEL
SEGMENTATION

There are three main components in the proposed method,
including the guided filter-based image enhancement, line
detection, and background subtraction. A detailed description
of these three parts is presented in the following subsections.

A. Guided filter-based image enhancement

For an infrared image I with three channels (R, G, B),
each channel Ii, where i = R, G, or B, is downsampled to
reduce the image size. Then, a guidance image Gi can be
obtained by filtering the downsampled image Ii with a mean
filter. Furthermore, the output image Qi of the guided filter
can be given as a local linear representation of Gi, i.e.,

Qi = akGi + bk,∀i ∈ ωk, (1)

where ak and bk are the linear coefficients, and (·)i denotes
the ith pixel in the window ωk, which is centered at the kth

pixel [18].
As a low-pass filter, the guided filter can effectively reduce

the noise. However, the edges in Qi are blurred at the same
time. In order to strengthen the edge information, an enhanced
image Ai is derived by combining Ii and Qi, as follows:

Ai = Qi + λ(Ii −Qi), (2)
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Fig. 3. The flow chart of the proposed method.

where λ is a weighting coefficient.
We can see from (2) that the term (Ii − Qi) corresponds

to the edges in the image. Thus, the edges of Qi can be
strengthened when the weighting coefficient λ is relative large.
Nevertheless, as a byproduct, the noise is also added via Ii at
the same time. In order to suppress the noise, the enhanced
image A is first converted into a gray-scale image. Then, a
Gaussian filter is applied to the gray-scale image to reduce the
noise.

B. Line detection

In general, solar panels have relatively higher pixel intensi-
ties than the background regions in an infrared image. Based
on this observation, an adaptive threshold operator is applied
to every image pixel, according to the neighboring pixels in
a sliding window [19]. Furthermore, the Canny edge operator
is adopted to detect edges, and the image is converted into a
binarization contour image C [20].

The lines in the contour image are detected via a line
segment detector (LSD) [21]. For each pixel C(x, y) of the
contour image, we compute the horizontal gradient gx(x, y)
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and the vertical gradient gy(x, y). Then, the gradient amplitude
g(x, y) can be computed as follows:

g(x, y) =
√

gx(x, y)2 + gy(x, y)2. (3)

A pixel is excluded if its gradient magnitude is lower than
a given threshold value ρ. Furthermore, the remaining pixels
are sorted in the decreasing order, and are divided into the
uniform equidistant bins. For the first bin, the pixel with the
largest gradient magnitude is selected as the seed. A region
starts to grow with a seed, and gradually increases by merging
the adjacent pixels.

Define α as the level-line angle of a pixel, which is or-
thogonal to the gradient angle. The region angle θr is initially
set as the level-line angle of the seed. At each iteration, θr is
updated as,

θr = arctan(
∑

j sin(αj)∑
j cos(αj)

), (4)

where αj is the level-line angle of the jth adjacent pixel. With
a region growing algorithm [21], a line-support region, namely
a straight region whose points share roughly the same image
gradient angle, is formed by merging the adjacent pixel, whose
level-line orientation equals to the region angle up to a certain
precision. After this region-growing process, a rectangle with
minimum perimeter is constructed, which covers all the pixels
in the line-support region.

In order to determine the effectiveness of the line-support
region, the number of false alarms (NFA) is defined as follows,

NFA(r) = (NM)5/2γ

n∑

j=k

(
n
j

)
pj(1− p)n−j , (5)

where k is the number of aligned points, p and γ are set as
0.125 and 11, respectively. The parameters N and M are the
height and width of the image, respectively. Given a threshold
value ε, the line support region is considered to be effective
if NFA < ε.

C. Background subtraction
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Fig. 4. The three types of lines detected by the LSD algorithm.

Figure 4 shows an example of the lines detected by the
LSD algorithm. We can observe that the lines can be divided
into three categories, according to their line orientation. The
first category (c1) and the second category (c2) are those lines
with their directions parallel to the long side and the short
side, respectively, of the solar panel concerned. The noisy lines
and the irrelevant lines in the background belong to the third
category (c3). Moreover, it can be seen that the quantity of the
lines belonging to the third category is usually less than that
that of the other two categories.

P1(x1,y1)

θ

P2(x2,y2)
x

Fig. 5. The angle θ between a detected line (P2P1) and the horizontal
direction.

As shown in Fig. 5, the orientation of a detected line (P2P1)
can be denoted as the angle θ between the line and the
horizontal line, i.e.

θ = arctan((y1 − y2)/(x1 − x2)), (6)

where (x1, y1) and (x2, y2) are the coordinates of the points P1

and P2, respectively. Note that the absolute value of θ is less
than or equal to 90◦. According to θ, the lines are divided into
three categories via the k-means clustering algorithm. Then,
the category with the smallest number of lines is discarded in
order to remove the noisy and irrelevant lines.

However, we can see from Fig. 4 that the outermost contour
of a solar panel is not closed, i.e., the contour is composed of
a number of disconnected lines. Thus, a dilation operation is
performed to connect these lines by eliminating the discontin-
uous places [20]. Then, a minimum circumscribed rectangle
is constructed to cover the lines. Due to noise, the rectangle
still contains some background areas. Thus, a background
subtraction is performed so as to more accurately find the
areas of solar panels.

Figure 6 shows the background subtraction process, where
Fig. 6(a) illustrates the area of the minimum circumscribed
rectangle. In order to reduce the background area, we first
rotate the rectangle. Given the angle θ of the long side a1, the
rectangle is rotated clockwise by the angle α, which is given
as follows:

α=
{ −90 + θ

90 + θ
θ ≥ 0
θ < 0 . (7)

Fig. 6(b) shows the result after rotation. Furthermore, we
compute the mean of the pixels in the whole area (µ), as
well as the mean for each column (µc). If µc < µ, the corre-
sponding column is discarded. After background subtraction,
the remaining area is the segmented solar panel.

After segmenting the solar panels, the overheated spots
can be detected based on two criteria. The first criterion is
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Fig. 6. An example to illustrate the background subtraction operations.

that, for an overheated spot, its pixels’ intensities generally
exceed twice the mean pixel value of the whole image. Thus,
a thresholding operation can be performed to find the possible
overheated regions. The second criterion is that the area of an
overheated region is far smaller than that of the solar panel. In
our proposed method, an overheated region is kept, if its area
is less than one thirtieth of the solar panel area. The specific
steps of the proposed algorithm are summarized in Algorithm
1.

III. EXPERIMENTAL RESULTS

A. Experimental data
The performance of the proposed solar panel segmentation

algorithm, denoted as SPS, is evaluated on the data set
provided by Hefei Sunwin Intelligence Company Limited. The
data set was captured from a photovoltaic station on July
12, 2017. The photovoltaic station, covering an area of about
183,300 square meters, is located at Feidong County, Anhui
Province, China. The unmanned aerial vehicle, equipped with
a thermal camera from the FLIR Systems Inc., Vue Pro R 640,
flied about 14∼16 meters high above the solar photovoltaic
panels. For the thermal camera, the resolution is 640×512. In
total, there are 565 images in the data set. For each image, the
area covered by the solar panel and the overheated location
are manually marked to obtain the ground-truth data.

To verify the performance of SPS, we compare it to five
other segmentation algorithms, including GrabCut [22], the
level set method (LS) [23], the Sparse Field method (SF) [24],
the Graph-based image segmentation (Graph) [25], and the
saliency detection method (Saliency) [26].

Eight performance metrics, Recall (Re), Specificity (Sp),
False positive rate (FPR), False negative rate (FNR), Overall
error rate (OER), Precision (Pr), F-Measure (FM), Similarity
(Sim), are adopted in our experiments to evaluate the segmen-
tation performance of the various algorithms [27].

B. Experimental comparisons to image segmentation methods
Figure 7 shows an example to illustrate the processed results

at different stages of the proposed method. With the original

Algorithm 1 The proposed algorithm.
1: Input: An infrared image I with three channels (R, G, B),

image size: 640×512.
2: Step 1: Each channel Ii is downsampled with a sampling

rate of 4.
3: Step 2: Compute ak and bk according to [18], then obtain

Qi via (1), where ωk is set at 5.
4: Step 3: Given Ii and Qi, compute Ai by (2), where λ is

set at 4.
5: Step 4: Obtain the enhanced image A by merging Ai,

then convert A into a gray-scale image.
6: Step 5: Filter the gray-scale image via a Gaussian filter of

size 9× 9.
7: Step 6: Detect edges with the Canny edge detector, in

which the low threshold value and the high threshold value
are set at 30 and 90, respectively. Then, convert the gray
scale image into a binarization contour map.

8: Step 7: Detect the lines via the LSD algorithm [21], the
parameters are set as follows: p = 0.125, γ = 11.

9: Step 8: Compute the angle of a detected line via (6), divide
the lines into three categories by the k-means clustering
algorithm, and discard the third category.

10: Step 9: For the detected lines, perform the dilation oper-
ation to eliminate gaps between neighboring lines, with a
structuring element of size 7× 7.

11: Step : Construct the minimum circumscribed rectangle to
cover the lines.

12: Step 10: Rotate the rectangle via (7), discard the column
that the pixel mean is less than that of the whole rectangle.

13: Step 11: Search for the overheated spots, such that the
pixel intensities generally exceed twice the mean pixel
value of the whole image.

14: Output: The locations of the overheated spots.

Fig. 7. An example of the processed results at different stages of the proposed
method: (a) the original image, (b) the enhanced image, (c) the Gaussian
filtering output, (d) LSD, (e) dilation, (f) the initially segmented solar panel,
(g) the solar panel after background subtraction, (h) the over-heated spot.
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TABLE I
THE PERFORMANCE METRICS OF DIFFERENT SEGMENTATION METHODS.

Methods Re Sp FPR FNR OER Pr F1 Sim

SPS 0.977 0.820 0.180 0.023 11.938 0.773 0.863 0.759

GrabCut 0.582 0.677 0.323 0.418 35.940 0.530 0.555 0.384

LS 0.423 0.553 0.447 0.577 49.833 0.380 0.400 0.250

SF 0.961 0.809 0.191 0.392 13.247 0.759 0.848 0.736

Graph 0.574 0.855 0.145 0.426 25.523 0.720 0.639 0.469

Saliency 0.449 0.758 0.242 0.551 36.343 0.546 0.493 0.327

infrared image shown in Fig. 7(a), we can see from Fig.
7(b) that the edges become clearer after the enhancement
operation. Nevertheless, compared to Fig. 7(a), more noise
appears as shown in Fig. 7(b), because the term (Ii − Qi)
in (2) is amplified, which corresponds to the edges and
the noise. As shown in Fig. 7(c), the solar panel and the
background are smoothed by Gaussian filtering. In Fig. 7(d),
it can be seen that the edge lines can be effectively detected
by using LSD. However, there are still some lines from the
background. Moreover, the contour profile of the solar panel is
discontinuous. After the dilation operation, we can see from
Fig. 7(e) that the edge lines are enhanced, and the contour
profile is closed in representing a solar panel. Compared to
the initially segmentation results (Fig. 7(f)), the background
areas adjacent to the solar panel are obviously reduced by
background subtraction, as shown in Fig. 7(g). Thus, for the
segmented solar panels, the use of background subtraction can
help reduce the distortion in overheated-spot detection. It can
be seen from Fig. 7(h) that the overheated spot is correctly
detected from the infrared image.

Fig. 8. The solar panel segmentation results of the various algorithms. (a)
Original image, (b) SPS, (c) GrabCut, (d) LS, (e) SF, (f) Graph, and (g)
Saliency.

As an example, Fig. 8 shows the solar-panel segmentation
results based on the various algorithms. The four images
shown in Fig. 8(a) a different number of solar panels, back-
ground area, noise, and color. Compared to the other methods,
the segmentation results based on SPS contain relatively little
background noise. Moreover, none of the solar panels is
missed in the detection process.

Furthermore, Table I shows the performance metrics of the
different segmentation methods. In order to easily compare
the performance of the different algorithms, the best results

are highlighted in bold. We can see that the proposed method
obviously has better performance than the other algorithms.

For the GrabCut method, each pixel is classified as either a
foreground or a background pixel via an optimized Gaussian
mixture model (GMM). When an infrared image has uneven
illuminated color distribution, the GMMs of the foreground
and the background are very similar. As a result, the number of
misclassified pixels increases significantly, and its performance
indices are not as good as SPS. As shown in the fourth
row of Fig. 8(c), some foreground pixels were classified as
background pixels. Conversely, some background pixels were
classified as foreground pixels for the second row of Fig. 8(c).

For the LS method, a contour is derived via the color
features. The detected region covered by the contour curve
contains some noisy areas, which have similar color to the
solar panel. Thus, both the Re and Pr are lower than that of
the other methods. For the SF method, a level set contour
is evolved from an initial region to capture the variation
of the topology structure. When an infrared image has an
uneven illuminated color distribution, the segmented region
is of irregular shape, which contains some background pixels.
Moreover, some foreground pixels are missed, as shown in the
fourth row of Fig. 8(e).

The boundary line is indistinct in an infrared image with
uneven illuminated color distribution. For the Graph method,
region growth may continue to extend for the background or
foreground region, due to the vague boundary line. As a result,
the performance index Re is low, when some foreground pixels
were classified as background pixels, as shown in the first
row of Fig. 8(f). On the other hand, the performance index
Pre is low, when some background pixels were classified as
foreground pixels, as shown in the second row of Fig. 8(f).

The saliency variations of solar panel pixels become larger
when the illumination color varies. As a result, for the Saliency
method, some regions of the solar panel are missed (the third
and fourth rows of Fig. 8(g)), or the solar panel is completely
missed (the first and second rows of Fig. 8(g)).

C. Experimental comparisons to solar panel segmentation
methods

We also carried out the experiments on three recently
reported solar panel segmentation methods, including the Otsu
algorithm [28], the grey-level co-occurrence matrix method
[29], and the watershed transform algorithm [16]. Compared to
the results shown in the papers, the images considered in their
experiments were usually captured under good illumination
conditions. Due to uneven illuminated color distribution, the
performance of these methods is not as good as those previous
image segmentation methods. Therefore, we only make a
simple analysis of the performances of these methods via some
examples.

Figure 9 shows an example of the processed results at
different stages for the Otsu algorithm. In the Otsu algorithm,
a solar panel is segmented via a thresholding operation. For
the grayscale image shown in Fig. 9(c), the pixel intensities of
a part of the solar panel are lower than that of the background.
As a result, the corresponding region is not detected as solar
panel.



6

Fig. 9. An example of the processed results at different stages for the Otsu
algorithm: (a) the original image, (b) after Gaussian filtering, (c) the gray-
scale image, (d) the binary image obtained via the Otsu algorithm, and (e)
the segmented solar panel.

Fig. 10. An example of the processed results at different stages for
the watershed transform algorithm: (a) the original image, (b) the gradient
amplitude, (c) the initial segmented result, (d) the contour curve, and (e) the
segmented solar panel.

In the watershed transform algorithm, a fixed threshold
is used as a segmentation condition. Similar to the Otsu
algorithm, some parts of the solar panels are missed in the
final segmentation result, as depicted in Fig. 10(e).

Fig. 11. An example of the processed results at different stages for the
grey-level co-occurrence matrix method. (a) the original image, (b) the initial
segmented result, (c) the segmented solar panel.

For the grey-level co-occurrence matrix-based method, the
panel’s contour is obtained, when the contrast ratio variance is
larger than a given threshold value. Nevertheless, the boundary
contour can also be detected in the background area with
color variation. As a result, some parts of the background are
misclassified as solar panel. Meanwhile, some parts of the
solar panels failed to be detected, as shown in Fig. 11(c).

D. Related discussions

In order to investigate the effectiveness of our proposed
method, Table II shows the experimental comparison of the
different enhanced methods, including the guided filter, the

TABLE II
THE EXPERIMENTAL COMPARISON OF DIFFERENT ENHANCEMENT

METHODS.

Methods Re Sp FPR FNR OER Pr F1 Sim

guided filter 0.977 0.820 0.180 0.023 11.938 0.773 0.863 0.759

dark 0.834 0.730 0.270 0.166 23.005 0.659 0.734 0.582

retinex 0.550 0.832 0.168 0.450 27.644 0.672 0.605 0.434

without 0.827 0.708 0.292 0.173 24.623 0.639 0.721 0.564

TABLE III
THE EXPERIMENTAL COMPARISON WHEN THE k-MEANS CLUSTERING IS

USED AND NOT USED IN THE PROPOSED METHOD.

Methods Re Sp FPR FNR OER Pr F1 Sim

SPS 0.977 0.820 0.180 0.023 11.938 0.773 0.863 0.759

without k-means 0.994 0.650 0.350 0.006 21.752 0.640 0.779 0.637

dark channel deblurring enhancement method [30], and the
retinex enhancement [31]. We can see that the performance
is the best, when the guided filter is adopted for image
enhancement. For the proposed method, more lines can be
detected by using the guided filter. Thus, most contours of a
solar panel can be found, and it is seldom for the solar panel
to be missed in the detection. Therefore, the performance of
SPS is obviously better than those without using enhancement.

Furthermore, Table III shows the experimental comparison
when the k-means clustering is used and not used in the
proposed method. For the proposed method, k-means clus-
tering is adopted to eliminate the noisy and irrelevant lines.
Nevertheless, some small solar panels may be discarded, due to
k-means clustering. Therefore, we can see from Table III that
the metric Re is slightly decreased when k-means clustering is
used in the proposed method. However, compared to the case
without using k-means clustering, the metric Pr is obviously
increased, because the background area is reduced by k-means
clustering. In addition, it can be seen that the comprehensive
performance indices PM and Sim are obviously improved,
when k-means clustering is used in the proposed method.
Therefore, it is necessary to use k-means clustering to remove
noisy and irrelevant lines.

Fig. 12. The processing results based on three cases, from the first row to
the third row to represent the results without enhancement, without k-means
clustering, and with both enhancement and k-means clustering: (a) the original
image, (b) the lines detected by LSD, (c) the lines after inflation, and (d) the
segmented solar panel.

As an example, for the proposed method, Fig. 12 shows the
processing results of on three different cases, from the first row
to the third row: to represent without enhancement, without
k-means clustering, and with both enhancement and k-means
clustering. We can see from the first row that the line of the left
long side is not detected without the performing enhancement.
For the second row, some background areas is are misclassified
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TABLE IV
THE RUNTIME (SEC.) PER FRAME OF THE VARIOUS METHODS.

Methods SPS GrabCut LS SF Graph Saliency

runtime 0.34 20.43 48.87 61.31 4.31 0.59

as the solar panel, because the unrelated irrelevant lines is are
not eliminated, when the k-means clustering is not used in the
proposed method. Nevertheless, it can be seen from the third
row that the solar panel can be accurately detected, when both
the enhancement and the k-means clustering are both adopted
in the proposed method.

Table IV shows the runtime (sec.) per frame of the various
methods. It can be seen that SPS is more efficient than the
other algorithms.

IV. CONCLUSION

In this paper, an effective approach is proposed for solar-
panel segmentation from infrared images. The guided filter-
based image enhancement has been verified to be able to
effectively strengthen edge information. As a result, solar
panels can be detected more accurately in the detection
process. Moreover, the method based on k-means clustering
can effectively remove noisy and irrelevant lines. By means
of the background subtraction strategy, the background areas
adjacent to a solar panel can be reduced effectively. This can
improve the segmentation accuracy. Compared to other state-
of-the-art algorithms, the proposed method is more accurate
and efficient.
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