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Abstract: We proposed a novel adaptive carrier phase estimator based on the phase information
of the received signal only. Through eliminating the perturbation due to the amplitude of the
AWGN, the proposed method outperforms the conventional adaptive filter in terms of both the
carrier phase estimation and the filter gain tracking. Additionally, a dynamic tracking of both
the laser linewidth and SNR is derived based on the proposed carrier phase estimator which
requires no prior knowledge of the channel parameters. Numerical simulations and experiments
are conducted to verify its feasibility in real applications.
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1. Introduction

To comply with the enormous requirements on the bandwidth, the application of the advanced
modulation formats, like M-ary phase shift keying (MPSK) and M-ary quadrature amplitude
modulation (MQAM), in coherent optical fiber communication systems has received much
attention. However, coherent detection of phase modulation suffers from the impairments of
additive white Gaussian noise (AWGN), as well as the laser phase noise induced by the transmitter
and receiver lasers [1]. Hence, carrier phase estimation (PE) prior to coherent detection is
indispensable. A phase-locked loop (PLL) is one candidate for carrier phase tracking. However,
due to the large product of laser linewidth and loop delay, the PLL combined with the distributed
feedback laser is difficult to use [2]. Early receivers also use the conventional Mth power carrier
phase estimator for coherent optical M-ary phase shift keying (MPSK) [3, 4]. Due to the use of
nonlinear operations, like the Mth power, this method incurs high computational complexity. The
decision-aided maximum likelihood (DA-ML) phase estimator is another effective candidate [5].
However, the selected estimation window length would affect the accuracy of the estimated
carrier phase. The adaptive DA-ML phase estimator is further derived in [6, 7] to avoid the block
length effect, but the amplitude of the received signal considered in this algorithm deviates the
convergence of the phase estimation.
Meanwhile, to maintain the control of network elements and improve the fault management,

optical performance monitoring (OPM) is essential particularly in complex communication
networks [8]. Conventionally, performance management involves measurements of system
parameters such as the optical power, system noise level and wavelength. Among them, the
signal-to-noise ratio (SNR) is one of the most important parameters in terms of evaluating
the signal quality. Moreover, many techniques, such as adaptive coding and soft decoding,
require a prior knowledge of SNR. The maximum likelihood (ML) SNR estimator is commonly
used [9]. However, its performance is highly sensitive to the phase noise. The optical signal
processing based methods using Mach-Zehnder delay interferometer and Sagnac interferometer
are efficient candidates for SNR estimation [10]. However, optical signal processing require
additional hardware, which may be inapplicable due to practical limitations and cost.

The characterization of the laser phase noise due to the transmitter and receiver lasers attracts
extensive investigations as well. Early researchers relied on the electrical spectrum analyzer
for accurate estimation of laser linewidth [11]. Recently, coherent receiver based techniques,
which allows time-domain digital signal processing (DSP), become more popular. Both static
and dynamic estimation can be performed using either heterodyne or intradyne receiver [12].
This paper focuses on the dynamic tracking of the symbol SNR and laser linewidth by using

DSP based method. The carrier phase estimation performance would strongly affect the tracking
accuracy of the channel parameters. Previously, the adaptive DA-ML carrier phase estimator
is a powerful candidate [6, 7]. In our recent work, we realize that the amplitude of the received
signal, which is still considered in the conventional adaptive DA-ML method, is irrelevant to
the carrier phase tracking [13]. In this paper, we propose an enhanced version of the adaptive
DA-ML estimator, in which the amplitude part of the received signal is not used. With the new
method, both filter gain and decision-based techniques for dynamic tracking of SNR and laser
linewidth are derived and evaluated through numerical simulation and experiments.
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2. Enhanced adaptive DA-ML carrier phase estimator

2.1. Signal Model In Coherent Receiver

In this paper, we start from a linear phase noise-dominant channel with perfectly compensated
chromatic dispersion, polarization mode dispersion and frequency offset [7]. The received signal
model is given as

r(k) = m(k)e jθ(k) + n(k). (1)

Here, m(k) denotes the k-th transmitted symbol, which takes on values from the signal set
{Si = A(i)e jφ(i), i = 0, 1, 2, ..., M − 1} with equal probability. A(i) and φ(i) denote the amplitude
and phase modulation of each symbol. M denotes the number of signal points. Term n(k) is a
complex, Gaussian random variable with mean zero and variance N0, where N0 is the double-sided
spectrum density of the AWGN. Es denotes the average power per symbol. For multiple level
constellations, the amplitude of transmitted signal can be further expressed as

A(i) = ρi
√

Es, (2)

where ρi denotes the weight coefficient and M =
∑M−1

i=0 ρ2
i . Term θ(k) denotes the laser phase

noise due to the transmitter and receiver lasers. As in [14], the carrier phase θ(k) is commonly
modeled as a Wiener process

θ(k) =
k∑

m=−∞
ν(m), (3)

where {ν(m)} is a set of independent and identically distributed (i.i.d.), Gaussian random variables
with mean zero and variance of

σ2
p = 2π∆νT . (4)

T and ∆ν denote the symbol duration and combined linewidth of transmitter and receiver lasers,
respectively. Moreover, the phase noise increment sequence {ν(k)}k and the AWGN sequence
{n(k)}k are mutually independent.

2.2. Conventional Adaptive DA-ML Method

Based on (1), for coherent demodulation, the elimination of the carrier phase θ(k) is required
prior to the decision procedure. Previously, researchers rely on the DA-ML method, where a
sequence of previous decisions is used to estimate the carrier phase of current symbol. In DA-ML
method, with the assumption of slowly varying carrier phase, the carrier phase estimation of kth
symbol can be achieved by maximizing the likelihood function of L previous received symbols
{r(l)}k−1

l=k−L . However, simulation results show that, the selected window length would affect
the estimation accuracy [7]. To eliminate the block length effect, the adaptive DA-ML carrier
phase estimator is proposed in [6]. Instead of using a window, the phase estimation is derived by
minimizing a risk function of all passed symbols.
Here, the reference phase (RP) at k + 1-th symbol V(k + 1) is defined as

V(k + 1) = αV(k) + (1 − α)r(k)/m̂(k), (5)

where m̂(k) denotes the hard decision of m(k). Commonly, we assume that V(k) ≈ e j θ̂(k)

particularly at high SNR, where θ̂(k) denotes the estimation of the carrier phase θ(k). Through
minimizing the conditional risk function R(k) given in [6]

R(k) = E

[
k∑
l=1
|r(l) − V(l)m̂(l)|2

����{r(l)}kl=1

]
, (6)
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the filter gain α at each time k can be calculated as

α(k) = A(k)
B(k), (7)

where

A(k) = A(k − 1) +
k∑
l=1
|m̂(l)|2

·
[
|g(l − 1)|2 −<[V(l − 1)g∗(l − 1) − g(l)[V∗(l − 1) − g∗(l − 1)]]

]
B(k) = B(k − 1) +

k∑
l=1
|m̂(l)|2 · |V(l − 1) − g(l − 1)|2

g(k) = r(k)
m̂(k) .

(8)

While operating the adaptive filter given in (5), the initial condition of α(0) = 0 and V(0) = 1 is
chosen to give the maximum gain of 1 to the first received symbol.

In real applications, the implementation of the adaptive DA-ML method would inevitably lead
to phase reference error (PRE) which is defined as θe(k) = θ(k) − θ̂(k). It has been shown that at
high SNR and low laser linewidth, θe is approximately Gaussian distributed with mean zero and
variance [7]

σ2
e =

σ2
p

1 − α2 +
η

2γs
1 − α
1 + α

. (9)

Here γs = Es/N0 denotes the average symbol SNR and η = E[1/|m(k)|2] denotes the constellation
penalty [14]. According to the simulation results provided in [7], with σ2

p = 3.41 × 10−4rad2, the
measured PRE variance agrees very well with the theoretical value given in (9) at γs greater than
10 dB for M-PSK and 15 dB for 16QAM. Additionally, if the SNR and laser linewidth can not
guarantee the assumption of the Gaussian distribution of θe(k), the carrier phase estimator still
works, except that the PRE variance will not agree so closely with the analytical result. From
(9), the optimum steady-state α, denoted by αo, can be easily calculated by minimizing the PRE
variance, which gives

αo = 1 +
γsσ

2
p

η
−
γsσ

2
p

η

√
2η
γsσ

2
p

+ 1. (10)

During the implementation, the calculated α is expected to converge to the optimal steady-state
value αo. According to (10), αo is a function of the laser phase noise variance σ2

p , symbol SNR
γs and constellation penalty η. Therefore, with known system parameters, the convergence of α
can be facilitated by substituting the calculated αo into (5) as the initial value of α. However,
simulation results show that, there exists a gap between the theoretical αo calculated from (10)
and the steady-state α measured from simulation [6], which would block the implementation of
αo in real applications. This is because, in (5), assuming perfect hard decision, i.e. m̂(k) = m(k),
the adaptive DA-ML phase estimation can be written as

V(k + 1) = α(k)V(k) + [1 − α(k)]
[
e jθ(k) +

n(k)
m(k)

]
. (11)

From (11), obviously, n(k) and m(k) are independent of the carrier phase θ(k) of current symbol.
Hence, term n(k)/m(k) would lead to negative perturbations to the carrier phase estimation
and further slow down the convergence of the adaptive filter gain α. To mitigate the negative
perturbation, we propose an enhanced adaptive DA-ML phase estimator where the amplitude
part of the noise term n(k)/m(k) is filtered out.
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2.3. Enhanced adaptive DA-ML phase estimator

For better phase estimation, in the enhanced method, we make use of a new variable m′(k) =
|r(k)|e jφ̂(k) to eliminate the amplitude noise due to the AWGN, which gives

VE (k + 1) = αEVE (k) + (1 − αE )
r(k)

m′(k) . (12)

Here, φ̂(k) denote the decision of the phase modulation φ(k). Similarly, the filter gain αE at each
time k can be calculated by minimizing the conditional risk function given in (6), which gives

αE (k) =
AE (k)
BE (k)

AE (k) = AE (k − 1) +
k∑
l=1
|m′(l)|2

·
[
|gE (l − 1)|2 −<

[
VE (l − 1)g∗E (l − 1) − gE (l)

[
V∗E (l − 1) − g∗E (l − 1)

] ] ]
BE (k) = BE (k − 1) +

k∑
l=1
|m′(l)|2 · |VE (l − 1) − gE (l − 1)|2

gE (k) =
r(k)

m′(k) .

(13)

Similar with that in conventional adaptive filter, the initial value of α(0) and V(0) while applying
the enhanced method is chosen as 0 and 1, respectively.
Considering perfect hard decision, we have φ̂(k) = φ(k). Substituting (1) into (12), we have

VE (k + 1) = αEVE (k) + (1 − αE )e j[θ(k)+ε (k)], (14)

where ε(k) denotes the additive observation phase noise (AOPN) due to the AWGN n(k) [15].
It has been shown that at high SNR, Tikhonov distributed {ε(k)} can be approximated as a
sequence of independently distributed Gaussian random variables with mean zero and variance

σ2
ε = η/2γs . (15)

Similarly, the phase of the RP calculated from (14) is recognized as the carrier phase estimation.
Considering the PRE of the enhanced adaptive DA-ML method, we have

e j(θ(k+1)−θe (k+1)) = αEe j(θ(k)−θe (k)) + (1 − αE )e j[θ(k)+ε (k)]. (16)

Dividing both sides of (16) by e jθ(k) and applying the approximation: e j(x) ≈ 1 + j x, we have

θe(k + 1) = ν(k + 1) + αEθe(k) − (1 − αE )ε(k). (17)

Taking the expectation of the both sides, we have

E[θe(k + 1)] = E[ν(k + 1)] + αEE[θe(k)] − (1 − αE )E[ε(k)] = αEE[θe(k)]. (18)

Considering the initial phase estimation error θe(0), we have

E[θe(0)] = E[θ(0)] − E[ ˆθ(0)] = E[ν(0)] − E[∠[V(0)]]. (19)

Since the initial value of V(0) is chosen as 1, we have

E[θe(0)] = E[ν(0)] − E[∠[1]] = 0. (20)
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Substituting (20) into (18), we can easily find that E[θe(k)] = 0. The PRE variance, var[θe(k)],
can be obtained by squaring the both sides of (17) and taking the expectation. Note that θe(k)
given in (17) depends on {ν(l)}k−1

l=1 , while {ν(l)}l is a sequence of independent, identically
distributed random variables. Hence, θe(k) and ν(k + 1) are mutually independent. Moreover,
the AOPN term ε(k) depends only on the AWGN n(k), where the AWGN sequence {n(k)}k is
independent of the phase noise increment {ν(k)}k . Thus, θe(k) and ν(k + 1) are independent of
ε(k). In this case, through squaring (17), the PRE variance can be written as

var[θe(k + 1)] = α2
Evar[θe(k)] + σ2

p + (1 − αE )2σ2
ε . (21)

The steady-state PRE variance σ2
e = limk→∞ var2[θe(k)] can be calculated by solving (21) with

var2[θe(k + 1)] = var2[θe(k)], which gives

σ2
e =

σ2
p

1 − α2
E

+
η

2γs
1 − αE
1 + αE

. (22)

Note that the PRE variance of the enhanced filter given in (22) is the same as that of the
conventional one given in (9). This is because, during the derivation of the PRE variance, we
consider the assumption of high SNR where the amplitude noise due to the AWGN is less
significant. Hence, the conventional adaptive DA-ML method achieves similar performance with
the enhanced method. In this case, both the conventional filter and its enhanced version share the
same optimal steady-state αo as derived in (10). However, due to the elimination of the amplitude
noise, the proposed enhanced phase estimator is expected to achieve better estimation accuracy
compared with the conventional one at relatively low SNR. Additionally, without the deviation
due to the amplitude noise, the actual filter gain measured from the enhanced phase estimator
would converge closer to the optimal αo calculated from (10).

3. SNR and laser linewidth estimation

3.1. Filter gain-based method

The accurate tracking of the adaptive filter gain α by using the enhanced adaptive phase estimator
enables the estimation of both combined laser linewidth and symbol SNR. As shown in (10), the
steady-state filter gain αo is a function of the symbol SNR γs and laser phase noise variance σ2

p .
During the implementation, the αo can be estimated by averaging the calculated α over a long
period of time after reaching the steady-state. Hence, with known SNR γs , the laser phase noise
variance σ2

p can be calculated by inverting (10), which gives

σ2
p =

α2
o − 2αo + 1

2αo
η

γs
. (23)

The combined laser linewidth can be further calculated as ∆ν = σ2
p/2πT . Similarly, with known

∆ν, the symbol SNR can be calculated by solving (10), which gives

γs =
α2
o − 2αo + 1

2αo
η

σ2
p

. (24)

However, with filter gain based method, the laser linewidth ∆ν is required when estimating the
SNR γs and vice versa. In practical applications, the prior knowledge of the system parameters
might be unavailable. To solve this problem, a simple decision based simultaneous tracking of
SNR γs and laser linewidth ∆ν, which requires no prior knowledge, is derived as follow.
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3.2. Development of the decision-based method

With accurate phase tracking by using the enhanced adaptive phase estimator, a simultaneous
tracking of γs and ∆ν can be obtained based on the decisions of previous symbols. In this method,
after the carrier phase estimation and hard decision, the carrier phase θ(k) and phase modulation
φ(k) of the received symbol can be easily removed, thereby generating an AWGN dominant
estimation variable D(k). Assuming perfect hard decision, we define D(k) as

D(k) = r(k)e−j[φ(k)+θ̂(k)]. (25)

Substituting (1) into (25) and taking the real part of D(k), we have

DRe(k) = <[D(k)] = <[ρ(k)
√

Ese jθe (k) + n(k)e−j(θ̂(k)+φ(k))], (26)

where<[x] denotes the real part of the complex variable x. Since |θe(k)| � 1, the approximation
e jx ≈ 1 + j x is applied in (26), thereby giving

DRe(k) ≈ ρ(k)
√

Es +<[n′(k)], (27)

where n′(k) = n(k)e−j(θ̂(k)+φ(k)). Since n(k) is circular symmetric, n′(k) is statistically identical
to n(k) which is Gaussian distributed with mean zero and variance N0. As aforementioned, the
transmitted signal m(k) is equally selected from the signal set. Hence the amplitude coefficient
ρ(k) follows a uniform distribution. Its mean value ρ̄ = E[ρ(k)] can be easily calculated for a
known constellation. Note that ρ(k) and n′(k) are independent. Taking the expectation of the
both sides of (27), we have

E[DRe(k)] = ρ̄
√

Es + E [<[n′(k)]] = ρ̄
√

Es . (28)

With known ρ̄, the average symbol energy Es can be easily calculated from (28), which gives

Es = [E[DRe(k)]/ρ̄]2 . (29)

Subtracting the amplitude modulation from (27) and taking the variance, we can obtain the noise
power N0, given as

N0 = 2 × var
[
DRe(k) − ρ(k)

√
Es

]
. (30)

Combining (29) and (30), the symbol SNR can be simply calculated as

γs =
[E[DRe(k)]/ρ̄]2

2 × var
[
DRe(k) − ρ(k)

√
E[DRe(k)]/ρ̄

] (31)

Compared with the filter gain based SNR estimation given in (24), the decision-based SNR
estimation given in (31) requires no prior knowledge of the laser linewidth ∆ν.

The measurement of {D(k)} can be applied to estimate the laser linewidth ∆ν as well. Denoting
the imaginary part of D(k) as DIm(k), we have

DIm(k) = =[D(k)] = =[ρ(k)
√

Ese jθe (k) + n′(k)], (32)

where =[x] denotes the imaginary part of the complex variable x. Applying the approximation:
e jx ≈ 1 + j x, we can linearize (32) as

DIm(k) =
√

Esρ(k)θe(k) + =[n′(k)]. (33)
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Note that the PRE θe(k) is independent of the amplitude coefficient ρ(k). Hence, the expectation
of DIm(k) can be simplified as

E[DIm(k)] =
√

EsE[ρ(k)θe(k)] + E[=[n′(k)]]

=
√

EsE[ρ(k)]E[θe(k)] + E[=[n′(k)]] = 0.
(34)

The variance of DIm(k) can be expressed as

σ2
I = var[DIm(k)] = E[DIm(k)2]. (35)

Squaring both sides of (32), we have

DIm(k)2 = Esρ(k)2θe(k)2 + =[n′(k)]2 + 2
√

Esρ(k)θe(k)=[n′(k)]. (36)

Since ρ(k), n′(k) and θe(k) are mutually independent, substituting (36) into (35), we have

σ2
I = EsE[ρ(k)2]E[θe(k)2] + E[=[n′(k)]2] + 2

√
EsE[ρ(k)]E[θe(k)]E[=[n′(k)]]. (37)

Since the PRE of the enhanced adaptive DA-MLmethod θe(k) and n′(k) are shown to be Gaussian
distributed with mean of zero, we have

E[θe(k)2] = σ2
e, E[=[n′(k)]2] = var[=[n′(k)]] = N0

2
. (38)

Substituting (38) into (37), the variance of the imaginary part of D(k) can be simplified as

σ2
I = σ

2
e Es +

N0
2
. (39)

Considering the PRE variance of the enhanced adaptive DA-MLmethod derived in (22), obviously,
σ2
I given in (39) is a function of average symbol power Es, noise power N0, symbol SNR γs,

filter gain α and laser phase noise variance σ2
p . With known parameters, we can easily calculate

σ2
p through inverting (39), which gives

σ2
p = (1 − α2

E )
[
σ2
I

Es
− η

2γs
1 − αE
1 + αE

− 1
2γs

]
. (40)

With the σ2
p estimated from (40), we can calculate the laser linewidth by inverting (4), which

gives

∆ν = σ2
p/2πT . (41)

3.3. Implementation of the decision based method

During the implementation, from the definition given in (25), a series of measurements of D(k)
can be easily collected at the receiver side. Through averaging the real part of D(k) over a
long period of time, we can calculate its sample mean Ê[DRe(k)], which can be recognized
as an approximation of E[DRe(k)]. Additionally, for a given constellation, the mean value of
the amplitude coefficient ρ̄ is known as a constant. With ρ̄ and Ê[DRe(k)], the signal power
Es can be easily estimated from (29). With the estimated Es and measured DRe(k), we can
further estimate the noise power N0 from (30) by using the sample variance of the measurement
[DRe(k) − ρ(k)

√
Es]. Combining the estimated signal power and noise power, we can finally

estimate the SNR γs .
Similarly, considering the laser linewidth estimation, the steady-state filter gain αE can be

obtained by averaging the measurements of αE (k) after reaching the steady-state. Moreover,
the constellation penalty η is a known parameter for a given constellation. The variance of the
imaginary part of D(k), σ2

I , can be simulated with the sample variance of DIm(k) measured at
the receiver side. Substituting the measured γs from (31) into (40), we can easily calculate the
phase noise variance σ2

p and further measure the laser linewidth ∆ν from (41).
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4. Results and discussions

4.1. Simulation

Here, Monte Carlo simulations are performed to evaluate the feasibility of the proposed enhanced
adaptive DA-ML carrier phase estimator. The conventional adaptive filter is simulated for
comparison. The mean square error (MSE), defined as

MSE =
1
N

N∑
i=1

(
θ(i) − θ̂(i)

)2
(42)

is used as the performance metric. Term θ̂(i) denotes the estimated carrier phase of ith symbol
and N is the number of measurements used for each calculation of the MSE. Here, the sample
size is chosen as N = 500000 per simulation run to stabilize the simulation results. For better
observation, we consider the inverse logarithmic scale of the measured MSE while plotting the
figures. In Fig. 1, the MSE is measured as a function of symbol SNR γs by using different
carrier phase estimators. As shown, compared with the conventional adaptive filter, the enhanced
method achieves better carrier phase estimation performance, particularly at low SNR for all
tested situations. With SNR greater the 15 dB for both 8PSK and 16QAM, the performance
improvement through applying the enhanced method is less observable. This is because, at
high SNR, the amplitude of received symbols is approximately static. Compared with 8PSK,
performance improvement due to the enhanced method is more significant in 16QAM. This is
because, in 16QAM, the amplitude fluctuation due to the multi-level modulation would disturb
the phase tracking as well. In this case, the mitigation of the amplitude noise by using the
enhanced method is more important. Considering the laser linewidth, Similar trend in terms
of the carrier phase estimation performance can be observed with different ∆ν. Moreover, the
estimation accuracy decreases along with the increase of ∆ν as we expected. With the precise
tracking of the carrier phase, we will later show that the proposed phase estimator enables an
accurate measurement of both SNR and laser linewidth based on either the filter gain or decisions
of previous symbols.
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Fig. 1. Inverse MSE of the phase estimation versus the symbol SNR γs with symbol rate
R = 50 G Symbols/second.

In terms of the tracing accuracy of the optimal steady-state filter gainαo, significant performance
improvement can be achieved by using the enhanced adaptive filter. Here, the inverse of the
normalized mean square error (NMSE) of the measured αo , defined as

NMSE =
1
N

N∑
i=1

(
α̂i − αo
αo

)2
, (43)
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is used as the performance metric. Term α̂i denotes the ith estimation of the αo and N is the
number of measurements used for each calculation of the NMSE. To ensure the estimation
accuracy, we choose the sample size of N = 100000 during the simulation. As illustrated in Fig.
2, compared with the conventional adaptive filter, more than 10 dB performance improvement
can be achieved by using enhanced method in both 8PSK and 16QAM. Compared with the 8PSK,
better tracking accuracy of the steady state filter gain α can be achieved in 16QAM modulated
systems with both conventional and enhanced adaptive filter. This is because, in both conventional
and enhanced adaptive filter, the filter gain α is calculated through minimizing the risk function
R(k) given in (6), which is related to the residual amplitude and phase noise. Compare with 8PSK,
16QAM modulated systems suffer larger residual noise, which facilitates the convergence of α.
Moreover, while considering the enhanced filter, since the amplitude fluctuation in 16QAM due
to both the AWGN and amplitude modulation is mitigated, the performance difference compared
with the 8PSK is less significant.
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Fig. 2. Inverse NMSE of measured α versus (a) combined laser linewidth ∆ν and, (b) symbol
SNR γs .

In addition, as shown in Fig. 2(a), with the enhanced filter, we can observe a slight performance
increase along with the increase of laser linewidth ∆ν. In contrast, as shown in Fig. 2(b), the
growth of SNR γs degrades the tracking accuracy of the steady state αo. This is because, with
large SNR, less residual noise of previous symbols would lead to a slower convergence of α
compared with that using a small SNR. Similar performance trend can be observed in [7] (Fig. 5).
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In addition, here, the NMSE is applied as the performance metric. From Eq. (10), we can easily
find that the calculated αo decreases with the increase of γs , which further degrades the NMSE
performance. Similarly, the large residual noise due to the laser linewidth ∆ν would facilitate the
convergence of α while using the enhanced adaptive method as shown in Fig. 2(a). However, with
the conventional adaptive filter, since the amplitude noise would strongly disturb the convergence
of α, its tolerance to the laser linewidth is less efficient compared with the enhanced method.
The enhanced adaptive filter enables, as well, an accurate estimation of the combined laser

linewidth ∆ν and symbol SNR γs. Both the filter gain based technique and the decision based
method are tested in 8PSK and 16QAM systems with R = 50 G Symbols/second. For performance
comparison, the instantaneous frequency based laser linewidth estimation and ML SNR estimator
are tested in the same situation [9, 16]. Here, the normalized mean square error (NMSE),
illustrating the relative estimation error performance, is commonly used as the performance
metric [9, 16]. Similar with that in the investigation of the α tracking performance, the sample
size of N = 100000 is used for both SNR and laser linewidth estimation.
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Fig. 3. Performance comparison of different (a) laser linewidth estimation methods, and (b)
symbol SNR estimation techniques.

The inverse NMSE of the laser linewidth estimation using different methods are depicted
in Fig. 3 as a function of the symbol SNR. Simulation results show that both the decision and
filter gain based methods outperform the instantaneous frequency based method. Moreover,
the instantaneous frequency based method relies highly on the SNR, while with our proposed
methods, 20 dB inverse NMSE can be obtained at γs = 15 dB. Compared with the filter gain
based method, estimation using the symbol decision achieves better performance in all tested
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constellations. Additionally, with the increase of γs , a continuous performance improvement can
be observed by using the decision based methods. In contrast, while using the filter gain based
method, the increase of γs leads to the decrease of the tracking accuracy of the steady-state filter
gain αo, thereby leading to performance degradation on the laser linewidth estimation.
The performance of multiple SNR estimators are tested in both 8PSK and 16QAM systems.

As shown in Fig. 3(b), the inverse NMSE of the SNR estimation are measured as a function of
the laser linewidth ∆ν. Obviously, the decision based SNR estimator achieves best estimation
accuracy in all considered constellations within the entire range of ∆ν tested. Considering the
filter gain based estimator, we can observe a continuous performance increase along with the
growth of ∆ν. Additionally, simulation results show that the filter gain based technique outperform
the conventional ML estimator particularly at large laser linewidth. This is because the ML
method is proposed without the consideration of the phase noise. During our simulation, the
use of the enhanced adaptive DA-ML phase estimator would lead to inevitable PRE, thereby
generating negative effects on the performance of the ML estimator.
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Fig. 4. Performance investigation of (a) decision and, (b) filter gain based laser linewidth
estimators.

For comprehensive performance investigation, the proposed laser linewidth estimators are
investigated in 50 G Symbols/second 8PSK and 16QAM systems within a wide range of SNR
and laser linewidth. As shown in Fig. 4, the increase of ∆ν improves the estimation performance
in both filter gain and decision based techniques. In decision based estimator, high SNR leads
to less fluctuation on the measured sample mean and variance of the decision variable D(k).
Therefore, a performance improvement can be observed with the growth of γs . In contrast, there
exists an optimal SNR value with minimum NMSE in filter gain based laser linewidth estimator
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particularly at high ∆ν. This is because, in filter gain based method, the laser linewidth estimation
performance is closely related to the tracking accuracy of α. As mentioned above, the increase of
SNR will degrade the convergence speed of α, thereby generating certain amount of bias in laser
linewidth estimation and decreasing the estimation performance. However, the increase of γs
also mitigates the fluctuation of the estimated laser linewidth. Hence, at ∆ν=10 MHz, we can
still observe a performance improvement at SNR below around 23 dB. However, after reaching
the optimal point, the AWGN no longer dominates. In this case, the mitigation of the estimation
noise due to the AWGN is less important. Hence, the increasing bias at high SNR degrades the
estimation accuracy. Additionally, as shown in Fig. 4(b), the optimal SNR increases with the
decrease of the laser linewidth. This is because, with smaller ∆ν, the estimation noise fluctuation
due to the laser phase noise is less significant. Hence, the elimination of the AWGN induced
estimation noise is more important compared that considering a large ∆ν.

The SNR estimation performance of various methods are illustrated in Fig. 5 as a function of
laser linewidth and SNR. Similarly, the filter gain based technique achieves better performance
at larger ∆ν. In contrast, the increase of ∆ν degrades the estimation accuracy of the decision
based technique. This because the large PRE as a result of a large laser linewidth value would
conflict with the approximation applied during the derivation of the decision based SNR estimator.
Moreover, an optimal SNR value can be observed in both filter gain and decision based methods,
which leads to best estimation accuracy. At high SNR, the noise power becomes too small to be
accurately estimated. Hence, the measured NMSE increases after the optimal point.
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Fig. 5. Performance investigation of (a) filter gain and, (b) decision based SNR estimators.
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4.2. Experimental demonstration

An experiment is conducted to verify the performance of the decision based laser linewidth and
SNR estimation. Since the decision based method requires no prior knowledge of the channel, it
is more appropriate to be implemented in real applications. As shown in Fig. 6, a single-channel,
back-to-back, coherent 16QAM system with symbol rate R = 25 G Symbols/second is used
for evaluation. To achieve tunable laser linewidth, at the transmitter side, the light beam from
an external cavity laser (ECL) centered at 1550 nm is phase-modulated according to the laser
linewidth emulator introduced in [17]. The modulated light beam is separated and used as
both the optical carrier and local oscillator. An IQ modulator driven by an arbitrary waveform
generator (AWG) operating at 25 G Samples/second is applied to generate 16QAM modulation.
An Erbium-doped fiber amplifier (EDFA) is employed to provide an on/off gain of 10 dB. At the
receiver side, the optical signal is detected by an optical hybrid & balanced receiver and sampled
by a real-time oscilloscope operating at the sample rate of 50 G Samples/second for off-line DSP.
After sampling, the modified constant modulus algorithm (MCMA) for multi-level constellations
is applied for the channel estimation and the enhanced adaptive DA-ML is applied afterwards for
carrier recovery.
In Fig. 7, the laser linewidth and symbol SNR estimation is plotted as a function of ∆ν.

Compared with the simulation results presented above, the decision-based estimation achieves
less effective performance during the experiment which is mainly because of the imperfect
channel estimation. As shown, after averaging over 200 single estimates, we achieve a reliable
performance for both laser linewidth and SNR with all tested ∆ν. Considering the laser linewidth
estimation, the normalized estimation error decreases from around 0.3 to less than 0.05 with ∆ν
increases from 500 KHz to 5 MHz. That is to say, the decision based method generates more
stable performance at large laser linewidth, which is consistent with the observations from our
simulation. This is because, the increase of ∆ν leads to a large PRE variance which is easier
to be accurately calculated. In terms of the SNR estimation, the normalized error for all single
estimates is less than 0.1, which is acceptable in real applications.
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Fig. 6. Experimental setup of the 25G Symbols/second 16QAMcoherent optical transmission
system.

5. Conclusion

This paper provides an enhanced adaptive DA-ML carrier phase estimation which outperforms
the conventional adaptive phase estimator in terms of both the phase estimation accuracy and the
convergence of the actual filter gain to the optimal filter gain. Additionally, this phase estimator
provides a means for dynamic measurement of both the laser linewidth and symbol SNR by using
either the filter gain or the decision based method. Compared with the conventional DSP based
estimation of channel parameters, both filter gain and decision based techniques achieve better
performance. Moreover, decision-based techniques require no prior knowledge of the channel
parameters which is expected to be efficient in most practical implementations.
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Fig. 7. Experimental evaluation of the performance of the decision based (a) laser linewidth
and, (b) SNR estimation.
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