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Abstract: 3D videos have attracted lots of attention from academia and industry after great success in the film industry. Multi-
view Video plus Depth (MVD) is the most popular 3D video format to provide vivid 3D feeling and has been adopted as an 
international 3D video coding standard, namely 3D-HEVC. MVD includes a limited number of textures and depth maps to 
synthesize virtual views. In MVD, depth samples describe the distance between a camera and an actual object as a grey-level 
image. The characteristics of depth maps are quite different from texture images. Consequently, new coding tools are 
designed for depth maps in 3D-HEVC to improve the coding efficiency at the expense of high computational complexity, 
which faces great challenges in coding systems. Depth map coding is also an important technique in immersive media to 
support 3DoF+/6DoF applications such as Virtual Reality/Augmented Reality (VR/AR). The paper starts with an overview of 
what has been done over the last decade in 3D-HEVC, especially depth map coding, regarding theories, methodologies, 
current research and development of state-of-the-art fast approaches such as machine learning, etc. Following this, a 
comprehensive comparison of the reviewed techniques is presented, and an outlook on its future trends is provided. 

1. Introduction

3D videos provide an exciting viewing experience with

the illusion of depth perception.  It is not limited to a theatre 

nowadays.  It also becomes increasingly interesting for home 

entertainment due to the proliferation of 3D television, Blu-

ray 3D, VR headsets, etc. Pervasive applications include 

immersive video conference developed by Heinrich Hertz 

Institute (HHI) [1], 3D movie, Microsoft motion-sensing 

game (XBOX) [1], etc. In principle, 3D scene perception can 

be achieved by presenting two different videos to the viewer’s 

left and right eyes simultaneously via 3D glasses [2]. 

Due to the user habit, the requirements of the 3D video 

in the home, however, are quite different from the theatre 

scenario, where an audience sits in a chair for a limited 

amount of time and paying full attention to the movie. In the 

theatre, stereo content is sufficient enough and the audience 

wears 3D glasses for watching.  In contrast, there is a great 

variety of 3D displays designed for home users, starting from 

traditional 2-view stereo displays with glasses to more 

sophisticated auto-stereoscopic displays without glasses. In 

the auto-stereoscopic display, more than two views are 

displayed at a time. Recent auto-stereoscopic displays are 

capable of displaying N different views at the same time, of 

which only a stereo pair is visible from a specific location. 

We believe the auto-stereoscopic display will become 

dominant in a living home environment in the coming future. 

To support this, multiple views are either provided as input to 

the display, or these views are synthesized locally with the 

help of depth maps at the display.  Owing to limitations in the 

production environment and bandwidth constraints [3], the 

latter approach is the current trend where only limited views 

and their corresponding depth maps are captured, compressed 

and transmitted for 3D video applications [4]-[5], and this 3D 

video format is referred to as Multi-view Video plus Depth 

(MVD) [6]-[7]. With the aid of depth information, it can 

synthesize an arbitrary number of views from these limited 

views via the Depth-Image-Based Rendering (DIBR) 

technology [8] at the decoder side.  

In March 2011, MPEG issued a Call for Proposals (CfP) 

on 3D video technology [5] based on the state-of-the-art High 

Efficiency Video Coding (HEVC) standard [9]-[10]. The 

responses and the subjective tests demonstrated the superior 

of MVD, and it was then adopted as the 3D extension of 

HEVC (3D-HEVC).  Consequently, the ISO/IEC MPEG and 

ITU-T Video Coding Experts Group (VCEG) standardization 

bodies established the Joint Collaborative Team on 3D Video 

Coding Extension (JCT-3V) to develop the next generation 

of an international 3D video coding standard in July 2012. 

Based on the HEVC [10], the first 3D-HEVC reference 

software was contributed by proponents that achieve the best 

performance to the CfP [5], [11]. In February 2015, 3D-

HEVC was finally included in the 3rd version of HEVC which 

provides the joint coding tools of texture and depth map for 

various advanced 3D displays [12]. 

In MVD, a depth map is represented by a grey-level 

image, as shown in Fig. 1, which captures the distance 

between a camera and an actual object. By representing the 

depth information, a depth map plays a key role in the DIBR 

process and should be carefully coded. It is observed that the 

characteristics of a depth map are quite different from those 

of a texture image. First, a depth map has mostly smooth 

regions delimited by sharp edges [6], [13]. Second, the 

distortion of sharp edges induces ringing artifacts at object 

boundaries in synthesized views [14]. Different from 2D 

video, preserving the sharp edges rather than the visual 

quality becomes the most critical task for depth map coding 

in 3D-HEVC. 
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Depth map coding in 3D-HEVC adopts a quadtree-based 

Coding Tree Unit (CTU) structure in HEVC. The CTU is a 

basic unit and is divided into several Coded Units (CUs) that 

can be represented by a recursive quadtree structure. An 

optimal CU partition within a CTU is a combination of 

different square sizes or Depth Level (DL) ranging from 

64×64 (DL=0) to 8×8 pixels (DL=3). The CU is then split 

into several Prediction Units (PU), where the best prediction 

mode for each PU is selected from many candidates. In 

addition to the coding framework of HEVC, 3D-HEVC 

introduces many new coding tools especially for depth maps, 

which will be described in Section 2 and Section 3. These new 

coding techniques in 3D-HEVC yield significant coding 

efficiency and provide the outstanding perceptual quality of 

synthesized views. However, the coding complexity for depth 

maps is increased drastically, and fast depth map coding 

techniques are desirable for making 3D-HEVC practice.  

The rest of this paper is organized as follows. The basic 

concept of the 3D-HEVC is given in Section 2. Section 3 then 

describes various coding techniques for depth maps in 3D-

HEVC in detail. Section 4 introduces the recent fast 

algorithms for depth map coding. The emerging learning- 

based fast coding methods are then discussed in Section 5, 

together with our proposed decision tree-based depth coding 

algorithm. Finally, Section 6 depicts an outlook on the use of 

depth maps in immersive video coding. 

2. System Structure of 3D-HEVC  

In this Section, the MVD data format representing 3D 

video as well as the corresponding transmission system is 

described in Section 2.1. The 3D-HEVC coding system 

designed for MVD videos is then introduced in Section 2.2.  

 

2.1. Transmission of 3D video 
 

The Multi-View Video (MVV) data format is always 

used for 3D video representing, where each view requires one 

camera to capture the scene independently. Although the 

MVV data format can effectively represent one N-view video, 

the amount of data is extremely large to represent a 

remarkable number of views. In recent years, the DIBR 

technology is designed and introduced to synthesize virtual 

views. With DIBR, not all views must be transmitted since 

additional views can be synthesized by the limited textures 

and depth maps. As a result, MVD, which is composed of a 

small number of captured views with their associated depth 

maps, has replaced MVV due to its superior coding efficiency 

for 3D video representation. For one MVD video, a limited 

number of textures and their associated depth maps, as well 

as the camera parameters, are coded and multiplexed into one 

bitstream. After transmission. the additional views can then 

be synthesized at the decoder side.  

The basic structure of the 3D video transmission system 

using the MVD data format is illustrated in Fig. 2. In general, 

one MVD video consists of multiple textures, the 

corresponding depth maps, and the camera parameters. These 

signals are all set as input signals of the 3D-HEVC encoder. 

After the coding process, the bitstream referring to the whole 

MVD is then sent to the transmission system. It is noted that 

each transmitted bitstream packet contains a header that 

signals the type information of the current packet. Therefore, 

based on header information, the 3D transmitted bitstream 

  
(a) (b) 

Fig. 1. Example of MVD video (a) texture video, (b) depth 

map 

 
Fig. 2. Overview of the system structure and the data format for the transmission of 3D video 
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can be extracted and used for heterogeneous displays such as 

a 2D display, a stereo display, and an N-view display.  This 

system structure facilitates the format scalability.  For 

instance, if the bitstream is received by an N-view display, 

the input textures, depth maps, and camera parameters are 

reconstructed by the 3D-HEVC decoder. The DIBR 

technology using the reconstructed signals can then 

synthesize the virtual intermediate views for the N-view 

display. Here, the N-view display can be considered as an 

auto-stereoscopic display, where the two views for the stereo 

video can be selected by an audience. On the other hand, if 

the 3D receiver is replaced by a stereo or 2D receiver, the 

required bitstream can be extracted for the corresponding 

stereo or 2D display.  

 

2.2. 3D-HEVC Codec Structure  
 

The 3D-HEVC encoder in Fig. 2 is designed to encode MVD 

data.  It deals with several views and associated depth maps 

at the same time instant rather than one single video picture 

in HEVC. Fig. 3 describes the basic codec structure of 3D-

HEVC. In principle, each texture or depth signal is coded by 

an encoder inherited from the technology of HEVC. The 

bitstream packets referring to each signal component are then 

multiplexed together to form the 3D-HEVC bitstream. There 

is a base/independent view among all views, which is first 

coded by a fully HEVC compliant codec in order to support 

format scalability. Other views are dependent views and 

coded by a modified HEVC codec. As shown in Fig. 3, the 

independent view can be used as the reference for the 

dependent views, which is called the inter-view prediction 

technique. Besides, at each view, the texture picture has an 

associated depth map capturing the same scene from the same 

camera position. Thus, 3D-HEVC designs several inter-

component techniques for reducing the redundancy between 

the textures and associated depth maps. Both inter-view 

techniques and inter-component techniques are marked as the 

red lines in Fig. 3. Due to the special characteristics of depth 

maps, several additional coding tools are designed for depth 

maps in 3D-HEVC. Detailed descriptions of the depth map 

coding techniques in 3D-HEVC will be discussed in the next 

section. 

3. Depth Map Coding Techniques 

Depth map coding is the key factor of 3D-HEVC, and its 

framework is mostly inherited from the texture video coding 

in HEVC or 3D-HEVC, such as quadtree coding structure, 

inter-view coding tools, etc. The inter-view coding tools, 

including Disparity-Compensated Prediction (DCP), inter-

view motion prediction, are designed for reducing the 

redundancy between different views. These inherited 

techniques will not be described in this paper and the 

interested reader is referred to  [15].   

In the following, we will focus on the additional coding 

tools for depth maps in 3D-HEVC. Instead of traditional 

Rate-Distortion Optimization (RDO) used in HEVC, a new 

optimization method considering the synthesized view 

quality for depth coding in 3D-HEVC will be described in 

Section 3.1. The inter-component techniques that reduce the 

redundancy between depth maps and their associated texture 

videos will be discussed in Section 3.2. In Section 3.3, we 

will describe the new depth intra coding tools for better 

representing the characteristics of depth maps.  

 

3.1. View Synthesis Optimization 
 

 

Fig. 3. Basic codec structure of 3D-HEVC with inter-component prediction (red arrows) 
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Depth maps are transmitted for view synthesis instead of 

directly viewed by audiences. In this situation, the 

reconstructed depth map quality cannot guarantee the 

synthesized view quality from the traditional RDO. Therefore, 

the View Synthesis Optimization (VSO) scheme  [16]-[19] 

was designed in 3D-HEVC to look for the optimal mode in 

depth map coding. Different from RDO, the VSO scheme 

considers both of the synthesized view and depth map quality. 

The VSO cost 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿)  is computed by the distortion 

𝐷𝑉𝑆𝑂(𝑚𝐷𝐿)  plus the Langrangian multiplier 𝜆  times the 

coding rate 𝑅(𝑚𝐷𝐿) as follows:  

 

𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) = 𝐷𝑉𝑆𝑂(𝑚𝐷𝐿) + 𝜆 × 𝑅(𝑚𝐷𝐿)            (1) 

 

where 𝑚𝐷𝐿  is one of the possible candidate modes at the 

depth level of 𝐷𝐿 . In VSO, 𝐷𝑉𝑆𝑂(𝑚𝐷𝐿)  takes both the 

distortion of the synthesized view, 𝐷𝑠𝑦𝑛(𝑚𝐷𝐿) , and the 

distortion of the depth map, 𝐷𝑑𝑒𝑝(𝑚𝐷𝐿), into account which 

is formulated as 

 

𝐷𝑉𝑆𝑂(𝑚𝐷𝐿) =
𝑤𝑠𝑦𝑛×𝐷𝑠𝑦𝑛(𝑚𝐷𝐿)+𝑤𝑑𝑒𝑝×𝐷𝑑𝑒𝑝(𝑚𝐷𝐿)

𝑤𝑠𝑦𝑛+𝑤𝑑𝑒𝑝
        (2) 

 

where 𝑤𝑠𝑦𝑛 and 𝑤𝑑𝑒𝑝  are the weighting factors of 

𝐷𝑠𝑦𝑛(𝑚𝐷𝐿) and 𝐷𝑑𝑒𝑝(𝑚𝐷𝐿) , respectively. 𝐷𝑑𝑒𝑝(𝑚𝐷𝐿)  is 

calculated by the Sum of Squared Error (SSE) or sum of 

Absolute Hadamard Transform Difference (SATD) between 

the original and reconstructed depth maps with the chosen 

mode. The way to compute 𝐷𝑠𝑦𝑛(𝑚𝐷𝐿)  can either be 

computed by the rendering approach or the non-rendering 

approach. 

The Synthesized View Distortion Change (SVDC)-based 

VSO defined in [20] is considered as the rendering approach, 

which directly performs view synthesis using the encoded 

data. As shown in Fig. 4, 𝐷𝑠𝑦𝑛(𝑚𝐷𝐿) is represented by the 

change of overall distortion of a synthesized view depending 

on the change of the depth data within a coding block being 

tested: 

 

𝐷𝑠𝑦𝑛(𝑚𝐷𝐿)  = ∑ [�̃�𝑇(𝑥,𝑦)(𝑚𝐷𝐿) − 𝑉𝑇(𝑥,𝑦)]
2

(𝑥,𝑦)∈𝑉𝑇
−

∑ [𝑉′𝑇(𝑥,𝑦) − 𝑉𝑇(𝑥,𝑦)]
2

(𝑥,𝑦)∈𝑉𝑇
 (3) 

 

where 𝑉𝑇 refers to the whole original synthesized view, and 

(𝑥, 𝑦)  means the sample position in 𝑉𝑇 . 𝑉𝑇  is synthesized 

from the original video, D, and depth data, T.  𝑉′𝑇(𝑥,𝑦) is the 

synthesized view constructed by the reconstructed video and 

depth values for already encoded block before the current 

block is determined, �̃�  and D', respectively in Fig. 4.  

�̃�𝑇(𝑥,𝑦)(𝑚𝐷𝐿) is similar except that the reconstructed depth 

values �̃� from the mode, 𝑚𝐷𝐿 , under test is used for view 

synthesis.  Since the view synthesis is included in SVDC, it 

induces high computational complexity.  

The non-rendering approach, on the other hand, is the 

model-based view synthesis distortion (VSD) [15], which 

weights the depth distortion with the sum of absolute 

horizontal gradients of the co-located texture as 

 

𝐷𝑠𝑦𝑛(𝑚𝐷𝐿) = ∑ (
1

2
⋅ 𝛼 ⋅ |𝑃𝑈𝐷(𝑖,𝑗) − 𝑃�̃�𝐷(𝑖,𝑗)(𝑚𝐷𝐿)| ⋅(𝑖,𝑗)∈𝑃𝑈

[|𝑃�̃�𝑇(𝑖,𝑦𝑗) − 𝑃�̃�𝑇(𝑖−1,𝑗)| + |𝑃�̃�𝑇(𝑖,𝑗) − 𝑃�̃�𝑇(𝑖+1,𝑗)|]
2

)  (4) 

 

where (𝑖, 𝑗) means the sample position in a PU. 𝑃𝑈𝐷(𝑖,𝑗), and 

𝑃�̃�𝐷(𝑖,𝑗)(𝑚𝐷𝐿) indicate the original and reconstructed depth 

data in a PU, respectively. 𝑃�̃�𝑇(𝑖,𝑗)  indicates the 

reconstructed texture data. And 𝛼  is the proportional 

coefficient determined by the depth distance from the camera.  

In comparison with the SVDC-based VSO, the VSD-based 

VSO requires less computational complexity, but only gives 

lower accuracy because the calculation of 𝐷𝑠𝑦𝑛(𝑚𝐷𝐿) does 

not actually carry out view synthesis.  

 

3.2. Inter-Component Techniques 
 

In 3D-HEVC, the inter-component techniques allow the 

depth coding to use the already coded data from the 

associated texture video from the same view. The Motion 

Parameter Inheritance (MPI) [21]-[22], and the Depth 

Quadtree Prediction (DQP) [23] can be classified in this 

category.  

 

3.2.1 MPI: The motion characteristics of the depth map 

and their associated texture video are very similar because 

they project the same scene from the same viewpoint at the 

Fig. 4. Definition of the SVDC related to the distorted 

depth data of the block depicted by the hatched area 

which is the candidate mode under test; DIBR is used for 

view synthesis and SSD stands for sum of squared 

differences 
 

Fig. 5. Texture partitions and corresponding possible 

candidates of depth partitions 
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same time. MPI is therefore introduced in 3D-HEVC, where 

the motion parameters from the texture video are allowed to 

be inherited as one candidate of merge mode in the 

corresponding depth block. For each depth block, it is 

adaptively determined whether the co-located block of the 

associated video is added into the candidate list of Merge 

mode or not.  In other words, MPI mode is used to extend the 

candidate list of merge mode in which the first candidate 

refers to merging the co-located block from the associated 

video.  The advantage of using the merge mode syntax is to 

allow efficient signaling in the case where MPI is adopted 

without coding a residual signal.  It is noted that quarter-pixel 

accuracy is used in the motion vectors of texture videos, while 

depth map only utilizes full-pixel accuracy. Therefore, the 

inherited MPI candidates are quantized to their nearest full-

sample position in the depth map coding.  

 

3.2.2 DQP: In spite of representing the same scene from 

the same camera, the texture video always contains more 

details than its associated depth map. Consequently, the 

corresponding quadtree structure of texture video tends to be 

more complicated than that of the depth map. DQP performs 

a prediction of the depth quadtree from the corresponding 

texture quadtree. In general, the partition level of each CU in 

a depth map cannot be larger than that of the collocated 

texture blocks. Due to this observation, the possible depth PU 

partitions are limited to a small range compared with texture 

PU partitions. Without DQP, there are totally eight possible 

partitions for each depth PU: 2N×2N, N×N, N×2N, 2N×N, 

2N×nU, 2N×nD, nL×2N, nR×2N. As shown in Fig. 5, the 

limited possible depth PU partitions are listed in the right 

according to the collocated texture PU partitions that have 

been determined in the left. For example, if the collocated 

texture PU is selected as 2N×2N, the depth PU is decided as 

2N×2N without checking all other PU partitions. With DQP, 

the coding complexity from PU or CU partition can be 

remarkably reduced. At the same time, the optimal partition 

may be skipped in some cases resulting in an inaccurate 

prediction.  In order to avoid quality degradation in key 

reference frames, DQP is only applied in inter slices that do 

not belong to random access pictures.  

 

3.3. Depth Intra Coding Tools 
 

As mentioned in Section 1, depth maps have large flat 

areas delimited by sharp edges. Preserving sharp edges in 

depth maps is the most critical task. Consequently, the 

investigations into alternative depth intra coding tools were 

carried out. The new tools include Depth Intra Skip (DIS) 

mode [24], Depth Modelling Mode (DMM) [17], and 

Segment-wise Depth Coding (SDC) [25]. DIS is designed for 

flat areas, while DMM and SDC help to preserve the sharp 

edges in depth maps.  

 
3.3.1 DIS: DIS mode is a new intra mode especially for 

depth map coding, which is quite useful in coding flat regions. 

As shown in Fig. 6, DIS directly uses the reconstructed 

value(s) of some designated spatial neighboring pixel(s) to 

represent the current CU. In DIS, no prediction residual is 

encoded, and this is the major difference between DIS and 

other intra modes.  

There are two vertical modes and two horizontal modes 

of DIS, which is signaled by an index (DIS type 0-3). The 

vertical DIS mode indexed by type 0 and type 1 is shown in 

Fig. 6(a) and (b), where the neighboring reference pixels are 

above the current block. Type 0 in Fig. 6(a) constructs a 

predicted CU with one single depth value from the mid-above 

pixel, while Type 1 in Fig. 6(b) is the same as the vertical 

angular mode in terms of block prediction. Besides, the two 

horizontal DIS types with left-neighboring reference pixels 

are also described in Fig. 6(c) and (d). Type 2 in Fig. 6(c) 

constructs a predicted CU with one single depth value from 

the mid-left pixel, while Type 3 in Fig. 6(d) is the same as the 

horizontal angular mode in terms of block prediction. For 

each DIS mode type, the VSO cost is separately calculated 

without residual coding. Finally, the DIS type with the 

minimum VSO cost using (3) is determined as the best DIS 

type for the current CU. 

 

3.3.2 DMM: Different from the Conventional HEVC Intra 

Modes (CHIMs) consisting of planar, DC and 33 angular 

modes as illustrated in Fig. 7(a), DMM does not use the 

reconstructed neighboring pixels. DMM in Fig.7(b) is a new 

intra mode to better describe the sharp edges in a depth map. 

Two regions (P1 and P2) are generated from flexible non-

rectangle partition, by varying the wedgelet separation line 

LSE. Each segment is predicted by a constant pixel value 

(CPV). As shown in Fig.7(b), for each partition of DMM, S 

and E denote the start and end points of LSE, respectively. As 

S and E move around the block boundary, the total number of 

possible divisions increases significantly, which results in a 

huge number of wedgelet patterns in DMM. Since it is 

necessary to find the best wedgelet pattern as a prediction 

mode, the intra mode decision obviously becomes very time-

consuming.  

 

3.2.3 SDC: After prediction, residuals are encoded by 

subtracting the prediction from the original pixel values. In 

  

  

(a) (b) (c) (d) 

Fig. 6. Examples of CUs predicted by DIS (a) Vertical mode (Type 0), (b) Vertical mode (Type 1), (c) Horizontal mode (Type 

2), (d) Horizontal mode (Type 3) 
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residual coding, SDC is raised as an alternative coding 

method in 3D-HEVC. For natural videos, discrete cosine 

transformation and quantization (QDCT) are applied to 

residual blocks after inter or intra prediction. In depth map 

coding, some non-zero residuals always distribute along the 

sharp edge, and the traditional QDCT may degrade the sharp 

edge due to the loss of high-frequency QDCT coefficients. 

SDC allows using only a CPV to represent each segment 

instead of QDCT. It is performed in the pixel-domain and can 

be applied to CHIMs and DMM. The residual block is 

regarded as one segment for CHIMs, while it is composed of 

two segments for DMM. In SDC, the residual signals of each 

segment are calculated by the delta CPV, 𝐶𝑃𝑉𝑑𝑒𝑙𝑡𝑎, which is 

defined as 

 

 𝐶𝑃𝑉𝑑𝑒𝑙𝑡𝑎 = 𝐶𝑃𝑉𝑜𝑟𝑖 − 𝐶𝑃𝑉𝑝𝑟𝑒   (5) 

 

where 𝐶𝑃𝑉𝑜𝑟𝑖  denotes the original CPV (i.e., DC value of 

original block) and 𝐶𝑃𝑉𝑝𝑟𝑒 is the predicted CPV. For CHIMs, 

𝐶𝑃𝑉𝑝𝑟𝑒  is the mean value of four corner pixels of the 

predicted block, while it is predicted from the neighboring 

pixels for DMM. An offset around 𝐶𝑃𝑉𝑜𝑟𝑖  (five candidates 

with offsets of 0, -1, 1, 2, -2) is searched based on rendering-

based VSO to provide the accurate description. After that, the 

rectified delta CPVs are signaled in the bitstream. Moreover, 

SDC uses the depth lookup table (DLT) to encode each CPV 

and its predicted CPV for reducing bitrate further [25]. Due 

to the characteristics of depth maps, only a small amount of 

depth values is utilized from the full depth range of 0~255. 

The DLT only uses a restricted set of the valid depth values, 

and they are mapped into an index table.  

4. Fast Algorithms for Depth Maps  

With the additional coding tools in 3D-HEVC, depth 

map coding induces huge computational complexity. 

Therefore, the development of fast algorithms become crucial 

in 3D-HEVC. In this section, two main categories of the 

current fast algorithms are introduced. They are fast PU mode 

decision and fast CU size decision.   

 

4.1. Fast Algorithms for PU Mode Decision  
 

For PU inter mode decision, the coding techniques for 

depth maps do not have much difference from those for 

texture videos in 3D-HEVC. We thus do not introduce the 

techniques related to PU inter mode decision in this paper.  

Interested readers may refer to [15]. In contrast, a lot of the 

current research works pay more attention to the PU intra 

mode decision for depth maps, where some additional coding 

tools are added. In Section 4.1.1, the PU intra mode decision 

process for depth maps in 3D-HEVC, as well as a rough 

complexity analysis based on the reference software HTM-

16.0 [26], are described. Then, the recent fast algorithms 

designed for depth intra mode decision are introduced in 

Section 4.1.2.  

 
4.1.1 PU Intra mode decision: The implementation of PU 

intra mode decision includes three major parts: DIS, Intra 

2N×2N and Intra N×N, as shown in Fig. 8. In DIS, the DIS 

type with the minimum 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) using SVDC-based VSO 

using (3) is determined as the best DIS type for the current 

2N×2N PU. In Intra 2N×2N or Intra N×N, the best mode 

from CHIMs and DMM mentioned above are selected, in 

which the detailed process can be summarized in the 

following five steps: 

Step 1. Rough mode decision (RMD) [15] is used to 

choose a number of effective candidates from CHIMs by 

minimizing 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿)  in (1), where 𝐷𝑠𝑦𝑛(𝑚𝐷𝐿)  is 

calculated by the model-based VSD in (4) and 𝑅(𝑚𝐷𝐿) 

includes only the bits for each prediction mode. These 

effective candidates (3 modes for 64×64, 32×32 and 16×

16 PUs, and 8 modes for 8×8 and 4×4 PUs) are then put 

into the candidate pool for further evaluation.  In addition, the 

three most probable modes (MPMs) from the left and up 

neighboring PUs are appended as candidates in the pool.  
Step 2. The optimal wedgelet partition among all the 

DMM candidates is sought by minimizing 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) using 

model-based VSO in (3). Then the optimal DMM wedgelet 

partition is added into the candidate pool.  

Step 3.  𝐽𝑉𝑆𝑂(𝑚𝐷𝐿)  using SVDC-based VSO in (3) is 

computed for each candidate in the candidate pool from Step 

1-2. At this stage, 𝑅(𝑚𝐷𝐿)  includes the bits for both the 

prediction mode and residuals. It is noted that the residuals 

are coded with the traditional QDCT with limited Residual 

Quad-Tree (RQT) [15].  

Step 4. 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿)  using SVDC-based VSO in (3) is 

calculated again for each candidate in the pool with SDC as 

the residual coding approach.  

Step 5. 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) from Steps 3-4 are compared to select 

the final optimal intra mode. With the optimal intra mode, the 

full RQT is searched to determine an optimal transform 

kernel size.  

  
(a) (b) 

Fig. 7. Depth intra modes in 3D-HEVC, (a) 35 HEVC traditional intra modes, (b) DMM 
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As shown in Fig. 8, the corresponding optimal cost in 

Step 5 is further compared with the VSO cost of DIS to obtain 

the final optimal intra mode.  

From Step 1 to Step 5, the main idea is to construct a 

candidate pool and then select the optimal intra mode from 

the pool that is inherited from the texture intra coding. 

However, due to the VSO calculation and DMM or SDC tools 

designed for depth maps, depth intra coding is far more 

complicated than texture intra coding.  

To study the coding complexity of depth intra coding in 

detail, we did some statistical analysis of the encoding time 

occupation for each step of depth intra decision in Fig. 9. It is 

noted that all the experiments were conducted with HTM-

16.0 under All-Intra configuration. The test sequences 

include all 8 sequences recommended in the Common Test 

Condition (CTC) [27]. As shown in Fig. 9, DIS calculation 

only occupies about 4.48% of the total depth intra coding time, 

while the RMD and MPM search also takes up a small 

proportion of 6.02%. DIS only has four types and does not 

need residual coding. RMD has 35 intra modes to consider 

but employs the non-rendering method for calculating 

𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) . And the MPM search does not include the 

calculation for 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿). These coding steps do not need 

very complex calculation and are usually not the major issue 

for depth intra coding.  

From Fig. 9, it can be observed that the three most time-

consuming processes are the optimal DMM wedgelet pattern 

decision in Step 2 (20.25%), the residual coding with limited 

RQT in Step 3 (29.04%), and the residual coding with SDC 

in Step 4 (24.74%). Although the calculation of 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) 

using the non-rendering method is adopted in Step 2, the 

enormous number of DMM wedgelet pattern candidates 

involves huge computational complexity. Step 3 and Step 4 

employ the time-consuming 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿)  calculation using 

SVDC-based 𝐷𝑠𝑦𝑛(𝑚𝐷𝐿) for 5 to 13 candidates, resulting in 

intolerable time costs. Besides, Step 4 checks all the 

combinations of offsets for CPVs, which again causes 

significantly high complexity.  

 

4.1.2 Fast PU Mode Decision Algorithms: Since the inter 

coding techniques for depth maps mainly inherit from that of 

texture videos, most of the fast algorithms for PU inter mode 

decision in texture videos can also be used in depth maps. One 

of our previous works has tried to apply the algorithm for 

texture videos into inter mode decision for depth maps [28], 

and achieve a similar performance in both texture videos and 

depth maps. In the following, we only focus on the intra mode 

decision rather than the inter mode decision for depth maps.  

The fast PU mode decision algorithms for depth intra 

coding can be divided into four categories: skipping the 

whole DMM process in Step 2 for unnecessary PUs [29]-[34]; 

limiting the number of wedgelet patterns for DMM in Step 2 

[35]-[40]; simplifying 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) in Step 3 to Step 5 [41]-

[43]; and reducing the number of candidates and limiting the 

search range for SDC in Step 4 [44]-[45]. 

The DMM skipping algorithms in [29]-[32] find out 

smooth regions to skip the whole DMM decision where the 

PU has already predicted well by the best candidate in CHIMs 

such as the Planar or DC mode.  In this case, DMM becomes 

unnecessary and can be skipped.  In [29],  PU is identified as 

a smooth region when the Planar mode is selected in RMD.  

As the extension of [29], Silva et al. [30] suggested a 

threshold-based DMM skipping method based on the rough 

mode cost from RMD. Similarly, the work in [31] excludes 

the DMM mode decision process in a smooth region when the 

Planar mode is one of the most probable mode.  The algorithm 

in [32] utilizes the coding information from the spatial 

neighboring block and its co-located texture to skip the whole 

DMM calculation. To further extend this concept, the 

investigations in [33]-[34] were studied to early terminate 

unnecessary DMM based on not only smooth regions but also 

simple edge regions in which they have already well 

predicted by one of the angular modes in CHIMs. A 

Hadamard transform domain edge classifier [33] and a simple 

edge classifier by comparing the difference of four corner 

pixels with a pre-defined threshold [34] were proposed to 

detect the PUs with a horizontal or vertical edge such that 

more redundant PUs can be skipped in DMM.  It is noted that 

all the wedgelet patterns are evaluated in [29]-[34] if the 

current PU is not identified as the PU that can be well 

predicted by CHIMs.  

In contrast, the algorithms in [35]-[40] do not skip the 

whole DMM decision, but they only reduce the number of 

wedgelet patterns to be searched. Our prior works divide all 

DMM candidates into six subsets. The variance is then 

considered as the feature to select which subset should be 

 
Fig. 9. Encoding time distribution of different intra mode 

decision steps 

 

Fig. 8. PU intra mode decision for depth map in 3D-HEVC 
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checked [35]-[36]. The work in [37] developed a two-step 

wedgelet pattern decision algorithm, one for coarse wedgelet 

search in the double pixel-domain and the other for 

refinement. In addition, Xu et al. [38] utilizes the directional 

mode with the minimal cost in RMD and searches in its 

corresponding wedgelet pattern subset. The algorithm in [39] 

looks for the wedgelet patterns around the border samples 

with the largest gradient. A flexible block partitioning scheme 

in [40] was proposed to work with a constrained wedgelet 

pattern subset based on the partition blocks.  

There are also a number of algorithms designed for 

simplifying the calculation of the VSO cost [41]-[43]. An 

adaptive distortion model based on different pixel intervals 

was suggested in [41] to estimate the VSO. The VSO cost in 

[42] proposed an area-based scheme by using co-located 

texture information for VSO calculation. In [43], we designed 

a very simple but efficient VSO metric by using only the 

variance of the two wedgelet regions to entirely replace the 

computational demanding SVDC-based VSO in (3) for DMM 

decision.   

The work in [44] expedites the process of SDC by 

comparing the VSO cost of prior checked modes such as the 

mode information of RQT. Lee et al. [45] limited the search 

range of an offset for CPVs in the SDC decision process in 

which the offsets of 2 and -2 can be skipped if the offset of 0 

has the lowest VSO among the offsets of -1, 0, and 1. 

In addition to these algorithms, some of our previous 

works [46]-[48] jointly reduce the number of CHIMs and 

DMM for residual coding with traditional RQT or SDC in 

Step 3 and Step 4. The candidate pool is pruned according to 

the costs from RMD [43], [46], the reference pixels 

classification [47], or the hierarchical larger CUs [48].  

 

4.2. Fast Algorithms for CU size Decision 
 

The CU size decision for depth maps in 3D-HEVC is 

quite different from that of texture videos in HEVC. Depth 

maps have many large flat areas, which are usually coded as 

large CU size and can be accelerated significantly. However, 

the sharp edges in depth maps need more careful protection 

due to their importance in the synthesis process. These sharp 

edges tend to be destroyed when they are coded by large CU 

size. Thus, some works have been proposed to design an early 

CU size decision in flat areas without blurring sharp edges. In 

Section 4.2.1, CU size decision in 3D-HEVC is reviewed, and 

the CU size distribution in the final depth map bitstream is 

then studied. Besides, the fast algorithms designed for CU 

size decision are introduced in Section 4.2.2.   

 
4.2.1 CU size decision: In 3D-HEVC, a depth map is 

divided into non-overlapping CTUs. Each CTU can be a 

maximum of 64×64 pixels. Starting from CTU, the CU 

partitioning allows the CTU flexibly splitting into four 

equally sized sub-CUs, as shown in Fig. 10(a). The 

corresponding CU partitioning structure in Fig. 10(b) is also 

called a quadtree structure. For each partitioning, the Depth 

Level (DL) is increased by 1. Obviously, there are numerous 

possible quadtree structures for the codec to select the optimal 

one.  

In order to obtain the optimal quadtree structure with the 

best coding efficiency, all possible CU sizes are tested during 

the CU partitioning process as the order shown in Fig. 11. For 

each CU, the PU mode decision will be conducted to obtain 

the best 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿). The splitting of CU in the final optimal 

quadtree is determined by comparing the VSO cost of the 

current CU at the depth level of DL, 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿), and the sum 

of VSO costs of its four smaller sub-CUs at the higher depth 

level of 𝐷𝐿+1, ∑ 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿+1
𝑖 )3

𝑖=0 , according to  

 

𝐹𝑙𝑎𝑔𝑆𝑝𝑙𝑖𝑡 = {
0, 𝑖𝑓 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) ≤ ∑ 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿+1

𝑖 )3
𝑖=0

1, 𝑖𝑓 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿) > ∑ 𝐽𝑉𝑆𝑂(𝑚𝐷𝐿+1
𝑖 )3

𝑖=0

  (6) 

 

where 𝐹𝑙𝑎𝑔𝑆𝑝𝑙𝑖𝑡 of 0 or 1 is the splitting flag to indicate Non-

Split and Split, respectively, for the current CU. 𝑚𝐷𝐿+1
𝑖  is the 

optimal mode of the 𝑖 th CU at depth level of 𝐷𝐿 + 1 , 

determined by the PU mode decision mentioned in Section 

4.1. 

Taking CU 3 in Fig. 11 as an example, if the total VSO 

cost of its sub-CUs (CU 4-7) is larger than the VSO cost of 

CU 3, CU 3 will not be split into sub-CUs in the final structure 

as the decision in (6). Otherwise, CU 4-7 will replace the CU 

3 as the optimal partition modes of the current CU. The same 

decision is employed for all CUs recursively from high to low 

depth levels. Finally, the quadtree with the minimum VSO 

cost is selected as the optimal structure and coded in the 

bitstream.  

  
(a) (b) 

Fig. 10. An example of coding structure in 3D-HEVC (a) 

flexible CU block sizes, (b) quadtree structure 

 
Fig. 11. CU partitioning among different depth levels (the number in the circle is the coding order of the CUs) 
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It is noted that no matter what the final quadtree is, there 

must be 85 times recursive computation for all possible CUs 

within one CTU, as shown in Fig. 11. However, not all CUs 

are necessary to be checked, especially when depth maps 

have extremely biased CU size distribution.  

Using HTM-16.0 under All-Intra configuration, Fig. 12 

shows the CU size distribution for depth maps. It is noted that 

the test sequences include all 8 sequences recommended in 

CTC [27]. As we can see, the most blocks are coded with 

large CU size (70.54% for 64×64 CU size, and 20.57% for 

32×32 CU size), while few blocks select 16×16 CU size or 

8×8 CU size. In other words, many blocks can be early 

decided as large CU sizes and do not employ further quadtree 

partitioning.  

 

4.2.2 Fast CU Size Decision Algorithms: The CU 

quadtree structure for depth maps in 3D-HEVC is inherited 

form HEVC. Theoretically, the fast algorithms [49]-[53] for 

texture videos in HEVC can also be used for depth maps 

directly. In [49], the quadtree depth range is determined by 

the coded quadtree information from previous frames and 

neighboring CUs. The quadtree information of neighboring 

CUs was also exploited in [50]-[51] to make an early CU split 

decision or CU pruning decision. Using the variance value of 

the input image, the method in [52] early determines the CU 

sizes for texture intra coding. Min et al. [53] proposed a fast 

CU size decision method for intra coding in HEVC, which is 

based on the global and local edge complexity of the current 

CU and its four sub-CUs.  

However, the characteristics of depth maps are quite 

different from that of texture videos as mentioned in Section 

3, i.e. large flat areas with sharp edges. It contains much more 

large CUs than texture video in the optimal quadtree. Besides, 

the depth map coding in 3D-HEVC contains additional tools 

compared with texture coding. To consider these new 

characteristics of depth maps, a number of CU size decision 

algorithms [54]-[57] were designed specifically for depth 

maps. 

Mora et al. [54] exploited texture-depth redundancies 

and developed an inter-component coding tool, in which the 

depth quadtree is restricted by the coded texture quadtree. It 

is noted that the quadtree limitation of [54] is switched off for 

intra slices since it damages the synthesized view quality 

significantly and causes decoder decoupling. Our previous 

work in [55] discovered that the multi-directional edges or 

corner points are highly related to the optimal CU sizes within 

block areas, and then limits the range of depth level based on 

the existence of corner points. In addition to the information 

from pixel-domain or coded texture blocks, the intermediate 

value from the depth coding process for the current CU is also 

exploited in [56].  An CU quadtree pruning algorithm was 

then designed by considering the variance of block areas and 

the distortion of DIS. In our previous work [57], we found 

that the VSO cost of DIS, as the optimal PU mode, is always 

much smaller than that of other intra modes.  We then 

proposed an early partition termination decision for intra 

depth blocks where their first sub-CUs are coded with DIS.  

5. Fast Algorithm using Machine Learning Tools 

In recent years, machine learning tools have achieved 

great success in many computer vision tasks. At the same 

time, learning-based approaches are considered more and 

more in the aspect of video coding. Some learning-based 

methods [58]-[61] have been designed for texture videos in 

HEVC. In [58], the determination of CU splitting is inferred 

by an online classification model using the Pegasos algorithm. 

Based on off-line training, Du et al. [59] proposed a random 

forest classifier to skip or terminate the current CU depth 

level in HEVC. An adaptive fast CU size decision was 

proposed in [60], where the Support Vector Machine (SVM) 

is employed to analyse and construct the classification model 

according to the CU complexity. Zhu et al. [61] developed a 

binary and multi-class SVM based fast HEVC encoding 

algorithm, in which a learning-based method is used to take 

the advantages of both off-line and on-line learning modes for 

classifiers.   

These learning-based methods were designed for HEVC 

instead of depth maps in 3D-HEVC, where the additional 

coding tools for depth coding, as well as the special features 

of depth maps, have not been specially exploited. In this 

section, by taking the characteristics of depth maps and the 

new coding tools into consideration, we introduce an efficient 

fast algorithm for depth intra coding using a classical 

 
Fig. 12. CU size distribution for depth maps 

 
Fig. 13. Proposed early CU size decision 
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classification method: decision tree. Section 5.1 proposes an 

early decision model for depth intra coding. In Section 5.2, 

the features and samples selected for model training will be 

discussed. The way of using a decision tree as the required 

classification model and its related learning process are 

described in Section 5.3. Finally, simulation results for this 

fast algorithm are shown in Section 5.4.  

 

5.1. Proposed DIS based Quadtree Classification 
 

In our previous work [57], it is found that DIS mode is 

dominant compared to other intra modes in depth map coding. 

The evaluation of the DIS mode is the first step of PU intra 

mode decision as shown in Fig.8. Moreover, the 

computational time of DIS itself is insignificant as shown in 

Fig.9. These observations make it possible to perform the DIS 

mode first and then exploit the VSO cost of DIS as one of the 

features to train a classifier for the acceleration of the 

following coding process.  

Based on the VSO cost of DIS, an early CU size decision 

can be conducted not only for early terminating some 

branches of quadtree partitioning but also for skipping some 

quadtree node that directly splits the CU being considered 

into four smaller sub-CUs. The flowchart of the proposed 

algorithm is shown in Fig.13. A quadtree classification is set 

after the DIS evaluation, where the temporary coding 

information of DIS can be used as the classifier input. The 

quadtree classification has three outputs, and they are labeled 

as 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈, 𝑆𝑘𝑖𝑝_𝐶𝑈, and 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛_𝐶𝑈. The CUs 

labeled as 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈 do not carry out further CU split, 

while the CUs with the label of 𝑆𝑘𝑖𝑝_𝐶𝑈 are decided to skip 

the evaluation of the current quadtree node and split it into 

smaller CU size directly. In addition, the CUs with the label 

of 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛_𝐶𝑈 refers to the CUs which cannot be easily 

put into the two labels of 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈  and 𝑆𝑘𝑖𝑝_𝐶𝑈 , 

where the original depth intra coding flow is performed.  

 

5.2. Feature Selection and Sample Collection 
 

Table 1 describes the selected features. Since the 

quadtree classifier in Fig. 13 is after the DIS evaluation, the 

VSO cost of DIS, 𝐷𝐼𝑆_𝑐𝑜𝑠𝑡, can be used as a feature in the 

proposed learning-based algorithm. Since the VSO cost 

varies with different block sizes, the quadtree Depth Level 

(𝐷𝐿) of each CU is added as another feature. Besides, the 

Quantization Parameter (𝑄𝑃) is used as the third feature, with 

which the codec tolerates different degrees of distortion.  

As shown in Fig.12, the distribution of the final selected 

CU size is biased to a large size such as 64×64. In the 

collection of samples, instead of using all the nodes in Fig. 

11, only the nodes remained in the final optimal quadtree, 

such as Fig.10(b), are labeled as samples. The descriptions 

of the collected samples are also listed in Table 1. The 

terminal nodes in the final quadtree are labeled as 

𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈, while the nodes which are split into smaller 

sub-CUs are labeled as 𝑆𝑘𝑖𝑝_𝐶𝑈. Taking the final quadtree 

in Fig. 10(b) as an example, we show the labels of the CU 

samples in Fig. 14. The dark CUs are labeled as 𝑆𝑘𝑖𝑝_𝐶𝑈 

since they are further split in the quadtree. The white CUs 

with the label of 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈 are those terminal nodes in 

the final quadtree, which are terminated at that 𝐷𝐿 . It is 

noted that although three outputs are described in the flow 

chart of Fig.13, a binary classifier is considered in the 

collection of samples and the training process. Later when 

the classifier is used for acceleration, one more parameter, 

Gini value, is used to evaluate the accuracy of classification. 

The CU node with a high Gini value is believed to have low 

accuracy in classification. Those nodes are then classified 

as the third label of 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛_𝐶𝑈.  

 

5.3. Training Strategy for Decision Tree Model  
 

According to the CTC specified in [27], there are 8 

sequences, as shown in Table 2, for the evaluation of various 

depth map coding algorithms. The sequence Newspaper is 

selected for sample collection during the model training. To 

avoid redundant samples, samples were collected by 

extracting the frames of Newspaper every 30 frames, i.e., 1st, 

31th, 61th, …, 271th frames. The coding model HTM-16.0 [26] 

with All-Intra configuration is used to conduct the original 

depth intra coding in 3D-HEVC for the ground truth labels.  

The Scikit-learn [62], a popular machine learning 

package, was adopted in this paper for offline training. 

Table 1 The description of features and samples 

 Descriptions 

Selected Features 

𝐷𝐼𝑆_𝑐𝑜𝑠𝑡 after DIS calculation 

𝐷𝐿, ranging from {0,1,2,3} 

𝑄𝑃, ranging from {35,39,42,45} 

Collected Samples 
𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈 CU samples: terminated at that current 𝐷𝐿 in the final quadtree 

𝑆𝑘𝑖𝑝_𝐶𝑈 CU samples: skipped and split into smaller sub-CUs in the final quadtree 

 
Table 2 Test Sequences and Properties 

Resolution Test Sequence 
Frame 

Rate 

All 

Frames 

1024x768 

BalloonsE 30 300 

KendoE 30 300 

NewspaperT, E 30 300 

1920x1088 

GT_FlyE 25 250 

Poznan_HallE 25 200 

Poznan_StreetE 25 250 

SharkE 30 300 

Undo_DancerE 25 250 

T: Sequence for training; 

E: Sequence for evaluation; 

 

 
  Fig. 14. An example of Sample Collection 
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Written as a python package in Scikit-learn, the well-known 

classification and regression trees algorithm [63] was used to 

construct the decision tree in the proposed algorithm. It is 

noted that each leaf node of the final tree has a Gini value 

representing for the impurity of the final classification 

decision. The lower the Gini value is, the more accurate the 

leaf decision is. The Gini value for each node is calculated as 

follows:  

 𝐺𝑖𝑛𝑖 = 1 − ∑ 𝑝𝑘
22

𝑘=1 = 1 − ∑ (
𝑁𝑘

𝑁
)

2
2
𝑘=1   (7) 

where 𝑘 of 0 or 1 refers to the label of 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈 or 

𝑆𝑘𝑖𝑝_𝐶𝑈  in sample collection, 𝑝𝑘  is the proportion of the 

samples with 𝑘  label at the current leaf node, which is 

calculated by the number of samples with 𝑘 labels, 𝑁𝑘, and 

the total number of samples, 𝑁, at the current leaf node. 

Fig. 15 shows an example of the final decision tree for 

the proposed early quadtree decision. As we can see, each leaf 

node with the label of 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈  or 𝑆𝑘𝑖𝑝_𝐶𝑈  has a 

Gini value. As mentioned before, the Gini value is used as the 

criteria to assess the accuracy of classification. In this paper, 

we set a threshold 𝑇𝐻 = 0.1 for the Gini value of the leaf 

node. If the Gini of the leaf node is less than 𝑇𝐻, we then 

adopt the original leaf node label, 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈  or 

𝑆𝑘𝑖𝑝_𝐶𝑈, into the proposed flowchart of Fig. 13. Otherwise, 

the CUs are classified as 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛_𝐶𝑈  and the original 

depth intra coding process is used, e.g. the leaf nodes bounded 

with the dash lines in Fig.15. The overall proposed early CU 

size decision is also shown as follows:  
 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = {
𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈, 𝑇_𝑙𝑒𝑎𝑓 𝑤𝑖𝑡ℎ 𝐺𝑖𝑛𝑖 ≤ 𝑇𝐻
𝑆𝑘𝑖𝑝_𝐶𝑈,                 𝑆_𝑙𝑒𝑎𝑓 𝑤𝑖𝑡ℎ 𝐺𝑖𝑛𝑖 ≤ 𝑇𝐻

𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛_𝐶𝑈,             𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                     
 (8) 

 

where 𝑇_𝑙𝑒𝑎𝑓 and 𝑆_𝑙𝑒𝑎𝑓 refers to the leaf nodes which are 

labeled as 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒_𝐶𝑈 and 𝑆𝑘𝑖𝑝_𝐶𝑈, respectively, from 

the trained decision tree model.  

 

5.4. Simulation Results 
 

The proposed early CU size decision algorithm of depth 

intra coding was implemented in HTM-16.0 [26]. The 

original depth intra mode decision in HTM-16.0 was an 

anchor for comparison with the algorithms in [43], [54] and 

the proposed algorithm. The quantization parameters (QP) 

were set as 25, 30, 35, 40 for texture views and 34, 39, 42, 45 

for the corresponding depth views. Sequences for evaluation 

are all eight sequences listed in Table 2, which were tested 

with All-Intra configuration under CTC [27]. The 

experimental work was implemented on the platform with a 

64-bit Microsoft Windows 10 OS running on an Intel Core 

i7-4790 CPU of 3.60 GHz and 16.0GB RAM.  

To study the performance of the proposed algorithm 

compared with the state-of-the-art algorithms, coding results 

including complexity reduction and coding efficiency are 

taken into account. The average of encoding time saving ΔT 

for four different QPs is used to evaluate the complexity 

reduction. And the coding efficiency is evaluated by the 

Bjøntegaard delta bitrate (BDBR) [64], which is calculated 

by the PSNR of synthesized views and the total bitrate of 

depth and texture videos. 

Table 3 shows the results of the proposed algorithm 

with the Gini threshold (TH) of 0.1. It can be seen that the 

proposed algorithm has a remarkable time reduction of 

59.83% with negligible BDBR increase. Besides, the result 

of the algorithm in [43] only obtains the time reduction of 

41.86% with 0.89% BDBR increase, while the algorithm in 

[54] saves 50.93% of the depth intra coding time with 3.63% 

 
Fig. 15. Final decision tree for the proposed early CU size decision algorithm 

 

Table 3 Performances of the proposed algorithm, the algorithms in [43], [54] compared with HTM-16.0 

Test Sequence 
Zhang’s [43]  Mora’s [54]  Proposed  

ΔBDBR (%) ΔT (%) ΔBDBR (%) ΔT (%) ΔBDBR (%) ΔT  (%) 

Balloons +0.40 -38.53 +5.47 -45.13 +0.04 -52.14 

Kendo +0.46 -40.24 +4.19 -54.73 +0.17 -55.56 

Newspaper +0.87 -35.51 +4.40 -45.64 +0.13 -47.40 

GT_Fly +3.01 -41.99 +6.06 -49.08 +0.26 -64.34 

Poznan_Hall2 +0.89 -49.45 +2.77 -63.59 +0.12 -72.22 

Poznan_Street +0.27 -43.83 +1.52 -50.44 +0.06 -60.95 

Shark +0.91 -41.94 +3.87 -52.21 +0.01 -62.11 

Undo_Dancer +0.31 -43.40 +0.79 -46.59 +0.15 -63.88 

Average +0.89 -41.86 +3.63 -50.93 +0.12 -59.83 
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BDBR increase. These two algorithms are uncompetitive to 

our proposed algorithm, especially in BDBR performance. 

6. Role of Depth Coding in Future Immersive 
Media 

The advancements of sensors, Head-Mounted Displays 

(HMDs) and 5G networks for Virtual Reality (VR), 

Augmented Reality (AR), Mixed Reality (MR), and 360-

degree videos create new prospective applications and 

services in markets of education, entertainment, 

professional training, etc. To ensure interoperability, 

ISO/IEC MPEG drafted a technical report for the digital 

representations of immersive media applications, that 

includes various 3D representation and coding formats [65], 

and conducted a survey to seek industry opinions on VR [66] 

in early 2016. Later on, MPEG planned a 5-year 

standardization roadmap for addressing the needs of 

standardization from the industry to support the future VR 

applications and services [67]-[68], and launched MPEG-I 

project for the coding representation of immersive media 

[69]. Two mainstreams for the standardization activities of 

MPEG-I associated with VR - Point Cloud Compression 

(PCC) and image-based coding are concurrently under 

development. PCC mainly adopts non-image-based coding 

approaches such as octree coding, or voxelization with the 

coding of blocks and vertices [70]. It is noted that PCC is 

beyond the scope of this paper, and the interested reader is 

referred to [70]-[71]. For image-based coding, it is divided 

into three phases to support three degrees of freedom 

(3DoF), three degrees of freedom plus (3DoF+), and six 

degrees of freedom (6DoF) experience for viewing the 

immersive media, as shown in Fig. 16, and they are named 

as Phase 1a, Phase 1b, and Phase 2, respectively.   

The goal of Phase 1a is to provide users with 3DoF 

experience of yaw, pitch, and roll, as in Fig. 16(a), for 

watching 360-degree video content. Unlike traditional video 

coding, 360-degree video includes 

additional stitching and projection of video content on both 

capture side and render side, as shown in Fig. 17 [72]-[75].  

A 360-degree video, captured by a 360-degree video capture 

device or generated by multiple stitched videos, is a 

projection mapped [76] as a rectangular format (e.g. 

equirectangular projection (ERP)) followed by encoding. 

After transmission and decoding, the video is rendered on 

the sphere, and a user can view the sphere to experience the 

360-degree environment through VR devices such as HMD. 

Phase 1a was completed in late 2017. However, the lack of 

the degree of freedom, i.e. parallax effect, to match the head 

movement makes the experience unnatural. 

To overcome this, 3DoF+ in Phase 1b [77] and 6DoF in 

Phase 2 [78] of the MPEG-I work allow limited and 

significant translational movements of the user viewpoint 

within the 360-degree video, respectively. For instance of 

3DoF+ in Fig. 16(b), a user sitting in a rotating chair or 

standing but without taking steps during watching VR [79]. 

The work of 3DoF+ is planned to be ready in 2020. In Fig. 

16(c), it shows the example of 6DoF where a user can even 

walk freely in an environment to view the scene at diverse 

viewing positions and angles [80]. The specification is 

expected to be ready in 2021 or 2022. 

To support 3DoF+/6DoF, the HMD must provide a 

large number of video viewpoints that the user watches. An 

example of the 3DoF+ testing sequence “ClassroomVideo” 

is illustrated in Fig. 18. The source views are positioned as 

a hexagonally-packed circular disc with an additional top 

and bottom views, depicted in Fig. 18(c). Fig. 19 then 

depicts the 3DoF+ software platform framework [81]. As 

the number of views is large, source view pruning is 

performed to limit the transmitted views. First, the central 

view is synthesized. Second, sparse source views are 

generated in which pixels overlap with the central view are 

discarded. Partitioning and packing are then performed to 

have a more compact representation for compression. Third, 

these textures and depth maps are encoded and transmitted. 

Resolution is also suggested to be reduced for further bitrate 

reduction. Since both 3DoF+ and 6DoF videos response to 

the user’s movement, a more sophisticated reference view 

synthesizer (RVS) [82]-[83] was designed to synthesize the 

immediate views using existing views. By using RVS, 

virtual views can be synthesized by more than two source 

views, which is much more flexible than the DIBR in 3D-

HEVC which just picks the nearest left and right source 

views for synthesis. Due to the multiple source views for 

   
(a) (b) (c) 

 

Fig. 16. Degree of freedom (a) 3DoF, (b) 3DoF+, (c) 6DoF 

 

 
Fig. 17. 360-degree video coding 

 

  
(a) (b) 

 
(c) 

Fig. 18. Example of 3DoF+ sequence “ClassroomVideo” 

(a) texture, (b) depth map, (c) camera positions  
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view synthesis, RVS can even allow a larger baseline 

between source views. It is crucial for 3DoF+ and 6DoF that 

allow translational movements of the user viewpoint. 

Particularly, in 360-degree videos, as ERP is used, WS-

PSNR [84]-[85] is employed for objective quality 

measurement for the consideration of reconstructed video in 

the spherical domain. 

As an extremely large volume of data is generated by 

both high-resolution texture and depth map in 3DoF+/6DoF 

videos, high coding efficiency is desired. Recently, the 

MPEG-I group has CfP [86] and Exploration Experiments 

(EE) [87] for testing 3D-HEVC and the future Versatile 

Video Coding (VVC) [88], which will be finalized in 2020.  

For unchanged MVD coding approach based on 3D-HEVC, 

a study on [89]-[90] indicates that about 0.04 bits per pixel 

including depth maps are required for a 3DoF+ video with 

16 to 25 cameras with the resolution of 38402160 each, 

and a total of 150 to 240 Mbps for frame rate of 30 fps. In 

HMD applications, it needs a higher frame rate of at least 90 

to 120 fps. The overall bitrate will then rise to three to four 

times. Since this scenario requires a large amount of data to 

be transmitted, further enhancement of MVD coding 

becomes a challenging task in the coming future.        

The depth map plays a vital role for sophisticated view 

synthesis in immersive media standardization development. 

The characteristics of 3DoF+/6DoF videos differ 

substantially from the conventional depth map in 3D-HEVC. 

However, the state-of-the-art video codecs, that are 

designed for depth maps with straight edges and 

translational motions, are not well suited for a depth map in 

ERP format, as shown in Fig. 18(b). A promising approach 

that meets these specific requirements is necessary. Various 

depth map coding related research works have been 

proposed for depth estimation [91], view synthesis [92], 

bitrate reduction [93]-[94] and others [89], [95]-[96] in 

3DoF+/6DoF realization, but they are still at the very early 

stage of technological development. MPEG is still 

developing the standard for immersive media. As mentioned, 

it is still during CfP for 3DoF+ and EEs for 6DoF, all 

methods in the literature are still very primitive, and there is 

plenty of room for further development and improvement. 

Research works related to robust depth estimation, enhanced 

view synthesis and efficient depth coding are crucial in 

3DoF+ and 6DoF realizations. With such large number of 

views, fast approaches are also definitely essential. 

For instance, several research works have been 

investigated on fast approaches for 360-degree video coding 

[97]-[103] but without any depth information, i.e. 3DoF. The 

algorithms in [97]-[99] proposed to have fast intra prediction, 

while the works in [100]-[101] and [102] suggested having 

fast CU approaches and fast PU approach respectively.  

Besides, the algorithm in [103] developed adaptive MV 

resolution to achieve a low-complexity encoder. On the other 

hand, some research works focus on adaptive encoding or 

streaming for VR according to the viewer’s viewport [104]-

[106]. But they aim at reducing the required bandwidth for 

VR application by the feedback channel of the viewer’s 

viewport or head movement. To the best of our knowledge, 

there are no fast approaches proposed for 3DoF+/6DoF yet 

since the CTC [107] and the test model for immersive videos 

(TMIV) [108] in August 2019 are still developing, which are 

still very primitive. Thus, there are plenty of rooms for 

improvements to reduce the encoding complexity of depth 

maps in 3DoF+/6DoF, and we believe the machine learning 

approach is one of the fruitful directions for future research 

in this area. 

7. Conclusions 

Experts of JCT-3V have developed the 3D extension of 

HEVC (3D-HEVC). It offers a joint coding solution for 

texture videos and depth maps for different 3D displays, and 

this new 3D video format is referred to as MVD. The depth 

map, that records the distance of objects from the camera, is 

used to help view the synthesis process, but its characteristics 

differ substantially from video data. To improve the coding 

performance of depth maps, 3D-HEVC includes several new 

depth intra coding tools at the expense of increased 

complexity due to a flexible quadtree CU/PU partitioning 

structure and a huge number of intra mode candidates. In this 

paper, we reviewed the technological advances in 3D-HEVC 

and the current research works of its fast algorithms. We also 

presented a machine learning-based approach to expedite the 

depth map coding, and simulation results show that this state-

of-the-art approach can achieve significant improvement over 

the other approaches.   

As the VR/AR/MR market is booming recently, ISO/IEC 

MPEG is currently working on the new era of future 

immersive media by MPEG-I. The MVD coding technologies 

for MPEG-I are also under exploration in the MPEG’s 

working group. Therefore, it is expected that MVD including 

 
Fig. 19. Framework of 3DoF+ software platform 
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depth map coding will have a remarkable impact on the 

advancement of future VR/AR/MR video technology. 
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