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Abstract1

The punctuality of vessel arrival at port is a crucial issue in contemporary port operations.2

Although vessels are usually required to report their estimated time of arrival (ETA) on the way to3

the destination port, vessels’ actual time of arrival (ATA) is generally different from the reported4

ETA as there are several factors (including unexpected and rough weather and sea conditions,5

unexpected operational inefficiency, and unexpected port congestion) cause their ATA to differ6

from their reported ETA. Uncertainties in vessel arrival may lead to port handling inefficiency,7

resulting in economic losses. Therefore, evaluating, predicting, and then optimizing vessel arrival8

time at a port can improve terminal operational efficiency and optimize port resource allocation.9

We first analyze ship arrival punctuality and predict ship arrival times using vessel visiting data in10

2021 for the Hong Kong Port (HKP). We also quantitatively evaluate vessel arrival uncertainty in11

different time slides prior to arrival at the port. Our results confirm that the overall vessel arrival12

uncertainty decreases as vessels approach the HKP. In this paper’s prediction section, we implement13

a machine learning approach to predicting vessel arrival time based on vessels’ historical arrival14

data and vessel generic features. Our prediction model can reduce the error in the prediction of ship15

ATA data by approximately 40% (from 25.5h to 15.5h) using the root mean squared error metric16

and 20% (from 13.8h to 11.0h) using the mean absolute error metric compared with the reported17

ETA data. The proposed vessel arrival time evaluation and prediction models are applicable to18

port management and operation, and they can lay the foundation for future research on optimizing19

ports’ daily operations.20

Keywords- Maritime transport; Vessel arrival punctuality; Vessel arrival prediction;21

Port management22

1 Introduction23

Recent decades have witnessed dynamic developments in international shipping. According to the 201924

report of the United Nations Conference on Trade and Development, shipping is a backbone of global25

trade and the international supply chain, as approximately 90% of cargo is carried by vessels [33, 12,26

11, 22]. Port operations planning is carried out every day with the aim of maximizing the efficiency of27

vessel handling operations, and the estimated time of arrival (ETA) records reported by vessels are an28

important reference [38]. In daily port operations, one of the crucial challenges faced by port operators29

is the uncertainty of vessel arrival [17], i.e., inaccuracy in ETA records. Vessels are usually required30

to report their ETA data before arriving at the port, but those data sometimes largely differ from the31

corresponding actual time of arrival (ATA), as several factors (e.g., unexpected and rough weather32

and sea conditions, unexpected operational inefficiency, and unexpected port congestion) cause the33

deviation of ETA and ATA and sequentially affect port operational efficiency [14, 17, 38]. According34

to the Drewry analysis of container service reliability, in November 2015, global container services only35

reached an average on-time performance rate of 73% if the delay threshold was set at 24 hours [8].36

To mitigate the uncertainty of vessel arrival, quantitative methods can be implemented to estimate37

the deviation of original ETA records and obtain more accurate ETA records, which can further the38

decision-making process in port operations [38, 17].39

∗Corresponding author: angel-ran.yan@connect.polyu.hk

1

This is an Accepted Manuscript of an article published by Taylor & Francis in Maritime Policy & Management on 25 May 2023 (published online), available 
at: http://www.tandfonline.com/10.1080/03088839.2023.2217168.

This is the Pre-Published Version.



We aim to analyze and predict vessel arrival delays at the Hong Kong Port (HKP). The HKP is one40

of the busiest ports in the world, handling approximately 18 million 20-foot equivalent units (TEUs) of41

containers in 2020 [14]. The Hong Kong Marine Department requires every vessel planning to visit the42

HKP to report its ETA every 20 minutes during the 36 hours before arrival, and the port automatically43

records each vessel’s ATA data once it arrives [6]. Based on these ship arrival data, we explore the44

punctuality of ship arrival at the HKP in different time slices ahead of one visit and predict vessel45

arrival time at the HKP using a machine learning model. For the dataset, 2,943,388 ETA data records46

and 13,692 ATA data records for the HKP from January 1, 2021, to December 31, 2021, are collected.47

We find that the overall time difference between ETA and ATA decreases as vessels approach the port.48

Next, a random forest (RF) model is developed to predict vessels’ arrival time using vessel history49

arrival data and vessel generic features (e.g., length, beam, and gross tonnage (GT)). The results show50

that our prediction model can reduce 40% of the deviation error evaluated by the root mean square51

error (RMSE), from 25.5 hours to 15.5 hours, and 20% of the error evaluated by the mean absolute52

error (MAE), from 13.8 hours to 10.9 hours, on the reported ETA data. Furthermore, we discuss the53

insights and extension of the prediction model and our results from the following three perspectives:54

port operations, rational commercial decisions, and advisable policy proposals. In addition, we explore55

and discuss several further research questions based on this study.56

The rest of this paper is organized as follows. We carry out a comprehensive literature review on57

the evaluation and prediction of vessel arrival delay in Section 2. In Section 3, we briefly introduce58

the HKP and the vessel arrival dataset. Moreover, we conduct an all-inclusive statistic analysis of ship59

arrival data at the HKP. In Section 4, we evaluate and analyze the punctuality of vessel arrival at the60

HKP. In Section 5, an RF model is built to predict vessel arrival time at the HKP with vessel historical61

arrival data and vessel generic features. The analysis, extension, and insights of the prediction results62

are presented in the same section. Our final conclusion is discussed in Section 6.63

2 Literature review64

A considerable number of studies address the issue of vessel arrival uncertainty in ports and predict65

ship arrival time to assist port operators in making decisions [16, 18, 3, 38]. Most of these studies66

use ship sailing information extracted from automatic identification systems (AIS) as the dataset.67

Pursuant to International Maritime Organization (IMO) regulations, vessels of more than 500 GT are68

required to install AIS to avoid collisions [37, 20]. With AIS, vessel static (name, size, MMSI, and IMO69

number), dynamic (speed, location, and heading degree) and voyage-related (destination port, draft)70

records can be generated and reported every few minutes. AIS provides a powerful information-rich71

vessel movement dataset for researchers to conduct related studies. Starting with AIS data mining,72

several studies use AIS data to estimate and improve the accuracy of ETA data.73

For example, Kim et al. (2017) incorporate a classification and regression tree (CART) model with74

a case-based reasoning framework to detect vessel delay using online vessel tracking data and historical75

AIS data [7]. Parolas et al. (2016) implement support vector machines and neural networks to predict76

ships’ ETA in the Rotterdam port by combining vessel AIS data with global positioning satellite (GPS)77

data [20]. Dejan et al. (2020) use a machine learning-based system to predict vessel turnaround time78

and ETA data with 11 years of historical data for the port of Bordeaux [23]. Alfredo et al. (2018)79

tackle ETA estimation using a data-driven path-finding algorithm with historical AIS and long-range80

identification and tracking data [1]. Adrian et al. (2020) compare the performance of various machine81

learning models in predicting vessel delay tasks based on hundreds of features extracted from AIS82

data [27]. Takahiro et al. (2021) propose a Bayesian learning method to predict vessel route and83

voyage speed to port considering weather conditions with AIS data [15]. Park et al. (2021) reconstruct84

vessel trajectories using reinforcement learning and data mining on AIS data. They then introduce85

Bayesian sampling to estimate vessels’ speed and arrival time [18]. Xu et al. (2022) estimate vessel86

arrival time based on a trajectory clustering method using AIS data [31].87

Although AIS data have been widely studied and used by companies and academia in recent88

years, these data, and related research, have several shortcomings. For example, with respect to data89

accessibility, AIS data are highly regionalized and difficult for individuals to obtain [37]. Furthermore,90

the collection of AIS data is strictly regulated, and most AIS data are not publicly accessible [37, 23].91

Additionally, AIS data sometimes feature errors and inaccuracies due to manually entered mistakes [37].92

Moreover, empty or relatively imprecise dynamic and voyage-related data may be generated frequently93
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with AIS [29]. Using data sources other than AIS, Salleh et al. (2017) implement a probabilistic model94

called the fuzzy rule-based Bayesian network to predict the port arrival punctuality of container ships95

[21]. In that study, instead of validating the model using a large dataset, the authors verify the96

proposed model on just two selected vessels, and the model requires dozens of vessel features as input.97

To evaluate the quality of vessel arrival, Chung et al. (2011) analyze and investigate the key factors98

that affect the reliability of liner shipping [5]. Albert et al. (2021) present several measurement99

methods to quantitatively evaluate and compare ETA prediction results across different models and100

vessels [25].101

Based on previous studies, we note that as an alternative to utilizing AIS data, there are only a few102

studies that evaluate and predict the punctuality of vessel arrival at port from a big data perspective.103

Furthermore, few studies use practical data from the HKP. The studies that are the most similar to104

ours are those of Pani et al. (2015) and Yu et al. (2018) [38, 17]. Pani et al. (2015) adopt logistic105

regression, CART, and RF models to predict vessel arrival time at the Cagliari and Antwerp ports.106

Yu et al. (2018) implement back-propagation network, CART, and RF models to estimate the delay107

or advance of ship arrival and to evaluate the results of their predictions in daily port operations [38,108

17]. In both studies, instead of providing exact predictions of arrival times, the authors predict only109

the vessel delay time interval; neither of them explore the port delay scenario. To fill this research110

gap, we conduct a quantitative vessel punctuality analysis and precisely predict vessel arrival time at111

the HKP based on a free public dataset [14, 6].112

3 Data statistics analysis on the vessel arrivals113

3.1 Background of the HKP114

The HKP, located in the South China Sea, is a deepwater port that mainly provides services related to115

containerized manufactured products. It is one of the busiest and most efficient international container116

ports in the world [14]. The HKP handled nearly 18 million TEUs of containers in 2021, and it is117

the 10th largest container port in the world [14]. In June 2022, the HKP served approximately 270118

international container liner services per week, connecting more than 600 destinations worldwide [14].119

The main container terminals (CTs) of the HKP include five operators and 24 berths and are located120

in the Kwai Chung-Tsing Yi basin. In this study, we regard the terminals and berths at the HKP as121

a whole and explore and predict the punctuality of vessel arrival at the HKP.122

3.2 Dataset description123

The Hong Kong Maritime Department updates the vessel arrival and departure information of ocean-124

going vessels every 20 minutes on a government website [6], which is publicly available. The operator125

of a vessel due to arrive at the HKP may report multiple ETA data records on its way to the port, and126

the vessel’s ATA record will be automatically generated once it arrives. Alternatively, even if a vessel127

reports its ETA data, it may not have the corresponding ATA data, which means that the vessel did128

not actually arrive at the HKP due to a temporary change in its route. The website contains four files:129

vessels that arrived in the last 36 hours, vessels that are due to arrive in the next 36 hours, vessels in130

port, and vessels that departed in the last 36 hours. The available variables and their explanations are131

shown in Table 1:132
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Table 1: Variables available and descriptions
Item Description Note
Vessel name Name of the vessel \
Ship type Type of vessel 14 types in total
Trip status Vessel trip status Approved or pending
Agent name Name of the vessel’s agent \
Flag Vessel registration country \
ETA Vessel estimated arrival time Provided by the vessel operator
ATA Vessel actual arrival time Recorded once vessel arrives at the HKP
ADT Vessel actual departure time Recorded once vessel depart from the HKP
Report time Data upload time onto the website Provided by the maritime department
Last port Name of a ship’s last port of call before arrival Provided by the vessel operator

IMO number
The International Maritime Organization
(IMO) number of a ship

Unique seven-digit number

Call sign
An alphanumeric code that uniquely identifies
a vessel for radio communication

A unique identifier

Last berth Vessel’s last berthing location \

Arrived location:
The first location where a ship stays after
arriving in the Hong Kong waters

\

The variables in each file are listed in Table 2:133

Table 2: Variables in each file
Vessels arrived in last 36 hours Vessels due to arrive in the next 36 hours Vessels departed in the last 36 hours In port vessels

Update frequency Every 20 minutes Every 20 minutes Every 20 minutes Every 20 minutes
Vessel name ✓ ✓ ✓ ✓
Ship type ✓ ✓
Trip status ✓
Agent name ✓ ✓ ✓
Flag ✓ ✓
ETA ✓
ATA ✓ ✓
ADT ✓
Report time ✓ ✓ ✓ ✓
Last port ✓
IMO number ✓
Call sign ✓ ✓ ✓ ✓
Last berth ✓
Arrived location: ✓ ✓

To explore vessel arrival patterns and improve the efficiency of daily operational planning at the134

HKP, we collect data from the website covering the period from January 1, 2021 to December 31,135

2021. From the above data description, we can find that a vessel’s ATA and ETA data are in different136

files and thus should be paired for further processing. In addition, a vessel only generates a fixed ATA137

record once it arrives at the port, whereas it updates its ETA data every 20 minutes during its voyage138

to the port. The reported ETA data records may change as the arrival time approaches and there are139

missing or abnormal ETA and ATA data, as the data records on the website are reported and uploaded140

by the vessels’ operators and masters. Therefore, it is necessary to pre-process the vessel arrival data141

and pair a vessel’s ETA with its corresponding ATA data before evaluating the punctuality of vessel142

arrival and predicting the actual time of vessel arrival at the HKP.143

3.3 Data collecting and pre-processing144

The basic steps for data collecting and pre-processing are listed as follows:145

(1) Obtain ETA and ATA data:146

Every 20 minutes, the system generates four files containing the arrival and departure information147

of ocean-going vessels on the website [6]. To match the vessels’ ETA and ATA data for further148

research, the first step is to gather these ETA and ATA data from separate folders to form an ETA149

dataset and an ATA dataset.150

(2) Unify the time format in the datasets:151

Time formats in different datasets can be different; thus, they need to be unified. Time formats152

for ETA, ATA, and report time are unified to ”Year-Month-Day Hour:Minute:Second” format.153

Records with missing time information are deleted from the dataset.154

(3) Delete records with an ATA later than the report time:155

Because the system will record and upload a vessel’s ATA after it arrives at the HKP, data with156

an ATA later than the report time can be considered erroneous and are thus deleted from the157

dataset.158
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(4) Drop duplicate data from the ATA dataset:159

Every 20 minutes, a file containing information about vessels that arrived in the past 36 hours is160

generated by the system; one vessel arrival corresponds to one ATA record. After merging the161

data, we find that one ship arrival may correspond to more than one ATA record with a different162

report time. For these ATA records, only the first record is kept; the others are deleted.163

(5) Pair ETA data with the corresponding ATA data based on report time and call sign:164

Every vessel has a unique call sign that is also used as the identifier in the dataset. It is also used165

as the identifier to sort the ETA and ATA data of a target vessel in the datasets. However, a166

vessel may arrive at the HKP several times in a year and for each arrival, several ETA records167

are generated in the system. Therefore, we cannot match ETA data with the corresponding ATA168

data using the call sign alone. To resolve this issue, we use the report time as a pointer to pair169

the data. First, we collect all records with the same call sign (i.e., from one ship) and sort their170

ETA and ATA data using their respective report times. Second, we compare the report time of171

the ETA and ATA data. For each ATA record, if the ETA report time is earlier than the ATA172

data, we pair them and ignore the paired ETA and ATA data in the next round of matching. For173

example, suppose that a dataset involves two vessels’ ETA and ATA records. In the pairing stage,174

we first use the call sign to classify those ETA and ATA records as belonging to two ships and rank175

them in chronological order. Next, we pair the ATA data with their corresponding ETA data by176

comparing the report times. We choose the earliest ATA record and pair it with the ETA records177

whose report time is earlier than the selected ATA record.178

(6) Delete ETA data that lack corresponding ATA data:179

After conducting the pairing step, any ETA data that lack corresponding ATA data can be regarded180

as erroneous. These ETA data occur because a vessel reports its ETA data but does not actually181

arrive at the HKP. Consequently, no ATA record is generated. Accordingly, these ETA records182

cannot be matched with corresponding ATA records.183

(7) Delete ETA data when the time difference between the ETA data and the corresponding ATA184

data is more than 5 days:185

A vessel starts reporting ETA data 36 hours before its arrival at the port, so we choose 120 hours as186

the threshold for filtering ETA and ATA data that differ too much. If the time difference between187

ETA and ATA data is greater than the threshold, we regard the ETA data as erroneous and delete188

them. For example, suppose that there is a vessel that passes through Hong Kong waters without189

actually arriving at the HKP at the beginning of the month. Then, the vessel visits and arrives190

at the HKP in the middle of the month. The system records the ETA data of the two voyages,191

which occur at the beginning and in the middle of the month, but only one ATA record, which is192

created in the middle of the month. If no filter is used, all of the ETA records will be paired with193

the single ATA record. By considering the threshold proposed in this step, only the ETA record194

of the second voyage will be matched with the ATA record.195

Before data pre-processing, there are 2,943,388 ETA records and 1,638,368 ATA records in the196

dataset. After the data cleaning and pairing processes, 1,546,443 ETA records and 13,637 ATA records197

remain and are paired. The ETA dataset contains 23,789 records if we drop all duplicate records198

regardless of report time. The processes and number of data records involved are summarized in Table199

3:200

Table 3: A summary of the steps involved in data pre-processing and combining
Step number Step goal ETA data records left ATA data records left
1 Obtain and combine data 2,943,388 1,638,368
2 Unify time format 2,940,139 1,635,236
3 Drop duplicate ATA data 2,940,139 13,692
4 Delete unmatched ETA and ATA data 2,001,324 13,637
5 Delete mismatched ETA data 1,546,443 13,637

3.4 Statistical analysis on vessel arrival data201

In this section, we focus on the following two types of vessel arrival data: paired vessel arrival data and202

unpaired vessel arrival data. We conduct a comprehensive statistical analysis of vessel arrival types,203

days, months, ETA change times, and vessel delays.204
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(a) Vessel type analysis in unpaired ETA data
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Figure 1: Distribution of features in unpaired ETA data

3.4.1 Statistical analysis of unpaired vessel arrival data205

After data pre-processing and pairing, 34,394 ETA records and 55 ATA records are unpaired. Fifty206

items in the unpaired ATA data are due to time format errors, and the reason for the other unpaired207

data is that the vessel that arrived only updated its ATA records, not its ETA data. Of the unpaired208

ETA records, 24,551 have no corresponding ATA data, and 9,843 records are deleted because the time209

difference between ATA and ETA is more than 5 days.210

Next, we analyze the unpaired ETA data from the perspective of vessel type and last port informa-211

tion. The visualization results are shown in Figure 1(a) and 1(b). As can be seen in Figure 1(a), the212

vessel types of the ships with unpaired ETA data are biased toward tugs and container ships, which213

correspond to approximately 80% of all records. The reason why there are many tugs with unpaired214

ETA data may be that when a large vessel is about to arrive at the port, several tugs are needed to215

assist the ship in docking, and the masters of the tugs will only report their ETA data in this process,216

as the tugs will not actually dock at the port. Accordingly, tugs make the greatest contribution of217

unpaired ETA data. The reason for the high proportion of container ships in the unpaired data is218

that container ships are the most common type of vessel to visit the HKP. The HKP’s large base of219

container ships leads to their high level of representation in the proportion of ships with unpaired ETA.220

The results in Figure 1(b) show that for the statistics on vessels’ last port of call in unpaired ETA221

data, the 10 most frequent ports are in mainland China and are related to 25,534 records (71.3%).222

Instead of long-distance trans-oceanic routes, the routes from these ports to the HKP are short-haul223

routes. The results also show that the vessels from these 10 ports are more likely to report misleading224

ETA data than vessels from other ports, which means that when a vessel passes through Hong Kong225

waters and reports its ETA data, it may not actually go to the HKP. The reason for the presence of226

these misleading ETA data in the system is that the Hong Kong Marine Department requires vessels227

passing through the waters near the HKP to upload their ETA data, even if they ultimately will not228

call at the HKP.229

3.4.2 Statistical analysis on paired vessel arrival data230

In this section, we analyze ship arrival where the reported ETA and ATA can be matched. First, we231

analyze the types of visiting ships. Fourteen types of vessels arrive at the HKP, including container,232

bulk, heavy lift cargo, tanker, liquefied natural gas (LNG), multi-purpose, passenger, fishing, tug, LNG233

tanker, nuclear fuel, car carrier, and other types of vessels. Because the top five ship types with the234

highest frequency constitute 93.4% of all of the visiting ships, we only keep the top five vessel types235

(container, bulk, heavy lift cargo, tanker, and LNG) and classify the remaining eight vessel types into236

the “other” category. The frequency of vessel types in the matched records is shown in Figure 2(a):237
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Figure 2: Distribution of information on arriving vessels

Figure 2(a) shows that 72% of the arriving vessels are container ships, which confirms that the238

HKP continues to flourish as a container hub port [14]. For the other types of visiting ships, bulk239

carriers constitute 7.2% and heavy lift cargo vessels constitute 7.1%. In contrast, only 3.6% of the240

visiting ships are LNG vessels, and 3.5% of them are tankers.241

Next, we analyze the ATA data using the shifts in a day, the days of the week, and the months of242

the year. The shifts in a day are classified into three types: Shift 1 (from 0:00 to 8:00), Shift 2 (from243

8:00 to 16:00), and Shift 3 (from 16:00 to 24:00) [38]. The results of our statistical analysis are shown244

in Figure 2(b), Figure 3(a), and Figure 3(b), respectively.245

Monday, 15%

Friday, 15%

Tuesday, 14%

Saturday, 14%

Wednesday, 14%

Sunday, 14%

Thursday, 14%

(a) Arrival weekdays of vessels visiting the HKP

April, 8%

March, 9%

February, 7%January, 8%

December, 8%

November, 9%

October, 8%

September, 9%

August, 9% July, 8%

June, 8%

May, 9%

(b) Arrival months of vessels visiting the HKP

Figure 3: Distribution of time information on arriving vessels

As shown in Figures 2(b), 3(a), and 3(b), the vessels’ ATA data at the HKP are slightly unevenly246

distributed in terms of shifts, weekdays, and months. The main conclusions from the above three247

figures are as follows.248

(1) In terms of time shifts, most of the vessels arrive during Shift 2 (8:00∼16:00), whereas Shift 1249

(0:00∼8:00) witnesses the least arrivals. The reason for this result is the higher nighttime port250

operating costs and crew salaries. Consequently, vessels prefer to arrive at the HKP during the251

day.252

(2) With regard to arrival days, there is no significant difference among the days of the week regarding253

the number of visiting vessels. Because the HKP operates 7 days a week, 24 hours a day, vessels254

do not deliberately change their time of arrival. Therefore, the distribution of ship arrival days is255

nearly even throughout the week.256
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(3) February (7%) is the month of the year with the fewest arrivals. For 2021, this result is attributable257

to the fact that February has only 28 days, and the Spring Festival, one of Hong Kong’s most258

important festivals, is that month. Both factors decrease the monthly number of ships visiting259

the HKP. In addition, December receives a low number of ships because of the Christmas holiday.260

Furthermore, because the HKP is in China and receives many Chinese vessels, we can anticipate261

that the impact of the Spring Festival is higher than that of the Christmas holiday. Therefore,262

February has the lowest number of arriving vessels.263

Furthermore, the distributions of the three indicators are relatively constant, meaning that the264

ships show no significant tendency or preference related to the shift, weekday, and month of their265

arrival. The main reason is that most visiting vessels are operated on fixed schedules, such as liner266

ships [28], even during holidays such as the Chinese New Year and Christmas. Meanwhile, the shipping267

schedule is not necessarily a multiple of 7 days. Tramp ships without fixed schedules, such as bulk,268

tug, and LNG tankers, arrive at random times. Therefore, although the distributions of the arrival269

vessels’ time shifts, weekdays, and months are not completely uniform, they are basically stable.270

A vessel will report a number of ETA records on its way to the port, and its ETA data may change271

during its approach. Accordingly, we also analyze the change times and accuracy trend of the vessels’272

reported ETA data. The statistics for the vessels’ ETA change times are shown in Figure 6.273
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Figure 4: Vessel ETA change times

Figure 4 shows that more than half of the vessels (7,297) report only one ETA record when they are274

sailing to the port, and only a few vessels update their ETA data more than three times (366) during275

the process. Because a vessel’s ETA data are reported by the ship captain when approaching the276

port, many factors affect the ship’s actual port arrival time, which in turn affects the accuracy of the277

reported ETA. Typical factors include, but are not limited to, unexpected adverse weather conditions278

on the way and at the port, emergencies, and unexpected changes (e.g., a change in the destination).279

Then, ETA records theoretically become more and more accurate as the vessel approaches the port,280

and some captains will report more accurate ETA records during the vessel’s approach to the port as281

these factors become clearer and more stable.282

3.4.3 Statistical analysis on vessel delays283

Because a vessel may report several ETA records when it is sailing to the port, and each ETA record284

has a different degree of inaccuracy, we choose the last reported ETA record of each visiting vessel to285

analyze vessel delay by calculating the absolute difference between the vessel’s ETA data and ATA286

data for one voyage. A negative value of vessel delay shows that the vessel arrives later than estimated,287

a positive value indicates that the vessel arrives earlier than estimated, and a value of 0 indicates that288

the vessel arrives on time. In this way, we can classify ship arrival data into the following three classes:289

early arrival, on time, and late arrival. There are 26 data records in the on-time class. For the other290
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two classes, we analyze the minimum, maximum, median, and mean vessel delay in each class, and291

we calculate the standard deviation of the delay for all of the visiting ships. The vessel delay analysis292

results (in hours) are summarized in Table 4.293

Table 4: Vessel delay analysis in hours
Type Total records Minimum Maximum Median Mean Standard deviation
Late 11,809 0.1 117.9 0.2 4.8 9.8
Early 1,571 0.1 34.1 1.1 2.8 4.5

In Table 4, there is a very large value in the Maximum column for late arrival ships: 117.9. The294

main reason for this unexpected value is that the ship’s status was “pending” for a few days before it295

changed to “approved.” This verification process delayed the ship’s arrival to the port to much later296

than expected.297

We take the absolute value of vessel delay to analyze the degree of the delay trend, and the vessel298

ETA record delay rate is defined as follows:299

Delay rate = |A− E

A−R
|, (1)

where A represents the ATA, E represents the ETA, and R represents the ETA report time. The300

formula reflects the ratio of the actual delay error to the difference between the ATA and ETA report301

time. The lower the ratio, the more accurate the time of the ship’s arrival. Specifically, the denominator302

in Eq. 1 is used as a normalizer: for the same difference between ATA and ETA, a report is more303

meaningful if the difference between the report time and the ATA is greater (i.e., the ship is further304

from the port) than if the difference is smaller (i.e., the ship is closer to the port). We also analyze305

the minimum, maximum, median, mean, and standard deviation of the delay rates of all of the ETA306

records, and the results are shown in Table 5.307

Table 5: ETA delay rate analysis
Total records Minimum Maximum Median Mean Standard deviation
23,547 0.0 1,349.0 0.19 0.38 8.8

In Table 5, there is also an extreme value in the Maximum column at 1,349.0 whose cause is similar308

to the cause of the extreme value in Table 4: severe vessel delay resulting from the trip’s overly long309

time in “pending” status. We further assume that a vessel is punctual if its absolute delay (which310

refers to both early arrival and late arrival) is within 1 hour. In that case, only 16.3% (2,195) of the311

vessels visiting the HKP in 2021 arrived punctually. More analysis of the punctuality of ship arrival is312

conducted in the next section.313

4 Evaluation of vessel arrival punctuality314

4.1 Model assessment metrics315

For the offline evaluation of ship arrival punctuality for one voyage, the ETA data are regarded as the316

predicted value and the ATA data are regarded as the ground truth value. To comprehensively assess317

the punctuality of a vessel’s arrival to the HKP, five common metrics are adopted [25]: the RMSE, the318

mean squared error (MSE), the mean absolute deviation (MAD), bias, and the MAE. Given a total319

number of n ships, yi is the ground truth ship arrival time (ATA), ȳ is the mean value of the given320

dataset (ETA or ATA), and ŷi is the predicted ship arrival time (ETA) for ship i, i = 1, . . . , n, the321

definitions of the metrics are as follows:322

RMSE:323

RMSE =

√√√√ n∑
i=1

(ŷi − yi)
2

n
. (2)

MSE:324

MSE =

∑n
i=1 (yi − ŷi)

2

n
. (3)
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MAD:325

MAD =

∑n
i=1 |yi − ȳ|

n
. (4)

Bias:326

Bias =

∑n
i=1(yi − ŷi)

n
. (5)

MAE:327

MAE =
1

n

n∑
i=1

|yi − ŷi| . (6)

These five metrics are used in the following sections to comprehensively assess ship arrival punctu-328

ality derived from public data and the accuracy of the prediction of ship arrival time to the HKP. The329

evaluation results can help port authorities analyze ship arrival status more efficiently and thus better330

allocate port resources for vessel services, improving the port’s service level and competitiveness.331

4.2 Data discretizing332

The accuracy of ETA data reported by vessels on their way to the HKP cannot be directly compared333

if they are within different time boundaries. For example, the accuracy of an ETA record reported by334

a vessel 30 hours before arrival is highly likely to be much lower than the accuracy of an ETA record335

reported by a vessel 6 hours before arrival, as the influences of uncertain factors along the way (e.g.,336

sea and weather conditions and navigation status) dissipate as the ship approaches the port, and more337

accurate ETA data are therefore expected to be reported. Accordingly, it is unfair to directly compare338

the accuracy of these two ETA records given the large difference in their report times. For this reason,339

it is necessary to discretize the ETA data into different time slices before comparing them. Because340

vessels arriving at the HKP start to report their ETA data to the port 36 hours before arrival, we first341

calculate the difference between the ETA report time and the ATA of each historical ETA record in342

hours. Second, the time difference is divided into 37 time slices from “0 hour” to ‘≥36 hour,” with343

1 hour as the interval. For example, the “0 hour” time slice includes ships whose difference between344

the ETA report time and its corresponding ATA is between 0 and 1 hour. The “≥36 hour” time slice345

contains ships with a time difference of no less than 36 hours (e.g., 37 or 38 hours). The number of346

ETA records in each time slice is shown in Figure 5.347
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Figure 5: The number of ETA reports in each time slice

As shown in Figure 5, the “≥36h” slice contains the largest number of ETA reports (378,285), and348

the data volume drops dramatically to 19,958 records in the “35 hour” slice. There are two reasons349

for this phenomenon. The first is that vessels start to report ETA data at least 36 hours in advance350

in accordance with the requirements of the Hong Kong Marine Department. The second is that the351

“≥ 36 hour” slice includes ETA data where the difference between the ETA report time and the352

corresponding ATA is more than 36 hours. Consequently, this time slice is associated with the largest353

number of ETA reports. The number of ETA records then gradually increases from 19,958 records354

in the “35 hour” slice to 37,903 records in the “0 hour” slice as the arrival time approaches. Indeed,355

when vessels are approaching the port, its ETA becomes increasingly certain. Therefore, ship captains356

seek to provide the port with an updated ETA record so that the port can be better prepared for their357

arrival.358

4.3 Evaluation result359

The evaluation results of the punctuality of vessel arrival in different time slices are shown in Figure360

6. The left coordinate of the figure is the values of the RMSE, Bias, MAE, and MAD in different time361

slices measured in units of 1 minute (min), whereas the right coordinate is the value of the MSE metric362

measured in units of min2.363
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Figure 6: Punctuality of vessel arrival in different time slices

From Figure 6, we see that the overall error trend decreases as vessels approach the HKP, as shown364

by all of the evaluation metrics. In other words, the smaller the time difference between a vessel’s365

report time and ATA, the more accurate the ETA data. This result shows that a vessel’s ETA data366

become more accurate and reliable as the vessel approaches the port. Furthermore, it is interesting to367

witness a significant drop in the RMSE by 69% from 3,155 (min) at the “36 hour” slice to 989 (min)368

at the “35 hour” slice, and similar situations can be seen in the other four metrics, for which the error369

decreased sharply from the “36 hour” slice to the “35 hour” slice. The main reason is that the “36370

hour” slice also includes ETA records where the time difference between the report time and the ATA371

is more than 36 hours. In earlier time stages, vessels tend to report ETA data that contain larger372

errors.373

5 Prediction of vessel arrival time to HKP using data-driven374

models375

This section aims to develop a data-driven model to predict ships’ arrival time at the HKP. This376

section contains three main parts: feature engineering, vessel arrival time prediction, and analysis of377

the prediction results.378

5.1 Feature engineering379

Feature engineering is a series of engineering processes on the original data to extract and refine the380

features before inputting them into machine learning models. Here, we use four feature engineering381

steps (feature selection, data fusion, categorical feature encoding, and dataset split) to address time-382

related vessel data and vessel physical factors, which are clarified below.383

5.1.1 Categorical feature encoding384

Feature encoding on categorical features is an essential and vital part of the data engineering pipeline385

[39]. Categorical data are a kind of non-numeric data and are often divided into groups. For example,386

vessel type is a type of categorical data containing values such as container, bulk, LNG, and chemical387

tanker vessels and are stored in a string format. These features cannot be directly processed by machine388

learning algorithms. Therefore, categorical feature encoding is implemented to convert these strings389

to numbers that can be fed into machine learning models. In light of the nature of the categorical390

data involved in this study, we mainly use the following three feature encoding methods: one-hot391

encoding (OHE), which is used to encode unordered categorical features; label encoding, which is used392
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to encode ordered categorical features; and binary encoding, which is used to encode binary features.393

The methods of applying the encoding methods are as follows:394

a) OHE: For a feature with m categories without order between them, after OHE processing, that395

feature is extended to m new binary features and the original feature is deleted, with each new396

feature corresponding to a category. The m binary features are mutually exclusive, and only one of397

them is set to 1 considering the real feature value, with 0 given to all of the (m− 1) features [39].398

b) Label encoding: In label encoding, we assign labels based on hierarchy. For a feature with m399

categories, after label encoding, each category is mapped to a number between 0 and m − 1. The400

larger the assigned value, the higher the hierarchical category [39].401

c) Binary encoding: In binary encoding, the categorical feature is first converted to an ordinal number,402

and then the numbers are transformed into binary code (0 or 1) [39].403

5.1.2 Feature extension and data fusion404

Vessel arrival data given by the Hong Kong Marine Department website contain only time-related405

information (e.g., ETA, ATA, and report times) for visiting ships. To obtain more ship specifications,406

two more external databases are used: the World Register of Ships (WRS) [30] and the MarineTraffic407

website [13]. The WRS database contains the features (e.g., IMO number, call sign, ship type) of more408

than 100,000 vessels. MarineTraffic is the world’s leading provider of vessel factors, shipping tracking,409

and maritime intelligence [13]. Several vessel generic features (such as length, depth, beam, and GT)410

are selected from these two databases and combined with vessel arrival data by vessel IMO number.411

5.1.3 Data preprocessing412

In the prediction task, our model predicts the deviation of a ship’s ATA from its given ETA, because413

ETA and ATA data are timestamps that cannot be directly forecast and thus prediction accuracy is414

difficult to quantify. The predicted deviations plus the ETA data give us the final predicted vessel415

arrival time. We first combine the vessel arrival data and the WRS and MarineTraffic databases into416

a uniform dataset. The combined dataset contains vessel time-related information and vessel generic417

features. After feature encoding and extension, there are 31 features in the dataset that are selected418

as model inputs, which can be divided into the following two categories: continuous features (4) and419

categorical features (27). The description of the continuous features and their statistical information420

for the full dataset are provided in Table 6, and the description of the categorical features is provided421

in Table 7.422

Table 6: Description of continuous features
Feature name Meaning Min value Max value Average value
Beam (meter) Width of the hull. 7.8 61.5 30.8
GT (100 cubic feet) Measure of a vessel’s overall internal volume. 118.0 228,786.0 38,766.9
Length (meter) The overall maximum length of a vessel. 25.4 400.0 207.1
E-R (hour) Absolute difference between ETA and its report time. 0.1 35.8 21.7
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Table 7: Description of categorical features
Feature name Meaning Feature encoding

ETA day
Week day of ETA.
Monday (13.9%), Tuesday (13.9%), Wednesday (13.8%),
Thursday (14.3%), Friday(14.8%), Saturday (15.1%), Sunday (14.2%).

One-hot encoding

Report day
Week day of report time.
Monday (13.9%), Tuesday (13.9%), Wednesday (13.8%),
Thursday (14.3%), Friday (14.8%), Saturday (14.8%), Sunday (14.5%).

One-hot encoding

ETA shift
Hour shift of ETA
Shift 1 (36.1%), shift 2 (33.1%), shift 3 (30.8%).
(Recall that shift 1 is 0:00 ∼ 8:00, shift 2 is 8:00 ∼ 16:00, and shift 3 is 16:00 ∼ 24:00)

Label encoding

Report time shift
Hour shift of report time
Shift 1 (37.8%), shift 2 (31.4%), shift 3 (30.8%).

Label encoding

Vessel type
Vessel type in the ETA data
Container (74.8%), bulk (7.4%), heavy lift cargeo (7.0%), tanker (3.0%),
chemical or LNG (3.2%), others (4.6%).

One-hot encoding

Status
Vessel trip status
Approved (88.1%), pending (11.9%)

Binary encoding

Finally, we randomly split the data into a training set (18,836 records) and a test set (4,710 records)423

with a proportion of 4:1. The feature engineering steps are summarized in Table 8.424

Table 8: Summary of data preprocessing scheme
Step sequence Data preprocessing method Meaning

(1) Feature selection
Selecting 31 features regarding vessel-related physical factors and vessel
arrival historical data that are regarded as closely related to vessel arrival punctuality.

(2) Data fusion
Combining vessel arrival time records from the Hong Kong Maritime Department website and vessel-related factors
from the WRS and the MarineTraffic website using the ship’s IMO number.

(3) Categorical features encoding
OHE is applied to ship type, ETA, and report time,
binary encoding is applied to trip status, and label encoding is
applied to the hour shift of report time and ETA data.

(4) Dataset split Randomly splitting the full dataset into a training set (80%) and a testing set (20%).

5.2 Vessel arrival time prediction425

We implement an RF model to predict the actual time of vessel arrival at the HKP. In the following426

sections, we will introduce RF model in details regarding model construction and evaluation.427

5.2.1 Introduction of RF model428

RF model is a type of ensemble learning algorithm based on CART and bootstrapping aggregation429

method [3]. A CART regression tree is constructed in a recursive manner where each node is split into430

two child nodes using MSE as the splitting criterion [10]. A simple decision tree with depth three (i.e.,431

the number of layers from the root node to the deepest child node) is shown in Figure 7.432

Figure 7: The structure of an example CART
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The top node in a CART is called the root node. It includes all samples for training and it is split433

into subsequent nodes during the construction process in a recurrent manner. Node splitting for a434

regression task aims to make the samples in the subsequent nodes as similar as possible regarding their435

targets by minimizing the MSE of the subsequent nodes. For one split, a feature and one of its values436

are selected as the splitting point. When any preset tree growing termination condition is reached in437

this process, the corresponding node will not be split and it becomes a leaf node that gives the final438

prediction results.439

To be more specific, suppose we have n samples in the training set:440

D = {(x1, y1) , (x2, y2) . . . . . . , (xn, yn)} , (7)

where x is a d-dimensional feature vector and y is the prediction target. The tree splitting steps start441

from the root node. First, we select a feature di and one of its values si as a candidate splitting point442

denoted by (di, si) to split the whole dataset D into two sub-areas R1 and R2. These two areas can443

be represented by:444

R1 = {yi | xi,di
≤ si} , R2 = {yi | xi,di

> si} . (8)

The mean target values of all samples in R1 and R2 are set as the predicted targets of the samples445

contained in R1 and R2, respectively. Then, the sum of MSE of R1 and R2 is calculated as the446

performance of this candidate splitting point. All features and their values are then iterated to form447

all candidate splitting points to find the one that minimizes the sum of MSE values of the two areas,448

and the optimal split pair (d∗, s∗) leading to the minimum sum of MSE is selected as the final splitting449

point to divide the current node. Then, the above steps are repeated in each node until any tree450

growing termination condition is reached [24].451

Specifically, mathematical representation of the above steps to construct CART regression tree is452

shown as follows:453

1) Starting from the root node, select a feature value pair (di, si) to split the dataset D into two areas454

R1 and R2 which are represented by Eq. (8).455

2) Calculate the mean targets of samples C1 and C2 of the two sub-areas by:456

c1 =
1

n1

∑
xi∈R1

yi, c2 =
1

n2

∑
xi∈R2

yi, (9)

where n1 and n2 are the numbers of nodes in the corresponding areas.457

3) Next, we iterate all features di and their values si to choose the split pair that can minimize Eq.458

(10). The optimal split pair of the current node is denoted by (d∗, s∗).459

(d∗, s∗) = min
di,si

{
min

xi∈R1(di,si)
(yi − c1)

2
+ min

xi∈R2(di,si)
(yi − c2)

2

}
. (10)

4) Divide the samples into two areas with the optimal splitting pair (d∗, s∗). The subsequent two new460

areas are:461

R1 (d
∗, s∗) = {yi | xi,di

≤ s∗} , R2 (d
∗, s∗) = {yi | xi,di

> s∗} . (11)

5) Execute steps 1 and 2 on nodes until reaching any of the present tree growing termination condition462

and no node can be further split. Nodes in the lowest layer become leaf node.463

6) Finally, we divide the whole training set into M areas R1, R2 . . . . . . RM where M is also the number464

of leaf nodes. The generated decision tree can be represented by:465

f(x) =

M∑
i=1

ciI (x ∈ Ri) . (12)

Where m = 1, ...,M. and I is a indicator function takes the following form:466

I =

{
1 if (x ∈ Rm) ,

0 if (x /∈ Rm) .
(13)
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However, traditional CART models suffer from the problem of overfitting, leading to weak general-467

ization capability [3, 24], as they are sensitive to extreme data and subtle changes. To overcome this468

issue, a bootstrap aggregating (bagging) method is proposed to create divergence in the training set469

by using an ensemble of CART models to construct a unified model. The basic idea of CART with470

the bagging method is presented as follows:471

1) Suppose that we have an original training set with n samples. To form a bootstrap sample, n472

samples from the original training set are randomly extracted with replacement. Then, this process473

is repeated k times [3], and we have a total of k bootstrap samples after the resampling process [3].474

2) Train k CART models using the K bootstrap samples. In the regression problem, the final output475

is given by averaging the outputs of the k CART models.476

The RF improves on the bagging method based on the CART model. The only difference between RF477

and CART models with bagging is the manner in which each node in the tree is split. The optimal478

split pair is selected from a random subset of features instead of all of the features in the RF model,479

and the number of selected features is preset. With this characteristic, the RF model can handle480

high-dimensional data without feature selection and is more robust against overfitting [3]. In maritime481

studies, the RF model is widely used for vessel fuel consumption prediction, ship energy efficiency482

prediction, and the efficient inspection of vessels, among other topics [33, 35, 38, 36, 38, 26, 34]. Here,483

we develop an RF regression model implemented by the scikit-learn machine learning library in Python484

[19, 19] to predict a vessel’s ATA to the HKP based on vessel historical arrival data, vessel ETA data,485

and vessel physical characteristics.486

5.2.2 Hyperparameter tuning487

Hyperparameters have a large impact on machine learning models, and their values should be set before488

model training. The RF model has several hyperparameters, and we tune the values of max depth,489

min samples leaf, min samples split, n estimators, and max features. According to the RF document490

in scikit-learn [19], the definitions and default values of the selected hyperparameters are listed in491

Table 9.492

Table 9: Hyperparameters to be tuned in the RF regression model
Hyperparameter Meaning Typical default values
max depth Maximum depth of each CART in the RF model None
min samples leaf Minimum number of examples permitted to be contained in a leaf node 1
min samples split Minimum number of examples in a node less than which the node cannot be further split 2
n estimators Number of trees in the RF model 100
max features Number of features considered for splitting a node in each tree of the RF model ‘sqrt’

The “none” value for hyperparameter max depth in Table 9 means that there is no limitation on the493

depth of the tree, i.e., the nodes can be expanded until there is only one sample in each leaf node or all494

of the leaves are pure (i.e., with samples that have the same output). We implement a grid search and495

the K-fold cross-validation (K-fold CV) method to find the best values for the hyperparameters shown496

in Table 9. A grid search is a tuning method that exhaustively searches combinations of the candidate497

values for all candidate hyperparameters to find the set of hyperparameter values that leads to the best498

performance on the validation set(s) [3, 2]. The search ranges and intervals of the hyperparameters499

for the RF model are listed in Table 10.500

Table 10: Range of values for the specified hyperparameters
Hyperparameter Range Interval
max depth From 1 to 100 or None 6
min samples leaf From 2 to 12 2
min samples split From 3 to 13 2
n estimators From 1 to 1000 20
max features “Auto” or “MSE” \

The “auto” in max feature in Table 10 means that we consider all input features when finding the501

best splits, and “sqrt” means that we only consider the square root of the number of features for each502

node splitting.503
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In K-fold CV, we first split the training set into K subsets, where each subset is called a fold [9].504

Then, one subset is used as the validation set and the remainder (K−1) subsets are used as the training505

set. Each subset should be used as the validation set, and thus the above process is repeated K times.506

Finally, we average the performance of all folds when they serve as the validation set to generate the507

final validation result. If we fit the model with five-fold CV, an illustration of the hyperparameter508

tuning process is shown in Figure 8.509

Figure 8: An illustration of five-fold CV

We tune the hyperparameters with a grid search and five-fold CV to obtain the optimal parameters.510

Specifically, we first generate a grid that contains the sets formed by all of the candidate values for all511

of the hyperparameters, and then we tune and choose the set of hyperparameters that has the best512

performance by iterating all possible sets in the generated grid with five-fold CV. The values that are513

ultimately adopted for the hyperparameters are listed in Table 11.514

Table 11: Adopted hyperparameters for the RF regression model
Hyperparameter max depth min samples leaf min samples split n estimators max features
Selected value “None” 10 7 661 “Auto”

5.3 Analysis of prediction results515

The final RF model is trained on the full training set using the hyperparameter values given in Table 11.516

Because the model output is the predicted deviation value, the sum of the original ETA data and the517

deviation is the vessel’s predicted arrival time. We repeat the above training and evaluating steps518

10 times to reduce random errors, and the min, max, mean, and variance of the RMSE/MAE values519

on the datasets are shown in Table 12. The first five rows, i.e., the “Predicted results” in Table 12,520

correspond to the performance of our RF model’s ship arrival time prediction. The last five rows, i.e.,521

the “Test set,” correspond to the deviation of the ETA data in the testing set, which is the difference522

between the reported ATA and the reported ETA.523

17



Table 12: A comparison of the proposed RF model and the original test set
Data Metric Minimum Maximum Mean Variance
Predicted results RMSE 15.251 15.295 15.272 0.00005
Predicted results MAE 13.775 13.783 13.780 0.000007
Predicted results Bias 13.696 13.726 13.701 0.007
Predicted results MAD 5.481 5.483 5.481 0.0005
Predicted results MSE 233.022 233.025 233.023 0.006
Test set RMSE 25.543 25.543 25.543 0
Test set MAE 13.786 13.786 13.786 0
Test set Bias 13.899 13.899 13.899 0
Test set MAD 15.390 15.390 15.390 0
Test set MSE 652.223 652.223 652.223 0

The prediction results in Table 12 show that the RF model achieves good prediction performance524

on the testing set when using the RMSE, MAD, and MSE as evaluation metrics. The delay error in the525

RMSE decreases from 25.5h in the original testing set to 15.3h in our predicted model, which reduces526

vessel delay errors by 40%. With respect to the MSE evaluation metric, the delay error decreases 65%527

from 652h2 to 233h2, representing a drop of approximately 64%. With respect to the MAD, the error528

decreases from 15.4h to 5.5h, which is approximately 64%. Next, we test and analyze the performance529

of the pre-set model in different time slices. Based on the ETA data distribution in Figure 5, we530

classify our dataset into three sets. Set 1 contains the data from the ‘0 hour” slice to the “17 hour”531

slice in Figure 5, set 2 contains the data from the “18 hour” slice to the “35 hour” slice, and set 3532

includes the data in the “≥36 hour” time slice. The prediction results are shown in Table 13, where533

Prediction 1 indicates our model prediction performance in set 1 and Testing set 1 corresponds to the534

original set 1.535

Table 13: Prediction results in different test sets

Data
Metric

RMSE MAE Bias MAD MSE

Prediction 1 3.71 1.56 1.40 1.39 13.80
Test set 1 4.22 1.63 1.45 1.88 17.81
Prediction 2 7.00 2.11 3.91 3.61 49.13
Test set 2 7.821 2.21 4.01 4.62 60.96
Prediction 3 33.09 5.40 29.63 12.15 1094.76
Test set 3 40.53 5.41 28.64 22.92 1642.02

Compared with the prediction results on the original ETA dataset shown in Table 12, the prediction536

results on the subsets in Table 13 show a similar trend: the RF model performs well when evaluated537

using the RMSE, MAD, and MSE metrics: the delay error drops by 12% in Testing set 1 from 4.2h to538

3.7h, by 10% in Testing set 2 from 7.8h to 7h, and by 18.5% in Testing set 3 from 40.5h to 33.1h when539

evaluated using the RMSE. With respect to the MAD, the error decreases by 26% from 1.88h to 1.39h540

in Testing set 1, by 22% from 4.6h to 3.6h in Testing set 2, and by 43.6% from 22.9h to 12.1h in Testing541

set 3. The results in Table 13 show that the trained RF model is the most effective for set 3: The542

further the ship is from the port, the better the prediction. In contrast, for the MAE and Bias, there543

is no significant difference between the proposed RF model and the original dataset in both tests, as544

shown in Table 12 and Table 13. The reason for this result is that the loss function in the RF model is545

the MSE, which is expected to minimize the MSE, RMSE, and MAD in the prediction results, whereas546

the MAE and Bias may not necessarily be notably changed during the training process. To explore the547

performance of the RF model evaluated using the MAE, we train the RF model with “absolute error”548

as the loss function. The prediction results show that for all of the datasets, the error evaluated by549

MAE decreases by 20%, from 13.8h to 11.0h. In contrast, setting “absolute error” as the loss function550

has a significant shortcoming: the training time will be very long. According to the documentation551

for the the Sklearn library [19], training the RF model with “absolute error” is significantly slower552

than using “squared error,” because “absolute error” is not continuously derivable when optimizing553

the model [3]. In our practical situation, training the RF model with “absolute error” takes 100 times554

longer than training the RF model with “squared error.” After training and testing, we analyze the555

importance of features in the RF regression model developed. The RF feature importance score can556

be automatically calculated using a built-in function, rf.feature importances, in the scikit-learn library557

[19], and the score reflects the importance of each feature to predicting the target. The higher the558
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score, the more important (i.e., the higher the contribution of) the feature to the final prediction [19].559

The top 10 important features and their scores are listed in Table 14.560

Table 14: Top 10 numerical feature importance scores for the RF model

Variable Importance score Ranking
E-R(h) 0.215 1
Length 0.213 2
GT 0.201 3
Beam 0.131 4
Report slice 0.050 5
ETA slice 0.040 6
Trip status 0.029 7
ETA Mon 0.019 8
ETA Tue 0.016 9
ETA Wed 0.011 10

Table 14 shows that the reported ETA minus its report time (E-R(h)), vessel physical characteristics561

(length, GT, beam), time slices of report time and ETA (Report slice, ETA slice), and vessel trip status562

(Trip status) are crucial features to determining a vessel’s arrival time at a port. Feature E-R(h), i.e.,563

the reported ETA minus its report time, is the most important feature for ship arrival time prediction as564

an external factor, which can be explained by our findings in Section 3. The smaller the time difference565

between a vessel’s report time and its ETA at the port, the more accurate the ETA record. Vessel566

generic features, an internal factor, also affects ships’ arrival time at the port. Vessel physical features567

such as length, GT, and beam place second to fourth on the feature importance ranking. Vessel568

physical features directly affect port operational efficiency, berth occupancy, and terminal resource569

allocation. Therefore, these elements will eventually affect the prediction performance of the model.570

[17]. Moreover, the status of a vessel’s trip to the HKP and the time slices of the ETA and report571

time are important to the prediction target. A vessel can only call the port when it is in an approved572

state. With respect to the time shift feature, terminal operating costs are lower and port operational573

efficiency is higher during normal working hours (Shift 2). Accordingly, the time slice feature reflects574

port operating conditions during a specified period.575

5.4 Model extension and insights576

The extensions and insights derived from the RF vessel arrival time prediction model proposed in577

Section 5 are summarized in Table 15 and are further explained below.578

Table 15: Summary of extensions and insights from in prediction results
General perspective Detailed implementation scenarios

Port operations insights
1) Quantitative evaluation of vessel delay
2) Efficient vessel arrival prediction
3) Port congestion reduction based on the prediction results

Rational commercial decisions
1) Vessel and port operators: a win-win approach for commercial decision-making
2) Port authorities: managing port resources more efficiently to increase benefits gained
3) Owners: reducing vessel operating costs and saving fuel

Advisable policy proposal
1) Require vessels to update their ETA within a specified time interval
2) Require vessels to upload more credible ETA data
3) Require vessels to upload their generic features alongside their ETA for more efficient planning

5.4.1 Port operations insights579

First, this study gives insights into the punctuality of vessel arrival to a port in a quantitative man-580

ner, which helps operators assess vessel delay more accurately. Compared with the original ETA data581

uploaded by vessel operators, the proposed vessel delay evaluation model and vessel arrival time pre-582

diction model for the HKP are more solid and effective to assess and estimate vessel arrival time. Our583

evaluation model can help port operators evaluate vessel arrival punctuality at the HKP and more584

efficiently allocate the port’s limited resources. Our prediction results suggest that the time interval585

between the ETA and its report time and vessel generic features are vital for the punctuality of vessel586

arrival at the HKP. The ship arrival time prediction model considering these features can reduce more587

than 40% of the delay error in terms of the RMSE. By taking the prediction results into account,588
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port operators can schedule vessel arrival and port management in advance to reduce congestion. In589

addition, they can intelligently allocate berths and more efficiently manage quays and terminals for590

vessels.591

5.4.2 Rational commercial decisions592

Vessel arrival delay will increase both handling time and port operations costs [4]. Managing vessel593

arrival delays in a quantitative way creates a win-win situation for ship owners and port management594

authorities. From the perspective of vessel owners, less uncertainty surrounding vessel arrivals will595

reduce the waiting and operating time required for a vessel to call a port. Accurate ship arrival time596

predictions will prevent additional fuel losses and decrease ship operating costs, increasing profits for597

vessel owners [4, 38]. For port operators, trusted vessel arrival information will help them arrange598

vessel movements in advance and thus reduce port congestion [4]. In addition, they will increase the599

efficiency with which they manage port resources if they have reliable vessel arrival information and600

handle an increased number of ships in a given period, which will give the port a good reputation,601

better commercial value, and higher profits [4].602

5.4.3 Advisable policy proposals603

Feature “E-R(h)” is the most important feature of our ship arrival time prediction model using RF.604

Figure 6 in Section 3 shows that most of the vessels calling at the HKP make only one ETA data report605

during their sailing. To expand the dataset and improve our model prediction accuracy, the first policy606

implication of our work is that the Hong Kong Marine Department should make it compulsory for ships607

to report ETA data within a specified period, e.g., vessels must update their ETA data every hour608

prior to arrival. According to the data analysis in Section 3, most vessels (55%) do not update their609

ETA reports when approaching the port, and these data lack credibility when ships sail to port. With610

a mandatory updating policy, it can be expected that the vessel arrival dataset will be larger and611

more reliable. Second, based on our analysis of vessel arrival, it should be noted that some vessels612

report their ETA data without ever arriving at the HKP, which can create confusion. The Hong Kong613

Maritime Department could regulate its policy on vessels’ ETA uploading to eliminate this type of614

error. For example, vessels such as tugs, which only pass through Hong Kong waters but do not visit615

the HKP, would not need to upload ETA reports. Furthermore, the RF model suggests that vessel616

generic features are essential for ship arrival time prediction. We collect the related features from a617

third-party dataset because they are not provided by the online data source. To simplify the process618

and enhance data credibility, we recommend that vessels upload vessel generic features alongside their619

ETA reports. In addition, the shipping industry has highlighted its deeper integration with artificial620

intelligence in recent years, and it is believed that this study can shed light on the promotion of621

intelligent shipping by the Hong Kong Maritime Department.622

5.5 Further research623

This study is the first attempt to evaluate and predict the punctuality of vessel arrival at the HKP. In624

the prediction section, time-dependent parameters and external vessel generic features are considered625

to develop our RF prediction model. However, weather conditions (e.g., air temperature, tidal informa-626

tion, wind speed, and port operating conditions) are not considered or evaluated in this study. First,627

for further research, the above factors could be considered and combined in our dataset to improve the628

model’s prediction accuracy. Second, to improve prediction accuracy, several novel and state-of-the-629

art machine learning regression algorithms (e.g., XGBoost and LightGBM) could be implemented for630

the ship arrival time prediction task. Furthermore, smart prediction and then optimization methods631

could be proposed to derive more efficient port operating decisions [34, 32]. For example, we could632

first predict the key unknown parameters in a subsequent optimization model using machine learning633

algorithms while considering the structure and property of the optimization model at the prediction634

stage and then solve the optimization model to obtain the optimal decision. Specifically, in this study635

we predict a more precise vessel arrival time at the HKP. Therefore, the results could be used as key636

parameters to improve port operational efficiency.637
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6 Conclusion638

In daily port operations, vessel arrival time uncertainty brings about disturbances, reducing the effi-639

ciency of port operations and causing economic losses. To evaluate and resolve these issues, we first640

apply a quantitative method to evaluate the punctuality of vessel arrival at the HKP. Our model shows641

that the overall delay decreases as vessels approach the HKP. Next, a data-driven approach based on642

an RF regression model is developed to predict vessel arrival time at the HKP. The prediction model643

can reduce the error in the predicted ship arrival time at the port by 40% (from 25.5h to 15.5h) when644

evaluated using the RMSE compared with the reported ETA data, and by 20% (from 13.8h to 11.0h)645

when evaluated using the MAE. The results of our predictions also show that the reported ETA minus646

the report time (i.e., E-R(h)), vessel physical characteristics (i.e., length, GT, beam), time slices of647

report time and ETA (i.e., Report slice, ETA slice), and vessel trip state (i.e., Trip status) are the cru-648

cial features that determine a ship’s arrival time at port. The proposed vessel arrival time evaluation649

and prediction models are essential for port management and operations, and they provide a basis for650

future researchers to optimize the management of daily port operations.651

This study sheds light on the advantages of quantitative assessment in the punctuality of vessel652

arrival and the precision of the RF model in vessel arrival prediction. Nevertheless, several research653

questions remain for further research in terms of evaluation, prediction, and optimization. In terms654

of evaluation, no studies have explored the impact of emergencies and natural disasters (typhoons,655

accidents at sea) on ship arrival time at port. One promising research topic involves quantitatively656

evaluating and estimating the influence of emergencies such as COVID-19 on the punctuality of vessel657

arrival. As a practical matter, we could compare indicators such as the number of vessel arrivals and658

the accuracy of ETA data at the HKP before and after COVID-19 during a single year. In terms of659

prediction, in addition to using the RF model for vessel arrival time prediction, other state-of-the-art660

tree-based methods, such as extreme gradient boosting (XGBoost), light gradient boosting machine661

(Light GBM), and Catboost, could be implemented to reduce training time and improve prediction662

accuracy. We could also combine more data sources to form more comprehensive datasets. For example,663

meteorological information including, but not limited to, temperature, tidal level, and wind speed,664

and port operating conditions, such as port congestion status and terminal/berth availability, could665

be collected and combined with historical vessel arrival data and vessel generic features. In terms of666

optimization, an optimization model for planning daily port operations, such as berth allocation and667

quay crane schedules, could be proposed to improve the efficiency of daily port operations. In addition,668

computational experiments could be conducted to numerically test the proposed optimization models.669
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