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Abstract

This paper focuses on the minimization of a sum of a twice continuously differen-
tiable function f and a nonsmooth convex function. An inexact regularized proximal
Newton method is proposed by an approximation to the Hessian of f involving the
oth power of the KKT residual. For o = 0, we justify the global convergence of the
iterate sequence for the KL objective function and its R-linear convergence rate for
the KL objective function of exponent 1/2. For o € (0, 1), by assuming that cluster
points satisfy a locally Holderian error bound of order g on a second-order stationary
point set and a local error bound of order ¢ > 14 on the common stationary point
set, respectively, we establish the global convergence of the iterate sequence and its
superlinear convergence rate with order depending on ¢ and o. A dual semismooth
Newton augmented Lagrangian method is also developed for seeking an inexact min-
imizer of subproblems. Numerical comparisons with two state-of-the-art methods on
£1-regularized Student’s ¢-regressions, group penalized Student’s ¢-regressions, and
nonconvex image restoration confirm the efficiency of the proposed method.
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1 Introduction

Given a data matrix A € R™*" and a vector b € R™, we are interested in the following
nonconvex and nonsmooth composite optimization problem

nelIiél F(x):= f(x)+gx) with f(x):=v¥(Ax —b), @))
X n
where ¥ : R” — Rand g : R" — R with R := (—00, 0] are proper lower

semicontinuous (Isc) functions and satisfy the following basic assumption:

Assumption 1 (i) ¥ is twice continuously differentiable on an open set containing
A(O) — b, where O C R”" is an open set covering the domain dom g of g;
(ii) g is convex and continuous relative to dom g;
(iii) F iscoercive,i.e., forevery {xK} c dom g with [|x*|| = 00, limk_ 00 F(xF) = o0

Assumption 1 (ii) means that model (1) allows g to be an indicator function of a
closed convex set in R”, and it also covers the case that g is a weakly convex function.
Indeed, by recalling that g is a-weakly convex if g(-) + (et/2)|| - % is convex for
some « > 0, F can be rewritten as F' = f+g with f( )= f( )—(a/2)|| ||2 and
g( )_ g( )+(a/2) Il - ||2 Note that f can be reformulated as 1/f(A —D) for suitable A
and b with w( )y=v() — (a/2)| - ||2. Hence, f and g conform to Assumption 1. As
dom F = dom g is closed, Assumption 1 (iii) ensures that problem (1) has an optimal
solution and then a stationary point.

Model (1) has a host of applications in statistics, signal and image processing,
machine learning, financial engineering, and so on. For example, the popular lasso [1]
and sparse inverse covariance estimation [2] in statistics are the special instances of
(1) with a convex 1. In some inverse problems, non-Gaussianity of noise or nonlinear
relation between measurements and unknowns often leads to (1) with a nonconvex
(see [3]). In addition, the higher moment portfolio selection problem (see [4, 5]) also
takes the form of (1) with a nonconvex .

1.1 Related works

For problem (1), many types of methods have been developed. Fukushima and Mine [6]
introduced originally the proximal gradient (PG) method; Tseng and Yun [7] proposed
a block coordinate decent method and obtained the subsequence convergence of the
iterate sequence and its R-linear convergence rate under the Luo—Tseng error bound,;
Milzarek [8] developed a class of methods by virtue of a combination of semismooth
Newton steps, a filter globalization, and thresholding steps for (1) with g(x) = p||x||1,
and achieved subsequence convergence and local g -superlinear convergence properties
for g € (1, 2]; Bonettini et al. [9] extended their variable metric inexact line-search
(VMILA) method [10] by incorporating a forward—backward step, and verified the
global convergence of the iterate sequence and the linear convergence rate of the
objective value sequence under the uniformly bounded positive definiteness of the
scaled matrix and the KL property of exponent 8 € (0, 1/2] of the forward—backward
envelope (FBE) of F'; and by using the FBE of F, initially introduced in [11], Stella
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et al. studied a combination of PG step and quasi-Newton step of FBE of F' with a
line search at the iterate, verified the global convergence for a KL function F and the
superlinear convergence rate under the nonsingularity of the Hessian of the FBE in
[12], and obtained the same properties as in [12] for (1) but with a nonconvex g by
using an Armijo line search at the PG output of iterate in [13].

Next we mainly review inexact proximal Newton methods that are closely related
to this work. This class of methods, also called an inexact successive quadratic approx-
imation method, is finding in each iterate an approximate minimizer y* satisying a
certain inexactness criterion for a subproblem of the following form

min O (x) =R+ (VAR x —xF) + %(x— TG —x5 + g, @

where x¥ is the current iterate, and Gy is a symmetric positive definite matrix that
represents a suitable approximation of the Hessian V2f (x¥). The proximal Newton
method can be viewed as a special variable metric one, and it will reduce to the PG
method if Gy = yxI with y; > O related to the Lipschitz constant of Vf. Note that
subproblem (2) is seeking a root of 0 € Vf(xk) + Gr(x — xb) + dg(x), the partially
linearized version at x* of the stationary point equation 0 € 9 F(x), where 9 F (x)
denotes the basic (limiting or Mordukhovich) subdifferential of F at x. The proximal
Newton method belongs to the quite general iterative framework proposed by Fischer
[14] if the inexactness criterion there is used, but it is not implementable due to the
involved unknown stationary point set. As pointed out in [15], the proximal Newton
method depends more or less on three key ingredients: the approximation matrix
G, the inner solver to subproblem (2), and the inexactness criterion on yk (i.e., the
stopping criterion of the inner solver to control the inexactness of y¥). Since (2) takes
into account the second-order information of f, the proximal Newton method has a
remarkable superiority to the PG method, i.e., a faster convergence rate.

Early proximal Newton methods were tailored for special instances of convex v
and g in problem (1) such as GLMNET [16], newGLMNET [17], QUIC [18] and the
Newton—-Lassomethod [19]. Lee et al. presented a generic version of the exact proximal
Newton method in [20], achieved a global convergence result by requiring the uniform
positive definiteness of Gy, and established a local linear or superlinear convergence
rate depending on the forcing term on a stopping criterion for an inexact proximal
Newton method with unit step-size. Li et al. [21] extended the exact proximal Newton
method proposed in [22] for self-concordant functions f to the proximal Newton
method with inexact steps, and achieved the local linear, superlinear or quadratic
convergence rate resting with the parameter in the inexact criterion under the positive
definiteness assumption of V2f ondom f. Yue etal. [15] proposed an inexact proximal
Newton method with a regularized Hessian by an inexactness condition depending on
the KKT residual of the original problem, and established the superlinear and quadratic
convergence rates under the Luo—Tseng error bound. As far as we know, their work is
the first to achieve the superlinear convergence without the strong convexity of F for an
implementable proximal Newton method, though Fisher [14] ever got the superlinear
convergence rate for the proposed iterative framework, covering the proximal Newton
method with an impractical inexactness criterion, under the calmness of the mapping
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(OF )’1. Mordukhovich et al. [23] also studied a similar inexact regularized proximal
Newton method, and achieved the R-superlinear convergence rate under the metric
g-subregularity of o F for g € (%, 1), and the quadratic convergence rate under the
metric subregularity of 3 F that is equivalent to the calmness of (3 F)~!. Their metric
g-subregularity condition is weaker than the Luo—Tseng error bound.

For problem (1) with g(x) = p|x||1, Byrd et al. [24] studied an inexact proxi-
mal Newton method with an approximate solution criterion determined by the KKT
residual of (1). They showed that the KKT residual sequence converges to zero under
the uniformly bounded positive definiteness of G and obtained local superlinear and
quadratic convergence rates under the positive definiteness and the Lipschitz continu-
ity of V2 at stationary points. For (1) with an optimal-set-strongly-convex F, Lee and
Wright [25] investigated an inexact proximal Newton method with an approximate
solution criterion relying on the difference between the objective function value of (2)
at the iterate and its optimal value and established a global linear convergence rate of
the objective value sequence under the uniformly bounded positive definiteness of G.
Recently, Kanzow and Lechner [26] proposed a globalized inexact proximal Newton-
type (GIPN) method by switching from a Newton step to a PG step when the proximal
Newton direction does not satisfy a sufficient decrease condition, and established the
global convergence and superlinear convergence rate under the uniformly bounded
positive definiteness of G and the local strong convexity of F.

From the above discussions, we see that for the nonconvex problem (1), the existing
global convergence results of the proximal Newton methods require the uniform pos-
itive definiteness of Gy, while the local superlinear (or quadratic) convergence results
assume that F is locally strongly convex in a neighborhood of cluster points of the
iterate sequence. The local strong convexity of F in a neighborhood of a stationary
point implies the isolatedness of this stationary point, and then the Luo—Tseng error
bound and subsequently the metric subregularity of the mapping d F. Inspired by the
works [15, 23], it is natural to ask whether an inexact proximal Newton method can
be designed for problem (1) to possess a superlinear convergence rate without the
local strong convexity of F. In addition, we observe that when the power o = 0 in
the regularized Hessian (3) below, the global convergence of the iterate sequence in
[15] requires the Luo—Tseng’s error bound as does for its linear convergence rate, and
in addition their linear convergence rate result depends upon that the parameter of
the method is upper bounded by the unknown constant of the error bound. Then, it
is natural to ask whether it is possible to achieve the global convergence and linear
convergence rate of the iterate sequence for (1) under a weaker condition. This work
aims to resolve these two questions for the nonconvex and nonsmooth problem (1).

1.2 Our contributions

Motivated by the structure of f and the work [27] for a smooth unconstrained problem,
we adopt the following regularized version of the Hessian V2 f (x¥):

G =V2f () + a1 [=Amin (V2P (Ax* —b) 1+ ATA + ap[r (x)1°1 A3)
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to construct a strongly convex approximation of F at iterate x¥, and propose an inexact
regularized proximal Newton method (IRPNM) for (1), where a4 := max(0, a) fora €
R, Amin (H) denotes the smallest eigenvalue of H, r (x*) is the KKT residual of (1) at x*
(see (4) for its definition), and a; > 1, a» > Oand ¢ € [0, 1) are the constants. Different
from the regularized Hessian in [27], we here use al[—kmin(Vzw(Axk —b))]+ATA
to replace a; [—)»min(V2 f (xk ))]1+1 in order to avoid the computation of the smallest
eigenvalue when v is separable, i.e., ¥ (y) := > /., ¥i(y;) with each ¥; : R — R
being twice continuously differentiable on a suitable set. The matrix Gy in (3) is
uniformly positive definite when ¢ = 0 but not when o € (0, 1) because r(x*) — 0
as k — 0o as will be shown later. Our inexactness criterion on y* depends on the
nonincreasing of the objective value of (2), along with the KKT residual r(x¥) when
0 € (0,1) and the approximate optimality of y* when o = 0; see criteria (13a)
and (13b) below. In addition, the Armijo line search is imposed on the direction
d*:= y¥ — x¥ to achieve a sufficient decrease of F. Our contributions are summarized
as follows.

For o = 0, we achieve a global convergence of the iterate sequence for the KL
function F and its R-linear convergence rate for the KL function F of exponent 1/2,
which is weaker than the Luo—Tseng error bound. In this case, our regularized proximal
Newton method is similar to the VMILA in [3, 9] except that a different inexactness
criterion and a scaled matrix involving the Hessian of f are used. Compared with the
convergence results in [9], which removes the restriction condition (see [3, Eq. (23)])
on the iterate sequence in the convergence analysis of [3], our R-linear convergence
rate is obtained for the iterate sequence instead of the objective value sequence, and
the required KL property of exponent 1/2 is for F itself rather than its FBE. Though by
[28, Remark 5.1(ii)] the KL property of F with exponent 1/2 at X € dom 0 F implies
that of its FBE F), at X, this requires imposing a restriction on the parameter y, i.e., y
is smaller than the inverse of the Lipschitz modulus of Vf at X.

For o € (0, 1), we establish the global convergence of the iterate sequence and
its superlinear convergence rate with order ¢ (14 ), under an assumption that cluster
points satisfy a locally Holderian error bound of order g € (max{p, (14+0)~'}, 1] on
a second-order stationary point set. This result not only extends the conclusion of [23,
Theorem 5.1] to problem (1), but also discards the local strong convexity required in
the convergence analysis of the (regularized) proximal Newton methods for this class
of nonconvex and nonsmooth problems [24, 26]. When cluster points satisfy a local
error bound of order ¢ > 14 on the common stationary point set, we also achieve
the global convergence of the iterate sequence and its superlinear convergence rate of
order (¢ — 0)*/q forq > [0+1/2+/0 +1/4], which bridges the gap that the second-
order stationary point set may be empty. Compared with the superlinear convergence
results in [13] for the hybrid method of the PG steps and quasi-Newton steps of FBE
of F, ours do not require twice epi-differentiability of g and the strong local optimality
of the limit (which is actually an isolated local minimizer), though there is no direct
implication between our local error bound condition and their Dennis—Moré condition.

In addition, inspired by the structure of Gy, we also develop a dual semismooth
Newton augmented Lagrangian method (SNALM) to compute the approximate mini-
mizer y* of (2) satisying the inexactness criterion (13a), and compare the performance
of our IRPNM armed with SNALM with that of GIPN [26] and ZeroFPR [13] on
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£1-regularized Student’s ¢-regressions, group penalized Student’s ¢-regressions and
nonconvex image restoration. Numerical comparisons indicate that IRPNM is superior
to GIPN in the objective value and the running time, and it is comparable with ZeroFPR
in terms of the objective value, but requires much less running time than ZeroFPR if
the obtained stationary point is a second-order one (such as for £;-regularized and
group penalized Student’s ¢-regressions), otherwise requires more running time than
the latter (such as for nonconvex image restoration). Such a numerical performance is
entirely consistent with the theoretical results.

1.3 Notations

Throughout this paper, S” represents the set of all n x n real symmetric matrices,
S’} denotes the cone consisting of all positive semidefinite matrices in S", and /
denotes an identity matrix whose dimension is known from the context. For a real
symmetric matrix H, ||H | denotes the spectral norm of H, and H > 0 means that
H e §'}. For a closed set C C R”", Il¢ denotes the projection operator onto the
set C, dist(x, C) means the Euclidean distance of a vector x € R” to the set C, and
8¢ denotes the indicator function of C. For a vector x € R”, B(x, §) denotes the
closed ball centered at x with radius § > 0. For a multifunction F : R" = R”,
its graph is defined as gph F := {(x,y) | y € F(x)}. A function 4 : R” — R is
said to be proper if its domain dom/ = {x € R" | h(x) < oo} is nonempty and
h(x) > —oo for all x € R”. For a proper h : R" — R and a point x € dom #,
dh(x) denotes its basic (or limiting) subdifferential at x, and if in addition /% is convex,
h(x;d):=1lim; 10(h(x + td) — h(x))/t denotes its one-sided directional derivative
at x along a direction d € R”. For a function 4 : R” — R and any given o < f, we
write [0« < h < B]l:={x e R" | < h(x) < B}.

2 Preliminaries

For a closed proper function # : R — R, its proximal mapping P,n and Moreau
envelope e, associated to a parameter y > 0 are respectively defined as

. 1 ) 1
Pyr(x) :=arg min EZHZ — x|’ + h(z)] and e?’h(x):?e]ﬂ%}, {EHZ —x|I>+ h(z)}.

zeR?

By [29, Theorem 12.12], when & is convex, the mapping P, is nonexpansive, i.e.,
1P n(x) =PI < llx — yll for any x, y € R". We also need the strict continuity
of a function at a point relative to a set containing this point. By [29, Definition 9.1],
a function : R” — R is strictly continuous at a point X relative to a set D C dom &
if X € D and the Lipschitz modulus of % at X, denoted by lipp/(X), is finite. That
is, to say that 4 is strictly continuous at X relative to D is to assert the existence of a
neighborhood V of X such that /4 is Lipschitz continuous on D N V.

Next we recall the concept of stationary point and clarify its relation with L-
stationary point, and also introduce a kind of second-order stationary point for (1).
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2.1 Stationary points of problem (1)

Recall that a vector x € dom g is a stationary point of (1) if x is a critical point of F,
ie.,0 € dF(x) = Vf(x) + dg(x), and we denote by S* the set of stationary points.
Define the KKT residual mapping and residual function of (1) respectively by

R(x):=x—Pg(x—=Vf(x)) and r(x):=|[R(x)| for x e R, 4)

By the convexity of g, it is easy to check that 0 € dF (x) if and only if r(x) = O.
By [30, Definition 4.1], for a vector x € R", if there exists a constant L > 0 such
that x = Pp-1,(x —L~'Vf(x)), then it is called an L-stationary point of (1). By the
convexity of g, one can check that x is a stationary point of (1) if and only if it is an
L-stationary point of (1), and if x is an L-stationary point of (1) for some L > 0, then
it is also L-stationary for any L > 0. We call x* € §* a second-order stationary point
if V24 (Ax*—b) = 0, and we denote by X'* the set of second-order stationary points
of (1). By the expression of f and Assumption 1 (i), X* C {x € S* |V (x) = O},
and the inclusion will become an equality if A has a full row rank. By Assumption 1
(i) and the outer semicontinuity of dg, both S* and X'* are closed. Note that X'* may
be empty even if S* is nonempty. As will be shown by Proposition 3 (iv) later, S* is
nonempty under the boundedness of a level set of F. A local minimizer of F may not
be a second-order stationary point, and the converse is not necessarily true either.
Let 9 : O — R be a continuously differentiable function. Consider the problem

in {7 5
;161]%1”{ (x) + g0} ®)
and its canonical perturbation problem induced by a parameter vector u € R":

min {9 () + g(x) — (u,x)}. ©)

X

The following proposition states that with any X € dom g and the proximal mapping
of g, one can construct a stationary point of the canonical perturbation (6).

Proposition 1 Let Ry (x) := x—Pg(x—V ¥ (x)) for x € R". Then, for any X € dom g,
the vector X, := Pq (X — V(X)) is a stationary point of problem (6) associated with
u = Ry(X) + VI (Py(x =V (X)) — VI (X), and dist(0, VI (x,) + g (xy)) < ||ull.

Proof From the definition of X, and the expression of Ry(X), Ry(X) — VI (X) €
dg(x,). Along with the expression of u, we have u € Vv (x,,) + dg(x,), which means
that X, is a stationary point of (6) associated to « and dist(0, Vi (x,,)+9g(x,)) < |ju].

O

The Kurdyka-Lojasiewicz (KL) property plays a crucial role in the convergence
analysis of algorithms for nonconvex and nonsmooth optimization problems [31, 32],
while the metric g-subregularity of a multifunction has been used to analyze the local
superlinear and quadratic convergence rates of the proximal Newton-type method for
nonsmooth composite convex optimization [23]. Next we explore the relation between
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the KL property of F' and the metric g-subregularity of the mapping d F. These two
kinds of regularity are used in the convergence analysis of our algorithm in Sect. 4.

2.2 KL property and metric g-subregularity

The KL property of an extended real-valued function and the metric subregularity of a
multifunction play a crucial role in the convergence (rate) analysis. In this section, we
explore the relation between these two classes of regularity. To recall the KL property
of an extended real-valued function, for each @ € (0, co], we denote by Y, denotes
the family of continuous concave functions ¢ : [0, @) — Ry with ¢(0) = O that are
continuously differentiable on (0, @) with ¢'(s) > 0 for s € (0, @).

Definition 1 A proper function 4 : R” — R is said to have the KL property at a
point X € dom 0% if there exist 6 > 0, @ € (0,00] and ¢ € Y such that for all
x € B(x,5)N [h(f) <h < h(x)+ w], @' (h(x)—h(x))dist(0, dh(x)) > 1. If ¢ can
be chosen to be the function ¢ — ct!7? with 6 € [0, 1) for some ¢ > 0, then A is said
to have the KL property of exponent 6 at x. If 4 has the KL property (of exponent 6)
at each point of dom 04, it is called a KL function (of exponent 9).

By [31, Lemma 2.1], a proper Isc function 4 : R” — R has the KL property of
exponent 0 at every noncritical point (i.e., the point at which the limiting subdifferential
of h does not contain 0). Thus, to show that a proper Isc function is a KL function
of exponent 6 € [0, 1), it suffices to check its KL property of exponent 6 € [0, 1) at
all critical points. On the calculation of the KL exponent, we refer the readers to [28,
33, 34]. As illustrated in [31, Section 4], KL functions are rather extensive and cover
semialgebraic functions, global subanalytic functions, and functions definable in an
o-minimal structure over the real field (R, +, -).

Next we give the formal definition of the metric g-subregularity of a multifunction.

Definition 2 (see [35, Definition 3.1]) Let F: R” = R” be a multifunction. Consider
any point (x, y) € gph F.Foragiveng > 0, we say that F is (metrically) g-subregular
at x for y if there exist k > 0 and § > 0 such that for all x € B(x, §),

dist(x, F~1(3)) < k[dist(F, F(x))]4. @)

When g = 1, this property is called the (metric) subregularity of F at X for y.

By Definition 2, if x € dom F is an isolated point, F is subregular at x for any
y € F(x); and if F(¥) is closed, the subregularity of F at X for y € F(x) implies its
g-subregularity at x fory for any g € (0, 1) (now also known as the g-order Holderian
subregularity). For the mapping R defined in (4), its g-subregularity at a zero point
precisely corresponds to a g-order Holderian local error bound at this point, which is
used in the convergence rate analysis of Sect. 4.2 for the convex case. The following
lemma shows that the g-subregularity of R is equivalent to that of the mapping o F.
Such an equivalence was ever obtained in [36] and [37, page 21] only for g = 1.

@ Springer



An inexact regularized proximal Newton method... 611

Lemma 1 Consider any x € S* and g > 0. If the mapping 9 F is q-subregular at X
for O, then the residual mapping R is min{q, 1}-subregular at X for 0. Conversely, if
the mapping R is q-subregular at X for O, so is the mapping 0 F at X for Q.

Proof Suppose that d F is g-subregular at x for 0. There exist ¢ > 0, k > 0 such that
dist(z, 8*) < k[dist(0, dF (z))]? forall z € B(x,¢). 8)

Since V7 is strictly continuous on O by Assumption 1 (i), there existz € (0, 1/2) and
L’ > 0 such that for all z, 7’ € B(X, ),

IVF (@) = Vi@l = L'l = z|. ©))

From R(x) = 0 and the continuity of R at X, we have |R(z)|| < 1 for all z € B(x, %)
(if necessary by shrinking €). Pick any x € B(X, §) with § = min{e, €}/(1+L"). Write
1= R(x) = x — Py(x —V f(x)). Note that X = P, (X —V £ (x)). Then,

Ix —u =¥l = [Py (x — Vf(x)) = P& = V@)
<lx =X+ Vf®@) = Vf@)| < (14 L) = min{e, &},

so that x — u € B(x, min{s, €}), where the first inequality is due to nonexpansiveness
of Pg, and the second one is using (9). In addition, from u = x — Py (x — Vf(x)), we
deduce that Vf (x —u) +u — Vf(x) € 9 F(x —u). Now using (8) with z = x —u and
(9) with 7/ = x — u and z = x yields that

dist(x —u, 8*) < «|IVf (x—u) +u = V)7 < .e(1+L) Ju]|?.

Then, dist(x, S*) < |lu|| +«(14+ L) |u||? < [14 x(14+L)?]||R(x)||™™2- 1} where
the second inequality is using ||R(x)|| < 1. By the arbitrariness of x in B(X, §), the
mapping R is min{g, 1}-subregular at x for 0. Conversely, suppose that the mapping
R is g-subregular at x for 0. Then, there exist § > 0 and v > 0 such that

dist(z, S*) < v|R(D)[¢ forall z e B(F, ). (10)

Pick any x € B(x,§) N dom d F. By the closedness of 9 F, there exists & € 9 F(x)
such that ||§ || = dist(0, 0 F'(x)). From & € 9 F (x) and Py (z) = (I+8g)_l(z) for any
z € R", wederive x = Pg(x +&—Vf(x)) and R(x) = Pg(x +E—-Vf(x))—Pg(x—
Vf(x)). The latter, by the nonexpansiveness of P, implies that [R(x)| < [I§]| =
dist(0, 0 F (x)). Together with (10), we obtain dist(x, S*) < v[dist(0, dF (x))]9,
which holds trivially if x € B(x, §)\dom d F. Thus, the mapping o F is g-subregular
at x for 0 O

Next we discuss the connection between the g-subregularity of 0 F and the KL
property of F withexponent# € (0, 1). This, along with Lemma 1, provides a criterion
to identify whether a g-order Holderian local error bound holds or not when F has
the KL property of exponent & € (0, 1). To this end, we introduce the following
assumption.
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612 R.Liuetal.

Assumption 2 For any given X € §*, there exists € > 0 such that F(y) < F(x) for
ally € S*NB(X, €).

Remark 1 (a) Obviously, Assumption 2 is implied by [33, Assumption 4.1], which
can be regarded as a local version of [38, Assumption B]. In addition, we can
provide an example for which Assumption 2 holds, but [33, Assumption 4.1] does

not hold. Let F = f with f(x) := —efx%(sin %)2 for x # 0 and f(0) := 0.
It is easy to check that F is smooth and F’(0) = 0. Fix any € € (0, 1/2). Pick
any y € B(0,¢) N S*. Clearly, F(y) = f(y) < 0 = F(0), i.e., Assumption
2 holds. Now let y' := i+ and y? = & with k = [L] + 1. Obviously,
yl, y2 € B(0, €) with f(y') = f(»?) = 0. By Rolle’s theorem, there must exist
yo € (y1, y2) such that f'(yo) = 0. Note that f(y) < 0 forany y € (y', y?), so
that f(yp) < 0, which shows that [33, Assumption 4.1] does not hold. Thus, we
conclude that Assumption 2 is weaker than [33, Assumption 4.1].

(b) When F has the KL property at ¥ € S*, Assumption 2 necessarily holds at x.
Indeed, suppose on the contradiction that Assumption 2 does not hold at X. Then,
there exists a sequence {x*} C S* with x¥* — X such that F(x¥) > F(x) for
each k. Since F has the KL property at X, there exist § > 0, w € (0, +o0] and
@ € Yy such that forall z € B(X,8) N[FX) < F < F(X) + @], ¢'(F(z) —
F(x))dist(0, dF(z)) > 1. By Assumption 1(i)—(ii), F' is continuous at x relative
to 8*, so there exists 8 € (0, §) such thatforallz € B(x, §)NS*, F(z) < F(x)+
@ /2. Clearly, for all sufficiently large k, x* € B(x, 8 )N[F(X) < F < F(X)+w].
Then, for all k large enough,

@' (F(x*) — F(x))dist(0,  F (x*)) > 1,

which is impossible because dist(0, 3 F (x¥)) = 0 is implied by x* € S*.

The following proposition improves greatly the results of [39, Propositions 3.1 and
3.2], an unpublished paper. Since its proof is a little long, we put it in Appendix A.

Proposition 2 Consider any X € S* and q > 0. The following assertions hold.

(i) Under Assumption 2, the q-subregularity of the mapping 0F at X for O implies
that the function F has the KL property of exponent max{ ﬁ, m} atx.

(i1) If F has the KL property of exponent ZL for g € (1/2,1] at X and X is a local
minimizer of (1), then 0F is (2q — l)-squegular at x for 0.

Remark 2 (a) The local optimality of X in Proposition 2(ii) is sufficient but not neces-
sary. For example, consider problem (1) with f(x) = ¥ (x) = %x% + }‘xg — %x%
and g = 0 (see [40, Section 1.2.3]). One can verify that S* = {x*, x>* x3*} with
xb* = 0,007, x>* = (0, —1)T and x>* = (0, 1)". Since the set S* is finite,
Assumption 2 holds at each x-*, and d F = Vf is subregular at each (x'**, 0). By
Proposition 2, F has the KL property of exponent % at x*, but it is not a local
minimizer of F.

(b) Under the assumption of Proposition 2 (ii), F' admits the growth at X asin (AS). By
using the example in part (a), one can verify that such a growth does not necessarily
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hold if the local optimality assumption on x is replaced by Assumption 2. The
growth of F in (AS) has the same order as the one obtained in [41] under the g-
subregularity of d F with modulus « at X for O and a lower calm-type assumption
on F atXx.

(c) When F is locally strong convex in a neighborhood of X € S*, there exist § > 0
and ¢ > 0 such that for all x € B(X, 8), F(x) — F(X) > 5lx —X||2, which by [42,
Theorem 5 (ii)] means that F has the KL property of exponent 1/2 at x. In fact,
in this case, dist(0, 0 F (x)) > +/c(F(x)— F(x)) holds for all x € B(x, §), which
by Proposition 2 (ii) means that the mapping d F is also subregular at X for 0.

Proposition 2, along with Lemma 1, clarifies the link between the KL property of
F with exponent 6 € (0, 1) and the g-order Holderian local error bound. To close
this section, we take a closer look at the relation between the KL property of F with
exponent 1/2 and the local Lipschitz error bound on the second-order stationary point
set X*. Among others, the latter will be used in the convergence analysis of Sect. 4.2.

Lemma2 Fix anyx € X*. If F has the KL property of exponent 1/2 at X, and there
are § > 0, > 0 such that for all x € B(x, 8), F(x) > F(X) + («/2)[dist(x, X*)]%,
then there exist 8' > 0 and k' > 0 such that dist(x, X*) < «'r(x) for all x €
B(x,8") Ndom g.

Proof Since F has the KL property of exponent 1/2 at X, there exist &’ > 0, > 0
andc > Osuchthatforallz € B(x,¢)N[F(X) < F < FX) + @],

dist(0, 0F (2)) > 2/¢(F(z) — F(0)"/*. (11)

Since F' is continuous relative to dom g, for all x € B(x, §) N dom g (if necessary by
shrinking §), F(x) < F(X) + @ /2. Let ¢ = min{¢’, §}. Then, we claim that

dist(0, dF (x)) > (v2a/c)dist(x, X*) forall x € B(X,e)Ndomg.  (12)

Pick any x € B(x,e) Ndomg. If F(x) = F(X), from the given quadratic growth
condition, we deduce that x € X*, and the claimed inequality holds forany «’ > 0, soit
suffices to consider that F(x) # F(x). This along with the quadratic growth condition
means that F(x) > F(x). Together with F(x) < F(x) + @ /2, wehave x € [F(X) <
F < F(X)+ @ ]NB(, ¢&'). Then, from (11), dist(0, d F (x)) > (v/2a/c)dist(x, X*).
Thus, the claimed fact in (12) holds. Let ' = min{e, €}/(1+L’) where € and L’ are
the same as in the proof of Lemma 1. Now fix any x € B(X, §’) N dom g and write
u:= R(x) = x —Pg(x — Vf(x)). Then, by noting that x — u € dom g and following
the same arguments as those for the first part of Lemma 1 with ¢ = 1, we obtain that
dist(x, X*) < «’r(x) with &’ = [1 + (v/2a/c)(1 + L')]. The proof is completed. O

3 Inexact regularized proximal Newton method

Now we describe our inexact regularized proximal Newton method (IRPNM) for
solving (1). Let x* be the current iterate. As mentioned previously, we adopt Gy
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defined in (3) to construct the quadratic approximation model (2) at xK. When v is
convex, this quadratic model reduces to the one used in [15, 23]. Since Gy is positive
definite, the objective function of (2) is strongly convex, so it has a unique minimizer,
denoted by x*. For model (2), one may use the coordinate gradient descent method [7]
as in [15] or the line search PG method as in [26] to seek an approximate minimizer
y¥. Inspired by the structure of G, we develop in Sect. 5 a dual semismooth Newton
augmented Lagrangian (SNALM) method to seek an approximate minimizer y¥.
To ensure that our IRPNM has a desirable convergence, we require y* to satisfy

re(y) < pmin {r(c*), [r(HITY and ©,0%) < €GF) if o€ (0, 1):  (13a)
dist(0, 30 () < nr(x*) and ©x(*) < Ox(*) if 0=0, (13b)

where 1 € (0, 1) and 7 > g are constants, and ry is the KKT residual of (2) given by

()= Rkl with Ry (y):= y—Pe(y—Vf(x*) = Gr(y—x*)) for y e R".
(14)
Though the following inequality holds for 7 (-) and dist(0, 00 (-)) by [33, Lemma
4.1]
rr(y) < dist(0, 0@, (y)) forany y € domg, (15)

there is no direct relation between the first inequality of (13a) and that of (13b).
Criterion (13a) is the same as the one used in [23], but is weaker than the one used in
[15]. Indeed, let £; be the partial first-order approximation function of F at x*:

G(x) = FOE) + (VFER), x—xF) + g(x) Vx e R™. (16)

One can verify that O (y©) — O (x%) < 0if Ok (y¥) — O (xF) < £ (L (YF) — L (x*))
for some ¢ € (0, 1) by using the positive definiteness of G and the following relation

Or(x) — Or(xF) = € (x) — € (x*) + %(x —xTGrx = x%) vx eR". (17)

As will be shown in Lemma 3 below, the vector y* satisfying (13b) is actually an exact
minimizer of the canonical perturbation of (2). It seems that the distance involved in
(13b) is difficult to compute in practice, but when choosing SNALM as the inner
solver, one can easily achieve an element oF € 90, (yk ) (see Sect. 5.1.1) and then an
upper bound lo || for dist(0, 3Ok (y¥)). Thus, the first inequality of criterion (13b) is
guaranteed to hold by requiring ||w*|| < nr(x¥). It is worth pointing out that one can
replace the first inequality in (13b) with 7y (yk) < nr(xk), but such yk become more
inaccurate by (15), which will lead to more iterations and running time.

With an inexact minimizer y* of subproblem (2), we perform the Armijo line search
along the direction d* := y* — x¥ to capture a step-size ax > 0 so that the objective
value of problem (1) can gain a sufficient decrease. The algorithm steps into the next
iterate with x**1:= xK+apd* if F(x*+ard*) < F(y*), otherwise with x*T1:= yk.
Now we are ready to summarize the iterate steps of our IRPNM.
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Algorithm 1 (Inexact regularized proximal Newton method)

Input: ¢y > 0,a; > 1,ap >0, >p€[0,1),n,8€(0,1),0 € (0,1/2) and x0 € dom g.

Fork=0,1,2,...do

1.

2
3.
4

Compute the residual r(xky. I r (K < €0, then stop; else go to Step 2.

. Seek an inexact minimizer yk of (2) with G in (3) so that it satisfies (13a) or (13b).

Set dk := yk—xk 1f ||a¥|| < €p, then stop; else go to Step 4.

. Seek the smallest mj among all nonnegative integers m such that

Fky = FOK M) = o™ g a1 with g = aa[r(xF)1e. (18)
Set o := B™k and

NI Yy FOR) < FOK agd®), (19)
|k +agd* otherwise.

end (for)

Remark 3 (a) Differently from the proximal Newton methods in [15, 23], the next iter-

(b)

()

ate x¥*1 of Algorithm 1 may take x¥ + axd* or y¥, determined by their objective

values. Note that a standard abstract convergence scheme adopted in the KL frame-
work [32] usually requires a relative error condition at the iterates, while such a
selection allows us to employ the relative error condition at y* (which might not be
the next iterate) in the proof of convergence, which is crucial to achieve the global
convergence of the iterate sequence {x*}icn for 0 = 0 under the KL property of
F (see Theorem 4). To the best of our knowledge, such a technique first appears
in [3, Algorithm 1].

The line search criterionin [15, Eq (7)] implies the one in Eq. (18). Indeed, equality
(17) and Oy, (yk) < O (xk) in criterion (13a) or (13b) implies that

1 1
65 — 6.8 > 5<y" — 1k Gk —xb)) > Euknyk—xknz. (20)

Since g is convex and d¥ = y*—x¥, for any 7 € [0, 1] we have xk41d* € dom g
and £ (x%) — 03 (K 1d®) > 1[0 (xF) — L (K +d¥)] = T (xF) — e (y5)], which
by (20) implies that £ (x*) — € (x* +7d*) > J7pilly¥ —x*||>. Thus (18) holds.
This implication suggests that (18) may need less computation time than the one
in [15].

From (13a) or (13b) along with (15), for each k € N, ry (yk) < nr(xk), and then

(I=m)rx*) < r®)—r %) < 20d* 1+ 11Ged* Q1)

where the last inequality is using the expressions of r(x¥) and r;(y*). By the
boundedness of {x*}ren (see Proposition 3 below) and the expression of Gy in
(3), we have r(xX) < ¢ol|d*| for some co > 0. Thus, d¥ = 0 implies that xKisa
stationary point of (1). This interprets why Algorithm 1 also adopts ||d¥|| < € as
a termination condition.
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(d) When Hy and 7y in (S.1) of [26, Algorithm 3.1] take Gy and nmin {1, [r(x*)]7},
respectively, under the unit step-size and the existence of ¥ > 0 and ko € N such
that R

Il < %lr (917 @ > 0) forall k = Fo, (22)

the sequence {x¥ }i>%, generated by [26, Algorithm 3.1] is the same as the one
yielded by Algorithm 1 with o € (0, 1). Indeed, using the same arguments as
those for Lemma 3 below, one can show that the inexactness criterion in [26,
Eq(13)] is well defined. In addition, by using Eq. (17), Gx > a>[r(x¥)121 and
condition (22), it follows that

0> Or(Y") — Or(x¥) > 6 (") — L) + (a2/2)[r ()19 )15
> 0 (F) = . (cK) + (a/20R 5 [1dNPTE forall k > Ro.

This implies that [26, condition (14)] is satisfied with p = %azf_% and p =
2+ 0/q when k > ;0, so the iterates generated by [26, Algorithm 3.1] for k > l?o
are the same as those yielded by Algorithm 1 with o € (0, 1). This fact, along
with the convergence analysis in Sect. 4.2, shows that the global convergence and
superlinear rate results of [26, Algorithm 3.1] there can be achieved under weaker
conditions (see Remark 6).

(e) Astepsizet > 0is generally introduced into the definition of KKT residual of (1)
as Ry (x):= 1! [x—Pg(x—tVf(x))], and similarly a stepsize #; > 0 is done for the
KKT residual of (2) as R, (x) := tk_l[x—P,kg(x— (Vx5 4+ Gr(x —x¥)))]. In
practice, one can search for #; via backtracking by the descent lemma (see Lemma
9). Concretely, with an initial lower estimate L > 0 for the Lipschitz modulus of
Vf at x* and a ratio & > 1, the following if-end sentence can be added in step 1
before calculating r (x%):

If f(2) > f (5 + (Vf(5), 2 =xF)+- 5 fle=xK||? for 2= Ppory P =LV (xF)),
then
L < alL,
end if

and set f; := 1/L. After testing Algorithm 1 with such KKT residuals, we found that it

cannot improve the performance of Algorithm 1, and even requires more running time

for some test examples. This phenomenon is reasonable by noting that our approxi-
mation matrix Gy actually also plays the role of variable metric. Taking into account
this, we simply take the unit stepsize for the functions r and r; throughout this paper.

Before analyzing the convergence of Algorithm 1, we need to verify that it is well
defined, i.e., arguing that the inexactness conditions in (13a) and (13b) are feasible
and the line search in (18) will terminate in a finite number of steps.

Lemma 3 For each iterate of Algorithm 1 with €y = O, the criterion (13a) is satisfied
by any y € dom g sufficiently close to the exact solution X of (2), the criterion (13b)
is satisfied by y, := Pg (y=V f (xF) = Gr(y=x5)) for any y € dom g sufficiently close
to fk, and there is an integer my > 0 such that the descent condition (18) is satisfied.
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Proof Consider the iterate x*. Assume that x* is not a stationary point of (1), i.e.,
ri(x¥) > 0. From the continuity of r; and rk(fk) = 0, for any y sufficiently close
to x¥ () <n min{r(xk), [r(xk)]1+’}. In addition, since ¥ is the unique optimal
solution of (2), G (x¥—x*) € 8¢, (x*). This implies that x* £ ¥* (if not, 0 € 34 (x*)
and x¥ isa stationary point of (1)). By the convexity of ¢, £ (%) = 6T+ (G (xF—
%X, xk =%y, which along with (17) implies that

O () — Ok (x") = & () — (") + (1/2) (=7, G (x* =3"))
< —(1/2) (" =35, G (" =3) < —(/ 2l =317 <0,
Since ®y is continuous relative to dom g by Assumption 1 (ii), the last inequality
means that for any y € dom g sufficiently close to x*, O (y) < Or(x*). The two

sides show that criterion (13a) is satisfied by any y € dom g sufficiently close to X*.
For the first condition in (13b), consider problems (5) and (6) with ¢ given by

()= fFxF) + (VFF), x — xF) + %(x —xTGr(x = x*) for x e R".

Let Ry (x) = x —P,(x —V1}(x)) be as in Proposition 1. Since ¢ = Pg ()Tk—Vz?()_ck)),
by the continuity of V&, for any y € dom g sufficiently close to x*,

IRy (y) + V& (Pg(y =V () =V < nmin {rx*), [r()1F7}

With such y, by Proposition 1 forx = yandu = Ry (y)+V 9 (Pg(y—VI (y) -V (),
it follows that dist(0, 30 (y,)) < |lu|| < nmin{r(x¥), [r(x*)1'*7}. In addition, from
the above discussions, the second condition in (13b) hold for any z € dom g sufficiently
close to X*. Note that y, € dom g and y, is close to X as y is sufficiently close to x~.
These two sides demonstrate that y, satisfies the criterion (13b) for any y € dom g
sufficiently close to x~.

For the last part, we only need to consider that ¢ # 0. From the convexity of g
and the definition of directional derivative, it follows that

F'(x*; dby = (Vb d + ¢ (5 d) < (VFGR), db) +e(F) —g (b
= 0 (*) — (xR < — (/2N =M 17 = —(ue/2) 151 < 0,

where the first inequality is using [43, Theorem 23.1] and d* = y¥ — x*, and the
second inequality is using (20). Together with the definition of directional derivative,

F(x1d*) = F(b) < —t[(ue/2)11d" > = o(0)].
This implies that the line search step in (18) is well defined. O

To close this section, we summarize some properties of the sequence {x*}ien.

Proposition 3 Let {x*}rcn be a sequence generated by Algorithm 1 with €y = 0, and
denote by w(x) its cluster point set. Then, the following statements are true.
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(i) The sequence {F(x*)}ien is nonincreasing and convergent;
(ii) The sequence {xk}keN is bounded;
(iii) limg_ oo r(x¥) = 0 and limy_, « ||d*| = O;
(iv) w(x%) c S*isa nonempty compact set and F = F:= klim F(xk) on w(xY).
—> 00

Proof (i)-(ii) For each k € N, from (18) and (19), we have F(x**!) < F(x¥) and
then {x*}reny € Lr(x%) :={x € domg | F(x) < F(x°)}. Since Assumption 1 (iii)
implies that F is lower bounded and £ £ (xY) is bounded, we get parts (i) and (ii).
(iii) For each k € N, let uf = x*— Py (xk— V£ (xX)). Then uf —Vf (x*) € dg(xk—uF).
By the expression of Ry, Ry(y*) —Vf (x¥) —Gr(y* —x¥) € dg(y* — R (¥¥)). Using
the monotonicity of dg, we have (Ry(y*) — Grd* — u*, d* — Ry (y*) + u*) > 0 or

(d*, Grd*) < (R (") —uF, d* — R (V%) + uF +Gd®y < (I + God*, Re(y*)—ub).

From the expression of Gy in (3) and u; = az[r(xk)]é’, Gy > i l, which together
with the last inequality and the expression of Ry (y¥) implies that

arr ()N < k() + rNA+IGHD I I < A+m A+ IGeDr b lla ),
where the last inequality is using ri(¥%) < nr(x*) obtained in Remark 3 (c). Then,
Id )l < a3 ' (14 ) (1 + 1Grlhr(x¥)! =@ foreach k e N. (23)
By part (ii) and the continuity of r, there exists a constant T > 0 such that ||d¥|| < T
for all k € N. Let B denote the unit ball of R” centered at the origin. Assumption 1

(i) implies that V is Lipschitz continuous on the compact set £ (x°) + TB, so there
exists Lyy > 0 such that for any x’, x € Lr(x%) +7TB,

IVF(x) = VLI < Lvrllx = x| (24)

Let := {k € N | ay < 1}. Fix any k € K. Since (18) is violated for the stepsize
tr = ax /B, from the convexity of g and the definition of ¢, it follows that

ouktlld 1> > f&F) = FOF + nd®) + (5 — g(F + red®)
> f5) = fOF +ad") + 1(g (5 — g%
= (5 = O+ 15d") + 15 (VFED), d) + (5 — 6 (6F))
= (e (VF(x¥) = VFER), d*) + e (6F) — 6 (%)
> (VF(*) = VED), d*) + (e /2)1d¥ )1 (25)

for some & ke (xk, x*+1,d%), where the last equality is due to the mean-value theorem,
and the last inequality comes from (20). Combining (25) and (24) leads to

(12— tepelld*1? < 5V FE) =V O < Lyp1db)?,
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which implies that # > 122@7 Wk. By the arbitrariness of k € K, o >
min{1, ‘225; B for all k € N. While from (18) and part (i), limg_, o0 atg pix [|d¥ |2 =

0. Thus, limg—, oo min {uk, (1 —20)BQ2Lvs) "' uz}1d*|> = 0. Recall that [|d*||
ﬁr(xk) by (21) and 5 = as[r(x¥)]°. The boundedness of {[|G ||} then implies
that limy_, o, 7 (x¥) = 0. Together with (23), it follows that limy_, «, [|d*| = 0.

(iv) By part (ii), the set w(x9) is nonempty and compact. Pick any x € ®(x%). There
is an index set IC C N such that limysj_, oo x* = X. From part (iii) and the continuity
of r, we have X € S*, and then w(x?) C S*. Note that {x*};cx C dom g and F is
continuous relative to dom g by Assumption 1 (i)—(ii). Then, F (¥) = F, which shows
that F is constant on the set w (x?). m]

v

4 Convergence analysis of Algorithm 1

This section focuses on the asymptotic convergence behaviour of Algorithm 1. To this
end, we assume that the sequence {xk}keN is generated by Algorithm 1 with g = 0.

4.1 Convergence analysis for 9 = 0

First, by using the first condition in (13b), we bound dist(0, 9 F (y¥)) in terms of ||d¥|.

Lemma4 For each k € N, there exists w* € 9F(Y*) with |w*| < yolld*| for

Yo = Lvs+ ¥ + nQ+9)/(1=n), where ¥ = Lyy + aicy | Al*> + ax with ¢y :=
maX, e, (x0) [—Amin(V2¥ (Ax —b))]4, and Lvy is the constant appearing in (24).

Proof Fix any k € N. Since dist(0, 30 (y*)) < nr(x*) by (13b), there exists ¢
0, (yF) with [|EF|| < nr(x¥). Let wk := K+ VF (Y¥)—VF (x*) — G (y* —x¥). From
£k € 30k (y¥), we have w* € 9F (y5). By the expression of w* and (24), it holds that

Ikl < 1GLE—y5) I + 185 + VEGR) = VR
< [IGkll + Ly JIld* || + nr (). (26)

From the expression of Gy for ¢ = 0 and (24), it follows that |G| < ¥. Together
with (21), r(x*) < (1 — )72 + 7)ld*||. The desired result then follows by (26). O

With Lemma 4, the following theorem establishes the convergence of the sequence
{x¥}ren under the KL assumption on F. Due to the selection scheme in (19), the
analysis technique is a little different from the common one adopted in [31, 32].

Theorem 4 If F is a KL function, then Z/Sio [ x*H1—xk|| < oo and hence the sequence
(xKYren is convergent with limit being a stationary point of (1).

Proof If there exists k; € N such that F (x%l) =F (xElJ“l), we have @b = 0 by step
4, and Algorithm 1 stops within a finite number of steps. In this case, r(x¥1) = 0
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follows from (21), i.e., xK1is a stationary point of (1). Hence, it suffices to consider
that F (x*) > F(x**1) for all k € N. By invoking Eq. (19), for each k € N,

FOY—F>FuMhHY —-F>o, (27)

where F is the same as in Proposition 3 (iv). By Proposition 3 (iv), the set w(x%) is
nonempty and compact, and F = F on the set w(x"). Since F is assumed to be a
KL function, by invoking [44, Lemma 6], there exist ¢ > 0, > 0 and ¢ € Yy
such that forall y € [F < F < F + @] N B(w(x°), ¢) with B(w(x2), &) :={y €
R" | dist(y, 0 (x?)) < e},

¢'(F(y) — F)dist(0, dF (y)) > 1.

By Proposition 3 (iii) and d* = yF — XK, limp_ o0 [|Y¢ — x| = 0. Together with
limg_, o dist(x¥, 0 (x0)) = 0, we have lim;_, o dist(y¥, w(x")) = 0. Obviously,
{yk}keN is bounded, which along with {yk}keN C dom g and Assumption 1(i)—(ii)
implies that { F (y*)}xen is bounded. We claim that limy_, oo F(y¥) = F.Ifnot, by (27)
there must exist an index set C C N such that limjcs;_, oo F(y¥) > F. Since {y*}reic is
bounded, there exists anindex set K1 C K such thatlimy,5¢— o0 y* = y*, which along
with limy_ o [|d*| = Oyields that y* € w(x?). Thus, from the continuity of F relative
to dom g, llm;gak_mo F(y ) = limg, sk— o0 F(y¥) = F(y*) = F, a contradiction to
limgsi— oo F(y ) > F. Thus, the claimed hmlt limg 00 F(y ) = F holds. Then,
there exists k € N such that for all k > k, y e Bwx,e)N[F < F < F +w],
and hence ¢ (F(yk) jd1st(0, 8F(yk)) > 1. By Lemma 4, for each k € N, there
exists wk € 9 F (y*) with |w*| < polld*]. Consequently, for each k > ki=k+1,

¢ (FOh = F)llw' = = 1. (28)

In addition, from the proof of Proposition 3 (iii), ok ptx > ap min(1, %) =«
for each k € N, which along with (18)—(19) implies that for each k € N,

F") = FO* = oalld!))? = oally* — <417 (29)

Fix any k£ > k. Since ¢’ is nonincreasing on (0, @) by the concavity of ¢, combining
(27) with (28) and using |w*~!|| < yolld*| yields that

1
k—1 —xk‘lll !

o (F()—F) = ¢ (FOG¥H=F) = —— > (30)
o T

Yolly
Together with the concavity of ¢ and inequality (29), it follows that
Apss1 = @(F(")=F) — o(F(* T —F) = ¢/ (F(x*) — F)(F (&) — F(x*1))

FOH—FaMY  oalyt — 542
~ ol = xR T o llyR et — ok
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Then, ||y —x*|| <\/ Ag kw1 |yF=1 —xk=1|. From 2/ts <t +sfort > 0,5 > 0,

21y =K = oo @)™ Ap ks + Iy =k

By summing this inequality from k to / > k, it is immediate to obtain that

25y =X = Yy T = X T )T Y A
< Sy =X 1 = N 4+ o) e (FGR) — F),

where the second inequality is using the nonnegativity of ¢ (F (x/*1) — F). Thus,
iy =l = I =+ e (PN = F). 31

Passing the limit / — oo to this inequality yields that > o, |y! — x'|| < oo. Note
that [|x*+! — x7|| < |ly" — x7|| foreach i € N. Then, } 72 [|x'T! — x¥|| < o0. ]

Next we deduce the linear and sublinear convergence rates of the sequence {xk HeeN
under the KL property of the function F* with exponent 1/(2¢q) forg € (1/2, 1].

Theorem 5 If F is a KL function of exponent 1/(2q) with g € (1/2, 1], then the
sequence {x*}ren converges to a point X € S* and there exist constants y € (0, 1)
and c1 > 0 such that for all sufficiently large k,

cl for =1,
T L I

k2(q D for g e (1/2,1).

Proof For each k € N, write Az := %, ||y* — x'||. Fix any k > k where k is the
same as in the proof of Theorem 4. From inequality (31), it follows that

A < I =N 4 o) T (F (R = F)

where ¢(t) = ct 2f1 (t > 0) for some ¢ > 0. From the expression of ¢ and (30),
(F(xk) —F) 2‘? <c(1-0.5/9)y0 ||yk I yk=1 ||. Together with the last inequality,

_ cyo[eg—Dyoq2a—1 1y2g—
T e e el I et b
oo 2q
_ - () rQg—D72a=1 1 y2q—
S ”yk l_xk l”2q 1 |: ] ”yk l_xk 1||2q 1
oo 2q

(cy0)* ((261 - 1))2‘1 1]’

= Y1(Ak—1— A2~ with yy _[1+
oo 2q

Where the second inequality is due to limg_, o |ld¥| = 0. When g =1, A =

= + ’ Aj_1. From this recursion formula, it follows that Ay < (1 )k_k Az. Note
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that [|x* — X < 00, ! — X1 < %2, Iy' = %'l = Ay. The conclusion
holds with y = y1/(1 +y1) and ¢ = AR+~ E When ¢ € (1/2,1), from the

1 A
last inequality, we have A]fq’l < (yl)ZTI(Ak_l — Ay) for all k > k. By using this

inequality and following the same analysis technique as those in [45, Page 14], we
2g—1
obtam Ap < c1k2<q D for some c; > 0. Consequently, Ixk = x| < clk2<<1 U for all

kzk O

Remark 4 The linear and sublinear convergence rates of the objective value sequence
{F (x¥)}xen can also be obtained under the assumption of Theorem 5. Indeed, let
A = F(x*) — F foreach k € N. Fix any k > % where % is the same as in the proof of
Theorem 4. From inequality (30) with ¢(r) = ¢t®4=1D/CD and (29), it follows that

2g — DI? 2g — DP?
[eyo(2g — D] 1V < 1 (At — A with y1 = leyo@g — DI*

1
A < =
k= 4q2 - 4q2ga

Wheng =1, Ay < Ak 1 forall k > %. This implies that { F (x*)}xen converges

to F with Q—hnear rate. When q € (1/2, 1), we have Ak/q < y1(Ak—1 — Ay) for all
k = k. By using this inequality and following the same analysis technique as those in
[45, Page 14], there exists ¢; > 0 such that F(xK —F < ¢1k~4/0=9 for all k > «.

4.2 Convergence analysisfor0 < g < 1

To analyze the global convergence of the sequence {x*};cr and its superlinear rate in
this scenario, we need several technical lemmas. First, by noting that Gr(x* —fk) —
Vf(h) € 8g() and Re() = VF (xF) — Gr(y* —xb) € ag(3* — Ri(y")) for each
k € N, using the monotonicity of dg and G > ux! can bound the error between yk
and x~.

Lemma5 For each k €N, it holds that || y* — || < ay 'n(1 + | GxID[r(xF)]1+7—e.

The following lemma bounds the distance from x¥ to the exact minimizer X of (2)
by dist(x*, S*), which extends the result of [15, Lemma 4] to the nonconvex setting.

Lemma 6 Consider anyX € w(x). Suppose that Vv is strictly continuous at AX —b
relative to A(dom g) — b. Then, there exist &g > 0 and Ly > 0 such that for all
e B(.e0/2), Ix* =TI = ((05Ly/uollAlPdist(xF, 8%) + (Ax/mollAlI* +
2)dist(x*, §*), where A := aj[—Amin(V2¥ (Ax* —b))14.

Proof Since V2 is strictly continuous at AX — b relative to A(dom g) — b, there exist
80 > 0 and Ly > 0 such that for any z, z’ € B(AX — b, §p) N [A(dom g) — b],

V29 ()= V2 (@) < Ly llz — 2|l (32)

Take g9 = 8o/||A|l. For any x, x’ € B(x, &9) N dom g, we have Ax —b, Ax' —b €
B(AX —b, 80) N [A(dom g) — b], which together with V2f(-) = ATV?y (A -—b)A
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implies that
IV2f ()= V2E D < Ly AP lx — X)) (33)

Fix any x* € B(x, £9/2). Pick any x** € [Tg«(x). Since ¥ € S* by Proposition 3 (iv),
we have [|x5* —X|| < 2||x* —X|| < €0, s0 ||(1—1)xK +rx5*—X|| < go foralls € [0, 1].
Clearly, (1 —#)x*4tx** € dom g for all t € [0, 1] by the convexity of dom g. Thus,
(1-t)xkx** € B(x, eg)Ndom g forall ¢ € [0, 1]. Note that0 € Vf (xK*) 4+ g(xk*)
and 0 € Vf(xb) + Gy K —xk) + Bg(fk). From the monotonicity of dg, it follows
that

0 < (=VFE) + VAR 4+ Groh s —xh), b =35y 4 (G @ —xhr), b —3h).
Together with G > ui ! and the triangle inequality, we obtain that
175 — x5 < g NIV — VEER) + G —xh))

= i” /01 [Gk_vzf(xk+f(xk’*—xk))](xk’*—xk)dtH

< 1 [y AR /2) 165 = x5 12 4+ Arll AP IR =25

+ [k —xk ),

where the last inequality is using (33) with x = xK and ¥’ = x*+41(x%* —xF). The
conclusion then follows by using [|x¥ —x¥|| < [|&X —xk*|| + [|x5* —xK|. O

The following lemma bounds Ay defined in Lemma 6 in terms of dist(xk, X™).
This result appeared early in [27, Lemma 5.2], and we here provide a concise proof.

Lemma7 Consider any X € X*. Suppose that V> is strictly continuous at AX — b
relative to A(dom g) — b. Then,

A <aiLy || Aldist(x*, X*) for all x* € B(X, £0/2)

where €y, Ly and Ay are the same as those appearing in Lemma 6.

Proof Fix any x* e B(X, £9/2). By the expression of Ay, it suffices to consider
that Amin (V29 (Ax¥ —b)) < 0. Pick any x** € ITx=(xF). From X € X*, we have
[x%* — x| < 2|lx¥ = X|| < €0, and consequently x** € B(x, &9) N dom g. From
x%* e X* we have V2¢ (AxK*—b) = 0. When Amin (V¢ (AxK*—b)) = 0, it holds
that

A = =arhmin(V2Y (Ax* =b)) = a1[Amin (VY (AX"* D)) — Amin(VY (Ax* —b))]
< all| V2 (Ax** —b) = V2 (Ax* —=b) | < ar Ly llA[llIx* —x"*]),

where the first inequality is using the Lipschitz continuity of the function S" > Z

Amin(Z) with modulus 1, and the second one is using (32) with Axk* —b Axk—b e

B(AX —b, o) N[A(dom g) — b]. So we only need to consider that Xmin(Vzl// (Axk*—
b)) > 0. For this purpose, let ¢ (1) := Amin[ V2V (AxK—b +1 A(x**—xK))] fort > 0.
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Clearly, ¢y is continuous on any open interval containing [0, 1]. Note that ¢4 (0) < 0
and ¢y (1) > 0. There exists 75 € (0, 1) such that ¢ (;) = 0. Consequently,

A = a1[Amin (V2P (Ax* —b + T AR =x5))) — Amin (V2P (Ax* —b))]
< V2P (AxF —b +1 AR —xF) = V2 (AXE =) || < ar Ly || A]l]1x5* —x5).

This shows that the desired result holds. The proof is completed. O

Remark 5 (a) When X* in Lemma 7 is replaced by &*, the conclusion may not hold.
For example, consider problem (1) with g = 0 and f given by Remark 2(a), and
X =(0,0)" € S*. Foreach k > 1, let x* = (0, ). We have Ay = a1(1—3)
but dist(xk, S = % Clearly, for all k large enough, A; < alLdist(xk, S*) does
not hold.

(b) The result of Lemma 7 may not hold if dist(x¥, X*) is replaced by dist(x*, S*).

. o . oo ifx <0,
Indeed, consider f(x) = —(x —2)" and g(x) = {(x —tifx >0 for x € R.
We have S* =R and then X* ={2}. Let ¥ = 2 and x* = 2— % Then, Ay = 1;;“ ,

but dist(x¥, S*) = 0. Clearly, Ay < a;Ldist(x*, S*) does not hold for each k € N.

Next we show that the unit step-size must occur when the iterates are close enough
to a cluster point and the following locally Holderian error bound on X* holds.

Assumption 3 The locally Hélderian error bound of order ¢ > 0 at any X € w(x?)
on X* holds, i.e., for any X € a)(xo), there exist ¢ > 0 and « > 0 such that for all
x € B(x, &) Ndom g, dist(x, X*) < k[r(x)]9.

Lemma 8 Fix any X € w(x°). Suppose that V> is strictly continuous at AX —b
relative to A(dom g) —b, and that Assumption 3 holds with q > o. Then, there exists
k € N such that o = 1 for all xk e B(X, 1) with k > k and & = min(e, £0/2),
where ¢ and &g are the same as in Assumption 3 and Lemma 6.

Proof Since X € w(x"), there is K C N such that limsz_ oo XX = X, which by
Assumption 3 and {x*}reny C dom g means that dist(x*, X*) < «[r(x*)]¢ for all
k € K large enough, sox € X* follows by passing K > k — oo and using Proposition
3 (iii). Recall that d¥ = y* — x¥ for each k € N. By invoking Lemmas 5-7, for all
xk e B(x, 1),

n(1+Gkll) ()]
as

k k_ =k k_ =k
™l < IIy" =x" 1 4+ Ix" =Xl <

+[05Ly 1A 1P py Hdist(x, $%)
+ar Ly |AIPpg dist(xF, %)+ 2]dist(x*, ).

By Proposition 3(iv), for each k € N, dist(x*, $*) < dist(x*, w(x")), which along
with limg_, o dist(x*, @ (x?)) = 0 implies that for each k € N, ITg+ (x*) € Lr(x%) +
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TB (if necessary by increasing 7.) Thus, for each k € N, with any x** e g« (x¥),
we have
() = ok =Py (bF =V () =2 4 Py =V ()|
< (2 + Lyp)dist(x*, §*). (34)

From X* C S&* and Assumption 3, for all x¥ € B(x, 1), it holds that

o o
11 : o kb e
— = 2" < itk a0 < Cdistxk, 874 (35)
1223 aj aj an

In addition, from (34) and Assumption 3, it follows that for all xk e B(x, €1),

: k * q—e
dist(x", X™*) < ir(xk)qig < k(2+ Lvy)
Mk az @

dist(x*, §*)97¢,
From the last four inequalities, we deduce that for all x¥ € B(x, &),

[dist(x*, $*)]7 ¢

1+ |G D+ Lyp)tT—e
1kl < [n( +1GilD(2+Lvy)

a
Lyl APk -
4 T [dist(xk, 811
2a>
L A 2 241 q—0
+Ka1 vIIAl=(2+Lvy) [dist(xk,s*)]q_g+2]diSt(xk’S*)’ (36)
aj

From (35)—(36), the boundedness of {Gy}, and limj_, o dist(x*, S*) = 0 by Propo-
e
sition 3 (iv), we conclude that [(1 — 20) ]~ dk | < 0(_dist(xk, S*)l_q). Along
with ¢ > p, there exists k € N such that for all k& > k, when xk e B(x, 1),
k
(Jgo‘)luk < L¢\|3A||3 and xK +td¥ e B(x, gg) for all ¢ € [0, 1]. Fix any integer m > 0.
By using (33),

Fok4pmdty— £(xb
1
= / BTV (K +1pmd"y — V(x5 abyde + g (VE(), d*)
0

1 1
= / / 187 (d* [V (K st d*) — V2 () d ) dsdt
0 Jo

1
+ f 182" (d*, V2 (Kydkyde + BT (VF (x5, d¥)
0

Ly|AlP
6

3

_ Lyliaj
- 6

B ak|® + %ﬂ”” (@, V2f (yd*y + vy, ab)

B3 1d* |1 + %ﬁ’”(d", [V2F () + Ar AT Ald) + B (VS (x5), db)
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where the last inequality is due to A; > 0 and V2 f (xk)+AkATA > 0. In addition,
from the convexity of the function g and 8™ € (0, 1], it follows that

g gmdR) — g(xF) < B8 (YY) — g(xb)]
= Bl (YY) — € (b — (VF ), db)]
< —B"[(VF(x5), a*) + %<dk, Grd")l,

where the last inequality is by (20). Adding the last two inequalities together leads to
Ff4p"d) — FO5) + o™ 1)1

|| 13 am .
Ly =B d P — (172 — o) p™ 15 |12

1 (1-20)ux Lyl Al
< ——g"|d* 3( _ ) 37
< 213 ld" Tl 3 37
Recall that for all k > &, if x* € B(X, &), “]j‘;‘)l“k > L’P”A” . This means that (37)
holds with m = 0if k > k and x* € B(x, £1). The desired result then follows. |

From the proof of Lemma 8, Assumption 3 implies that x € A™. It is worth
pointing out that the result of Lemma 8 also holds without the error bound condition
if the parameter o of Algorithm 1 is restricted in (0, 1/2); see the arxiv version of this
paper.

Now we are ready to establish the global convergence of {xF}ren and its superlinear
rate in the following theorem, whose proof is inspired by that of [23, Theorem 5.1].

Theorem 6 Consideranyx € w(x%). Suppose that V24 is strictly continuous at AX—b
relative to A(dom g)—b, and that Assumption 3 holds with g € (max{o, 1/(140)}, 1].
Then, the sequence {x*}ien converges tox € X* with the Q-superlinear rate of order
q(1+o0).

Proof Let k € N, gy and & be the same as in Lemma 8. Since limg_ oo r(x )=20
by Propos1t1on 3 (iii), r(x*) < 1 for all k > k (if necessary by increasing k). Since
limg— 00 dlst(x S =0 by Proposition 3 (iv), from (36) and T > o, there exists
c1 > 0 such that for all k > k (if necessary by increasing k),

Id¥|| < cidist(x¥, §*). (38)

Also, frgrn Lemma 8, oy = 1 for all xk e B(x, 1) with k > k. We next argue that for
all k > k, whenever x* eB(x, 1) and xhHl = xk 4 gk = yk e B(x, ¢1),

dist(x**1, %) = o(dist(x*, S*)). (39)
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Indeed, from dist(x**!, X*) < k[r(x**1)]7 and rp (%) < n[r(x*)]'*7 by (13a) and
r(xF) < 1, it follows that

dist(x* 1, §*) < dist(xF !, %) < K[r(ka) — (A 4 rk(yk)]q
< e[ = D 1]

< K[lr(xk+1) _ rk(xk+1)| + n(2+va)l+t[diSt(xk, 8*)]1+‘(]q
(40)

where the last inequality is using (34). Note that (1 — Hxk 4 txktl e B(x, &) for all
t € [0, 1]. Using the expressions of r and r and inequality (38) yields that

Ir Y — e FY | < IVF ) = VAR = GrF T = Xb)|
1
S ”/ [V2f(xk+t(xk+l _xk))_vzf(xk)](xk-‘rl_xk)dtH
0
+ (ARl AN 4 5T =2k

< 0.5Ly AP 15T — X512 4+ (ARl AP+ 15T — ¥

= 0.5Ly |AIP1@% 117 + (Akll AP+ o) 14X

< [0.5Ly AP eldist(x¥, S*) + 1 (Al Al + i) Jdist(xF, S*).

By combining this inequality with (40) and using Lemma 7, Assumption 3 and (34),

dist(x*t1, 8%

< K[O.SLW AP} (dist(x¥, $*))* + cra1 Lic (24 Lyy)? [dist(x*, $*)1'4

+ 1@+ Ly Pldist(xE, SO 4 52+ Lyp) Fdisir, $9177 ] @)

Since g 4+qo > 1andlimy_, o, dist(x*, S*) = 0, using this inequality yields the stated
relation in (39) (if necessary by increasing k). Then, for any & € (0, 1), there exists
0 < & < g; such that for all k > k, if x* € B(X, &5) and x¥1 = xk 4 gk = yk ¢
B(x, &2),

dist(y*, §*) < &dist(x¥, S*). (42)

Let & :=min { %, 2%, (IEZ)” }. We argue by induction that if some iterate x* €

B(x, €) with kg > k, then oy :_1 and xkt1 = yk € B(x, &) for all k > kg. Indeed,
as X € w(xY), we can find kg > k such that x*0 € B(x, ). Using (38) yields that

ko _— ko _— ko _ ko _— k
[y* =X < Ix" =X + [Ily™ —=x"| =[x =Xl + 14"

ko _— ko _—
< =X + e |lx™ =X < ea.

@ Springer



628 R.Liuetal.

Since € < g1, we have o, = 1, and xkot+l = ka € B(x, &7). Fix any k > ko. Assume
that forall ko </ < k—1,; = 1 and x'*! = y! € B(X, £). By (38) and (42),

k k k
I =< lld < ey dista!, 8% < er Y Fodistxt, 8%
I=ko I=ko I=ko
Cl
1-o

<

k —
flx™ =X

Then || y* —X|| < ||[y¥ —x%0| 4 |xk0 —X|| < &,. Note that ax = 1 since x¥ € B(X, ¢2).
Hence, x¥t1 = xk + gk = yk € B(x, 7). By induction the stated result holds.

Since limy_, o0 dist(x¥, S*) = 0, for any € > 0 there exists N 5 kg > kg such that
for all k > ko, dist(x¥, §*) < €. Fix any k; > ky > ko. By invoking (38) and (42),

ki—1 ki—1 ki—1
b o ) o
Ixfr =R < 3 et =X = i < e ) dist(x/, S7)

Jj=k2 Jj=k2 Jj=ka

k-l c cl€

~f_ . 1 . 1
<c Yy FTRdistrR, 8N = ——distx?, 8 < ——.  (43)
1—0o 1—0

Jj=ka

where the first equality is using ax = 1 for all k > ko. This shows that {xk}keN is a
Cauchy sequence and thus converges tox € X™*. By passing the limit k; — 00 to (43)
and using (41), we conclude that for any k > ko,

IA

e — % 1C_15dist(xk+1,8*) < O(ldist(x", §9)]7(149)

O(|lx* =770+,

A

That is, {xk }ken converges to X with the Q-superlinear rate of order g (1+0). O

The local error bound at ¥ € w(x”) on X* in Assumption 3 is stronger than the
q-subregularity of d F at x for 0 by Lemma 1, but it does not require the isolatedness
of . When X € A, by Lemma 2, it is implied by the KL property of F at X with
exponent 1/2 along with the quadratic growth of F at X on A'*, which is further implied
by the local strong convexity of F in a neighborhood of X by Remark 2 (c).

The locally Holderian error bound at any ¥ € w(x”) on X* in Assumption 3
implicitly requires that X* # . When X'* = {J, we can achieve the global convergence
of {x¥} and its superlinear rate under a local error bound on §* as follows. Since the
proof is similar to that of Theorem 6, we do not include it here.

Theorem 7 Fix any X € w(x") and any q > 1+ 0. Suppose that V> is strictly
continuous at AX—b relative to A(dom g)—b, and that there exist e > 0andk > 0 such
that dist(x, §*) < k[r(x)]? forall x € B(x, ¢). Then, the sequence {xk}keN converges
to X with the Q-superlinear rate of order (q—0)*/q for g > 2o+ 1 ++/40+ 1)/2.
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Remark 6 When Hj and 7y in step (S.1) of [26, Algorithm 3.1] respectively take G
and 7 min {1, [r(xk)]’}, under the local error bound assumption of Theorem 6 or 7,
the unit step-size always occurs and inequality (22) holds withk = cjx and g = ¢. By
Remark 3 (d), we can achieve the global convergence of the iterate sequence generated
by GIPN and its superlinear rate under the same assumption as that of Theorem 6 or 7,
which greatly improve the convergence results in [26] where the uniformly bounded
positive definiteness of G and the local strong convexity of F are required.

To close this section, we emphasize that the convergence results obtained in this
section are also applicable to Algorithm 1 with G constructed by

G = V? £ (x*) + a; A" Diag(max{—1%, 0) A + pui 1, (44)

where A% € R™ is the eigenvalue vector of V2 (AxX —b), and Diag(max{—AX, 0})
is the diagonal matrix with the components of max{0, —A¥} as the diagonal entries.
Indeed, one can check that G > il and Diag(max{—)»k, 0}) < [—Amin(VZyr (Axk—
b))]+1. For o = 0, the uniformly bounded positive definiteness of G guarantees that
the sufficient descent property of objective values and the relative error condition in
Lemma 4 continue to hold. Thus, the global convergence follows from Theorem 4. For
o0 € (0, 1), the order relation Diag(max{—2¥, 0}) < [—Amin(V2¥ (AxK—b))], I along
with Lemma 7 implies that ||Diag(max{—)»k, 0})|| can be bounded by dist(xk, x*).
Thus, the global convergence and superlinear convergence rate results in Theorems
6—7 continue to hold.

5 Numerical experiments

Before testing the performance of Algorithm 1, we first focus on its implementation
(see https://github.com/SCUT-OptGroup/IRPNM for the corresponding code).

5.1 Implementation of Algorithm 1

The core in the implementation of Algorithm 1 is to find an approximate minimizer y~
of subproblem (2) satisfying (13a) or (13b). By the expression of Gy in (3), we have
Gr =A] Ap+pud with Ay = (Di+a1 (=hmin(D) 1) 7> A for Dy = V24 (Ax*—b).
When the function i is separable, it is very cheap to achieve such a reformulation of G
as Dy is a diagonal matrix. Let by := Gx*—Vf(x*) and gr () := g() + (ux /2| - >
Then, subproblem (2) can be equivalently written as

. Lo T _
Z —b)y+ L. Ary — —O}, 45
)7€H{§51)122Rm {ZIIZII e Y+ 8k(y) s kY —2 (45)

which is a Lasso problem when g takes the £-norm function. Inspired by the encour-
aging results reported in [46], we develop an efficient SNALM for solving subproblem
(45). Note that a SNALM was also developed in [47, Section 4.2] to solve the sub-
problems of an inexact SQA method for composite DC problems.
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5.1.1 SNALM for solving subproblems

Let g/ be the conjugate function of gi. The dual problem of (45) takes the form of

. 1 2 * T _
L min [S1607 + i) st Alg+¢ - b =0}, (46)

The basic iterate steps of the augmented Lagrangian method for (46) are as follows:

@ It = argmin Lo, (8, 3 x7), (47a)
{:'ERW,{GR"

= p o (A]ETT £ Iy, (47b)

041 1 0o < 00 (47c)

where Ly (-, -; x) is the augmented Lagrangian function of (46) associated to the

penalty factor 0 > 0 and the Lagrange multiplier x. For the ALM, the primary

computation cost is to solve (47a). After calculating, /*! = Pa_—lg;: (bk—ALEIT —
J

oj_lxj) with
g/ = argmin @ () == (1/2)11£)1> + €o-tgr (b — ALE — cr/._lxj). (48)
SER”’ J N

By the strong convexity of @, £/+1is a solution of (48) if and only if it is the unique
root of system 0 = V& (&). From 'nglg* =+ 01718g,’:)_1 and [48], when g is
j 8k
definable in an o-minimal structure over the real field, the mapping P e is definable
j Sk

in this o-minimal structure. Thus, by the expression of V& ; and [49, Theorem 1], we
conclude that V®; is semismooth if g is definable in an o-minimal structure over the
real field. Moreover, when g is a piecewise linear-quadratic convex function, by [29,
Theorem 11.14 and Proposition 12.30] the mapping 730]__1 o is piecewise linear, which

by [50, Proposition 7.4.7 and 7.4.4] implies that V®; is strongly semismooth. The
Clarke Jacobian [51] of V®; is always nonsingular due to its strong monotonicity,
and one can achieve the exact characterization of its Clarke Jacobian for some specific
g. Hence, we apply the semismooth Newton method to seeking a root of system
V®;(&) = 0. For more details on semismooth Newton methods, see [52] or [50,
Chapter 7].

By combining the optimality conditions of (47a) with Eq. (47b), we deduce that
¢/t e 9gr(—x7/*1), which implies that 0/t := Gry* —by + ¢/t € 90, (YF) if
taking yk = —x/tl, Inspired by this and criterion (13a) or (13b), we terminate the
ALM at iterate (£/F1, ¢71 x/+1) when O (—x/*1) < O (x¥) and ry(—x/*1) <
eaLm :=n min{r (x¥), [r(x*)1'*7} for o € (0, 1), or when Oy (—x/*1) < O (x¥) and
o/t < eam := nr(x*) for o = 0. In the implementation of the SNALM, we
adjust the penalty factor o; in terms of the primal and dual infeasibility.
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Fig. 1 Influence of o on the convergence behavior of the iterate sequences of Algorithm 1

5.1.2 Choice of parameters for Algorithm 1

For the subsequent tests, we choose a; = 1, which means that our G; may not be
uniformly positive definite if ¢ > 0. The other parameters of Algorithm 1 are chosen

as ap = min{o, m} with o = 1074, B =0.1,7 =009, t = 0. From Fig. 1a
below, a larger o corresponds to a better convergence rate, but preliminiary tests
indicate that Algorithm 1 with a larger o does not necessarily require less running
time and Algorithm 1 with o € [0.4, 0.5] usually works well in terms of running time.
Inspired by this, we choose Algorithm 1 with o = 0.45 for the subsequent testing.

Figure 1 below plots the convergence rate curves of the iterate sequences yielded
by Algorithm 1 with different o for the example in Sect. 5.2 with d = 80 dB in Fig. la
and the example in Sect. 5.4 with A = 1072 in Fig. 1b. We see that every curve in
Fig. 1a shows a superlinear convergence rate, but no curve in Fig. 1b does this. After
checking, we find that the sequences {x¥} in Fig. la all converge to a second-order
stationary point, while those in Fig. 1b converge to a non-strong one. This coincides
with the theoretical results obtained in Sect. 4.

In the rest of this section, we compare the performance of Algorithm 1 armed
with the SNALM (called IRPNM) with that of GIPN and ZeroFPR on ¢1-regularized
Student’s ¢-regressions, group penalized Student’s -regressions, and nonconvex image
restoration. Among others, GIPN was proposed in [26] by solving subproblem (2) with
FISTA [53] (named GIPN-F) or the KKT system Ry(x) = O with the semismooth
Newton method [8] (named GIPN-S), and ZeroFPR was proposed in [13] by seeking
the root of the KKT system for minimizing the FBE of F along a quasi-Newton
direction. For GIPN, we choose a; = 1.001 to ensure that the approximate matrix
G is uniformly bounded positive definite as required by its convergence results. For
GIPN and ZeroFPR, we adopt the default setting except that their maximum number of
iterations are set as 2000 and 20,000, respectively. For IRPNM, the maximum numbers
of iterations of Algorithm 1 and SNALM are set as 1000 and 100, respectively. For
fairness, three solvers use the same starting point x™! and the same stopping condition
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r(x*) < €o. All tests are performed on a desktop running 64-bit Windows System with
an Intel(R) Core(TM) 19-10850K CPU 3.60 GHz and 32.0 GB RAM on Matlab 2020b.

5.2 {1-regularized Student’s t-regression

This class of problems takes the form of (1) with ¢ (u) := Y /L | log(1 +ul.2/v) v>0)
foru € R™ and g(x):= Al|x||; for x € R", where A > 0 is the regularized parameter.
Such a function was introduced in [54] to deal with the data contaminated by heavy-
tailed Student-z errors. The test examples are randomly generated in the same way as
in [8, 55]. Specifically, we generate a true sparse signal x™¢ of length n = 5122 with
s = L4L()J nonzero entries, whose indices are chosen randomly; and then compute each
nonzero component via x}r“e = 11(1)109m0/20 \where 1 (i) € {41} is a random sign
and 17 (7) is uniformly distributed in [0, 1]. The signal has dynamic range of d dB
with d € {20, 40, 60, 80}. The matrix A € R™*" takes m = n/8 random cosine
measurements, i.e., Ax = (dct(x))y, where dct is the discrete cosine transform
and J C {1,...,n} with |J| = m is an index set chosen randomly. The vector b is
obtained by adding Student’s #-noise with degree of freedom 4 and rescaled by 0.1 to
A xtrue.

For each A = ¢, || Vf(0)||co With ¢; = 0.1 and 0.01, we run the three solvers with
v = 0.25, xiit — ATpH and € = 10~ for 10 independent trials, i.e., ten groups
of data (A, b) generated randomly. Table 1 lists the average objective values, KKT
residuals and running times over 10 independent trials. We see that IRPNM yields
the same objective values as ZeroFPR does, but requires much less running time,
while GIPN-S can not achieve the desired accuracy within 2000 iterations for most
of test instances. The three solvers all require less running time for ¢, = 0.1 than
¢, = 0.01 due to more sparsity of stationary points. After checking, we find that
IRPNM yields a second-order stationary point for all test instances except those for
¢y = 0.1,d = 20, and the smallest eigenvalue of Hessian at these second-order
stationary points is numerically close to 0, so it is highly possible for the stationary
point to be nonisolated.

5.3 Group penalized Student’s t-regression

This class of Iproblems takes the form of (1) with 1/ being the same as in Sect. 5.2 and
g(x):=x);_; llxy; | forx € R", where the index sets Ji, ..., J; satisfy JiNJ; =0
for any i # j and Ué:l Ji = {1,...,n}. We generate a true group sparse signal
x'™Me e R" of length n = 5122 with s nonzero groups, whose indices are chosen
randomly, and compute each nonzero entry of x'™ by the same formula as in Sect. 5.2.
The matrix A € R™*" is generated in the same way as in Sect. 5.2, and b € R is
obtained by adding Student’s #-noise with degree of freedom 5 and rescaled by 0.1 to
Axtrue.

We run the three solvers with A =0.1||Vf(0)||, v= 0.2, x"'= ATpand ¢y = 107
for 10 independent trials, i.e., ten groups of data (A, b) generated randomly. Table 2
lists the average objective values, KKT residuals and running times over 10 indepen-
dent trials for corresponding d = 60, 80 dB and nonzero group s = 16, 64, 128. We
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(a)

Fig.2 Nonconvex image restoration. Recovered images with the three solvers foreg = 10~ and A = 1072,
a Noisy blurred image, b original image, ¢ IRPNM, d ZeroFPR, e GIPN-F

see that IRPNM yields the same objective values as ZeroFPR does, but requires much
less running time than the latter does; while GIPN-F can not achieve the desired accu-
racy within 2000 iterations for all test instances. Also, after checking, IRPNM yields
a second-order stationary point for each test instance.

5.4 Restoration of blurred images

This class of problems has the form of (1) with i described as in Sect. 5.2 and
g(x)= A||Bx||; for x € R", where A € R™*" is a matrix to represent a Gaussian blur
operator with standard deviation 4 and a filter size of 9, the vector b € R” represents a
blurred image, and B € R"*" is an orthogonal matrix to represent a two-dimensional
discrete Haar wavelet transform of level 4. A 256 x 256 image cameraman.tif is
chosen as the test image x™¢ € R” with n = 2562, and the blurred noisy image b is
obtained by adding Student’s 7-noise with degree of freedom 1 and rescaled by 1073
to Ax'e,

For each A € {10_2, 1073, 10_4}, we run the three solvers with v = 1, xitit = p
and ey = 10~ for 10 independent trials, i.e., ten groups of data b generated randomly.
As shown in Fig. 2, the three solvers all demonstrate good restorations. Table 3 reports
the average objective values, KKT residuals and running times over 10 independent
trials. We see that IRPNM and ZeroFPR outperform GIPN-F in achieving the desired
accuray within less running time, and IRPNM yields the objective values (or the KKT
residuals) comparable with those yielded by ZeroFPR though it needs more time than
ZeroFPR does. For this class of problems, IRPNM yields a common stationary point
for each test instance, and displays a slower convergence rate than ZeroFPR does,
which accounts for why it requires more running time than the latter does.

6 Conclusions

We proposed an inexact regularized proximal Newton method for the nonconvex and
nonsmooth problem (1) by using the approximate matrix Gy in (3) for the Hessian
of f at x*. For o = 0, we verified the global convergence of the iterate sequence
and its R-linear convergence rate under suitable KL assumptions on F; and for ¢ €
(0, 1), established the global convergence of the iterate sequence and its superlinear
convergence rate under suitable locally error bound on the (second-order) stationary
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point set. Numerical experiments confirmed our theoretical findings, and numerical
comparisons with the state-of-the-art solvers GIPN and ZeroFPR demonstrated the
efficiency of IRNPM armed with SNALM, especially for those problems with second-
order stationary points.
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Appendix A: Proof of Proposition 2

This part includes the proof of Proposition 2, which requires the following two lemmas.

Lemma 9 (See [56, Proposition A.24]) Consider a function h: R" — R and a closed
convex set S C dom h. Suppose that h is continuously differentiable on an open set
containing S and Vh is Lipschitz continuous on S with modulus Lvy,. Then,

h(y) < h(x) + (Vh(x),y —x) + (Lva/2)lly — x|I* Vx,y € S.

Lemma 10 (See [57, Corollary 2(ii)]) Let h : R" — R be an Isc function and X €
Sp:={x € R" | h(x) < 0}. If there exista, y, e > 0 such that y | x*|[h(x)]* ! > a
forall x € B(x,e)\Sy ar,zg x* e 5h(x), then dist(x, Sp) < (1/a) max(h(x), 0)Y for
all x € B(x, €/2), where 0h(x) denotes the regular subdifferential of h at x.
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Proof (i) From the expression of F and the descent lemma, for any x, y € B(X,2) N

(ii)

dom g and any v € 3 F(x), where ¥ is the same as the one in (9),

F(y) = Fx)—{(v,y—x)=f(y) — fx)+g() —gx) —{v,y — x)

2
I

1
zg(Y)_g(x)—(U—Vf(x),y—x)—zL’||y_x Al

1
> __L/ —x 2’
z -3 ly — x|

where the first inequality is due to Lemma 9 with § = B(x, %) by (9) and L' is
the same as the one in (9), and the last one is using v—Vf(x) € dg(x) and the
convexity of g. Since d F is g-subregular at x for 0, there exist &¢ > 0, x > 0 such
that (8) holds for all z € B(x, ¢). Fixany z € B(x,§) N [F(X) < F < F(x) + 4]
with § = min{e, ¢, €}/2, where € is the constant from Assumption 2. Pick any
u € Mg« (2). Then, lu—X| < lu—z||+llz—X|| < 2|lz—X|| < ¥.By invoking (A1)
withy =uandx = z,forallv € 0F (z), F(u) > F(z2)+ (v, u—2z)— %L’Hu—z”z.
Since |lu — X|| < 2|lz — X|| < €, by Assumption 2 we have F(u) < F(X).
Consequently,

F(z)—F(X) < F(z) — Fu) < v,z —u)+ (L'/2)|lz — ul)?

inf
vedF(z)
< dist(0, 3 F (z))dist(z, S*) + (L'/2)[dist(z, S*)]°,
< (k +x*L’/2) max {[dist(0, d F (z))]' "4, [dist(0, d F (z))1**},

where the last inequality is using (8). Note that 0 < F(z)— F(x) < § < 1. We have

1 1
dist(0, dF (2)) > ¢ (F(z) — F(®)™20' %) for a constant ¢ > 0 (depending on
. 1 1 —
« and L), so the function F has the KL property of exponent max{z, m} atx.
Since F has the KL property of exponent 2L for g € (1/2,1] at x, there exist
&£ >0, > 0and ¢ > Osuchthatforall z € ]?B%()_c, NFX) < F < FxX)+w],

dist(0, 9F (2)) = 2qle2q— DI~ (F @)= F(®)%. (A2)

From Assumption 1(i)—(ii), the function F is continuous at x relative to dom g.

Together with the local optimality of X, there exists € > 0 such that

FX)<F()<FX) +o@/2 VzeBXx,%)Ndomg. (A3)

Define Sj := {z € R" | F(z) < 0} with F(2) := F(2)+8pr7 (2) — F(X) forz € R".
Take § = min(e, €)/2. We next argue that for any x € B(x, 8)\ Sz,

dist(0, 3F (1) = 24[cq-1)] ™ (Fr-F () ¥ = 2g[eq-D]" [F(x)]%. (Ad)

Pick any x € B(x, §)\Sg. If x ¢ dom g, inequality (A4) automatically holds, so it
suffices to consider that x € [B(x, §)Ndom g]\Sg. Clearly, F'(x)—F(X) = F(x) > 0.
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Along with (A3),x € B(x, &) N[F(X) < F < F(x)+ @]. From (A2), it follows that

dist(0, dF (x)) > 2g[c(2q— D] (F(x)—F (f))i

By using the expression of F and noting that x € int B(X, €) Ndom g, it is immediate
to have 0 F(x) = 0F(x) C dF(x). Combining with the last inequality, we obtain
(A4), and then the condition of Lemma 10 is satisfied with y = 2’]2—;1 anda = 1/c.

~ 2
From Lemma 10, for any z € B(x, §/2), max(F(z), 0) > [c~dist(z, Sﬁ)]zfi%l which,
by the expressions of F and S, is equivalent to saying that

F(z) — F(X) > [¢ dist(z, SF)]% forall z e B(x, §/2).

Note that every point of S is a local minimizer of F'. Clearly, S C (0F )~1(0). Then

F(z) > F(X) + [¢”'dist(z, (aF)—l(O))]z%1 vz € B(X, §/2). (A5)

Now we argue that 0 F is (2¢ — 1)-subregular at x for 0. Pick any x € B(x, §/2). It
suffices to consider d F'(x) # @. If x € [F(X) <F < F(X) +@], by (A2) and (AY),

dist(0, F (1)) = 291Q2q— )]~ eT5 [dist(x, OF) ' O)]7T.  (A6)

Ifx¢[F(X) <F < F(X)+w], inequality (A3) means that F(x) = F(X). Along with
(A5) and dist(x, (0 F y~L0) =0, inequality (A6) holds. Thus, inequality (A6) holds
forall x € B(x, %), and 0 F is (2q — 1)-subregular at x for 0. O
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