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Social infrastructures such as dams are likely to be exposed to high risk of terrorist and military attacks,
leading to increasing attentions on their vulnerability and catastrophic consequences under such events.
This paper tries to develop advanced deep learning approaches for structural dynamic response pre-
diction and dam health diagnosis. At first, the improved long short-term memory (LSTM) networks are
proposed for data-driven structural dynamic response analysis with the data generated by a single de-
gree of freedom (SDOF) and the finite numerical simulation, due to the unavailability of abundant
practical structural response data of concrete gravity dam under blast events. Three kinds of LSTM-based
models are discussed with the various cases of noise-contaminated signals, and the results prove that
LSTM-based models have the potential for quick structural response estimation under blast loads.
Furthermore, the damage indicators (i.e., peak vibration velocity and domain frequency) are extracted
from the predicted velocity histories, and their relationship with the dam damage status from the nu-
merical simulation is established. This study provides a deep-learning based structural health monitoring
(SHM) framework for quick assessment of dam experienced underwater explosions through blast-

induced monitoring data.
© 2022 China Ordnance Society. Publishing services by Elsevier B.V. on behalf of KeAi Communications
Co. Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
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1. Introduction most popular approach for dynamic response analysis of dams

subjected to explosions [5—7]. However, small time computational

In recent decades, a growing number of terrorist attacks and
accidental explosions have occurred all over the world. Important
infrastructures such as dams are vulnerable to such extreme loads,
threatening human lives and property [1,2]. Many attempts have
been made to developing efficient methods for structural response
analysis and diagnosis. Classical methods for analyzing structural
dynamic response subjected to such events typically utilize phys-
ical modeling tests to analyze the damage modes and nonlinear
time histories [3,4]. Due to the high risk and cost of physical
modeling tests, the finite element method (FEM) has become the
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steps and fine element mesh discretization are necessary for dy-
namic response analysis of dams through finite element method, so
as to ensure the solution stability and accuracy. Moreover, model
simplification and parameter uncertainty usually lead to significant
errors. Therefore, it is also computationally expensive and strongly
professional to use FEM for dynamic response analysis and evalu-
ation of dams subjected to explosions, cannot achieving the real-
time analysis and judgement for emergency decision-making to
protect the downstream human lives and property.

In recent years, structural health monitoring (SHM) is an
emerging field that is capable of providing prediction and main-
tenance planning of structural systems. SHM aims to reveal the
information about anomaly detection, damage location or quanti-
fication from structural response measurements, usually vibration
signals [8,9]. In this field, dam health monitoring is extremely
important to assess the structural integrity of dams through
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detection of any abnormality as early as possible. Dam health
monitoring is usually based on deformation monitoring, leakage,
and uplift, which can reflect the operation status of the dam
structure [10]. Nowadays, seismic structural health monitoring
systems have currently been installed in some important structures
to acquire the continuous monitoring data under seismic events. So
that, useful information can be provided to characterize the dy-
namic behaviors of dams and to perform the damage detection for
structural integrity control, enabling to make better and timely
decisions [11—13].

After the acquisition of the monitoring data, the following main
task is to extract the information from the structural responses and
to classify the health status. Nowadays, SHM applications have
reached the thresholds of big data called data-driven SHM pro-
cessing, and the traditional statistical methods cannot meet the
demands of big data analysis. With the development of deep
learning, many data-driven predictive models have been developed
through artificial neural networks (ANN), which have superior
capability in nonlinear functional modeling. For instance, the
multi-layer perceptron (MLP) network, as a classical ANN, has been
widely used in structural parameter identification and damage
diagnosis [14,15], as well as dynamic response prediction of various
structures such as slender marine structures [16], bridges [17],
buildings [18], and wind turbines [19]. Therefore, in this study, the
structural dynamic response is predicted using the deep learning,
more specifically the stacked LSTM and Attention-LSTM models.
LSTM is a kind of recurrent neural network that allows learning
related events in long time lags. It has been proposed to solve the
long-term prediction of highly non-linear time series [20], such as
sequential labeling [21], handwriting recognition [22] and speech
recognition [23]. Additionally, LSTM has also been adopted in dam
engineering application, such as dam deformation prediction
[24—26], and dam safety control [27].

Generally, data acquisition or data generation is the most
important stage of an SHM process since it affects the effectiveness
of the subsequent steps. Nevertheless, due to the practical limita-
tions, such real cases of dam damage exist in a few special cases
[28], and thus the problem of data acquisition represents a primary
challenge in designing an SHM system for dam safety evaluation
under extreme conditions (i.e., earthquakes and explosions).
Recently a novel SHM framework was proposed where vibration
data is generated from FE simulation and then supervised learning
is possible without damaging the real structure. In this condition,
given FE models accurate enough, arbitrary number of load cases,
damage types and uncertainties could be simulated at virtually no
cost and effort. Some cases have been reported to establish ANN-
based SHM frameworks with FE-generated data [8,9,29]. That
means the cost and difficulty of data acquisition for cases of
experimentally oriented unsupervised applications can be reduced
with such a numerical approach.

Since the application of dynamic SHM system for dam safety
control has undergone important growth, the present work aims to
propose a deep learning framework for timely evaluating the safety
status of concrete gravity dams subjected to underwater explosion
events, utilizing the continuous vibration monitoring data. At first,
data sets generated by SDOF system are used to discuss the feasi-
bility to predict the dynamic response behaviors with monitoring
acceleration data, and three kinds of deep learning frameworks are
compared to choose the optimal solution for noise-contaminated
signals. In this paper, the predictive powers of structural dynamic
response are examined with three LSTM-based deep learning
models, which are (1) One-layered LSTM [30], (2) Stacked LSTMs
[31], and (3) Attention-LSTM [9]. Furthermore, due to the unavail-
ability of abundant structural response data of concrete gravity
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dams under explosion events in practice, the verified method of FE
data generation is used here to solve the data acquisition problem.
At last, an optimized deep learning framework for assessing the
blast-induced damage of concrete gravity dam is proposed, which
contains three main tasks: (1) predicting the velocity and
displacement histories with the monitoring acceleration data; (2)
extracting the evaluation indicators suggested by regulation from
predicted response histories; (3) establishing the correlation be-
tween evaluation indicators and damage status. Here, an accurate
multilayer perceptron (MLP) is developed to identify the damage
levels of dams based on the data generated from predicted
response histories using the LSTM-based model with the best
performance. The outcomes and findings of this work are presented
in the Conclusions.

2. Methodology
2.1. Long short-term memory network (LSTM)

Neural networks have shown great success in the solution of
classification and regression problems. Compared with feedfor-
ward neural networks, recurrent neural networks (RNNs), which
have feedback loops and recurrent connections between the
network nodes, are specially designed to model time series. As with
many other neural networks, the backpropagation algorithm is
used to train RNNs. However, the disappearance or explosion of
gradients caused by backpropagation during training process has
greatly limited the performance and potential of RNNs, especially
when processing long sequence data [32]. Long Short-Term Mem-
ory (LSTM) network, which is a kind of variant of RNN proposed by
Hochreiter and Schmidhuber [33], overcomes the problems of
vanishing or exploding gradients and the incapacity of capturing
long-term dependencies in RNNs by introducing a suite of LSTM
memory cells [34].

As illustrated in Fig. 1, the LSTM cell is composed of four inter-
acting units, including an internal cell, an input gate, a forget gate,
and an output gate. Through these three gates, LSTM controls the
information flow along the time axis, so as to better capture the
long-term dependencies in sequence and then effectively process
the sequence data. More specifically, the internal cell memorizes
the cell state of the previous time step through a self-recurrent
connection. At the time step t (t = 1, 2, 3, ..., n, where n is the to-
tal number of time steps), the forget gate f; determines how much
of the cell state c¢;_; from the previous time step is retained to the
current time step, while the input gate i; determines how much the
input of the cell at the current time step is saved to the new cell
state ¢;. The forget gate and the input gate jointly control the
content of the cell state c;. Through the output gate o, the LSTM
memory cell uses the current cell state ¢; to control the output h;.
The relationship among the internal cell and these three gates can
be described as follows:

ft = O'(Wth + tht—l + bf)

i = o(Wixe + Vihe_1 + by)

ot = a(Wox¢ + Vohi_q1 + bo)

Et tan h(WCXt + Vcht—] + bc)
¢t =ftOCc_1+itOCt

ht = o; ©tanh(ct)

(1)

where ¢ and tanh represent the sigmoid activation function and
the hyperbolic tangent activation function, respectively. W,, V,, and
b, (¢ = {f, i,0,c}) denote the weight matrices which are learned
during training process corresponding to different gates (e.g., forget
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Fig. 1. A typical LSTM memory cell.

gate, input gate or output gate). ¢; is a vector of intermediate
candidate values created in the input gate shown in Fig. 1, and ©
means the Hadamard product (e.g. the element-wise product).

2.2. Dynamic response prediction model with potential LSTM-based
architecture

2.2.1. One-layered/stacked LSTM model

LSTM has been proven to have powerful modeling and predic-
tion capabilities when processing data with the features of oscil-
lation and nonlinearity [35], such as a series of electrocardiogram
signals. With a more complex and deeper network structure, the
stacked LSTM network mainly composed of stacked LSTM layers
and fully connected layers has great potential to effectively and
accurately model and predict the structural dynamic responses.
Fig. 2 depicts the overall architecture of the stacked LSTM network,
including stacked inputs and outputs. To better illustrate this kind
of network, both input and output are assumed to have only one
feature, and the number of hidden layers containing LSTM cells is
equal to 2. By contrast, One-layered LSTM model contains only one
LSTM hidden layer. As shown in Fig. 2, while the output of the LSTM
hidden layer is propagated forward through time, it is also utilized
as one of the inputs of the next LSTM hidden layer. The last two
layers are fully connected layers, connecting the LSTM layers to the
output layer to build the required number of output features.

As shown in Fig. 2, the stacked LSTM network is divided into 6
parts: an input layer, a reshaping and rescaling layer, the dropout
layer, two LSTM layers, two fully connected layers, and an output
layer. Each layer is described separately as follows.

(1) The input layer. The input of the network is denoted as X =
{X1,X2, ..., X¢, ..., Xn} ER™P, where p and n represent the
number of input features and time steps, respectively. X is
the matrix with rows standing for time steps and columns for
monitoring response features (e.g., load and acceleration).

(2) The reshaping and rescaling layer. It should be noted that the
input data fed into the LSTM layers must specify the shape,
that is, the input to LSTM layers must be three-dimensional.
This expected structure of input data can be formatted as a
three-dimensional array [m, n, p], where m, n and p represent
the number of samples, time step, and input features,
respectively. However, the input variables have different
units that in turn increases the difficulty of modeling se-
quences. In this paper, standardization is used to preprocess
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the input data, which is expected to make the learned model
obtain more accurate predictions.

(3) LSTM layers. As illustrated in Fig. 2, stacked LSTM network is
a deep architecture that consists of more than one LSTM
layer, and each LSTM layer is connected to each other by the
dropout layer. Here, the number of LSTM layers is assumed to
be equal to 2 for better illustration. Firstly, the data processed
after the reshaping and rescaling layer is fed into the first
LSTM layer with many LSTM cells. Each cell is connected with
its two neighbors via {t-1 , t , t+1} and would have its own
output “h" and cell state “c". The output “h" will then be sent
to the next LSTM layer. It should be noted that the hyper-
parameters (e.g., the number of neurons, the number of
hidden layers, etc.) in LSTM layers are selected empirically or
using the patterns that have been quoted in research papers.

(4) Dropout layers. A dropout layer is added after the first LSTM
layer. When the input vector passes through the dropout
layer, part of the information is discarded, which can reduce
redundancy and increase the orthogonality between each
feature [36]. The dropout layer can reduce overfitting and
improve the robustness and generalization ability of the
model [37].

(5) Fully connected layers. The last two layers of the network are
fully connected layers. Through these layers, the output
vectors after going through LSTM layers and dropout layers
can be converted into the desired format, which is to build
the required number of output features, and passed into the
target output layer.

(6) The output layer. The output of the network is denoted as
Y = {y1.¥2, ...V, ..., ya}  ER™Y, where q represents the
number of output features. Y is the matrix with rows
standing for time steps and columns for features (e.g., ve-
locity).

2.2.2. Attention-LSTM model

Motivated by several successful applications of the attention
mechanism in natural language processing, the attention mecha-
nism was introduced into LSTM and then a dynamic response
prediction model based on Attention-LSTM was proposed. Here,
the main purpose of using the attention mechanism is to update the
input of the model by assigning weights to input information. This
new input can pay more attention to the specific input feature,
effectively extracting key features and ignoring redundant features.
The proposed Attention-LSTM model for dynamic response
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Fig. 2. The architecture of stacked LSTM for modeling and predicting (céﬁ) and h(aﬂ) represent the cell state and the output of the « cell in the § layer).

prediction is illustrated in Fig. 3. It can be noticed that unlike the
stacked LSTM model, the Attention-LSTM model adds an attention
layer before the LSTM layer to highlight the key information of the
input features.

2.3. Damage indicator extraction

The blast-induced vibration analysis is widely used for struc-
tural safety control under blasting, and the peak particle velocity
(PPV) is an important and effective indicator used to describe the
damage status of a structure [38,39]. Recent research on blast-
induced vibration effects indicates that the single vibration in-
tensity factor of PPV cannot fully reflect the structural dynamic
responses and the damage status of the structure is also closely
related to the vibration frequency [40]. Therefore, it is a feasible

approach to extract the damage indicators (i.e., PPV and domain
frequency) from the vibration response histories, where the
domain frequency denotes the frequency corresponding to the
peak of the frequency spectrum power spectral density curve from
spectral analysis.

However, the monitoring data of the dynamic SHM system is
usually not a specific frequency value, and the method of discrete
Fourier transform cannot process the unevenly sampled data. This
problem also exists in the structural dynamic responses through FE
generation. In this study, the frequency is estimated using the
Lomb-Scargle Periodogram. Given a time series X;,j = 1, 2, ..., Nat
respective observation times t; (not necessary evenly spaced), the

first step is to calculate the signal’s mean (X) and variance (g2)
within the window of size N. Rather than just taking dot products of
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Fig. 3. The architecture of Attention-LSTM for modeling and predicting.

the data with sine and cosine waveforms directly, Scargle modified

the standard periodogram formula to first find a time delay 7 such

that this pair of sinusoids would be mutually orthogonal at sample P _ L
. . R N(w) — 52

times t;, and also adjusted for the potential unequal powers of these 20

two basic functions, to obtain a better estimate of the power at a

frequency [41]. The time delay 7 is defined by the formula

{[Z,-” o ~X)eos (g ~7)]
Zj{vcos Zo(tj—7) ,

[ -Xysinog - )] }

| Z;.Vsin Zo(tj—T)

3)

S sin(Zwt,-)]

T= zl—wtan’1 [ L
> iy cos(2wt;)

The periodogram at frequency w is then estimated as
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where Py(w) is the normalized periodogram (spectral power as
function of w).

Different from the traditional discrete Fourier transform, the
spectral power in Lomb-Scargle Periodogram is calculated for every
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desired frequency, which does not need to be an integral multiple
of the inverse of the time window. Therefore, the Lomb-Scargle
Periodogram can reveal if a signal’s power is concentrated
around a specified frequency value, rather than only at fixed har-
monics as the discrete Fourier transform.

2.4. Damage assessment model

The third task of the proposed SHM framework is to establish
the correlation between evaluation indicators and damage status.
Obviously, this is a classification task in supervised learning. Here,
an MLP is defined and configured for multi-label classification. MLP
is an artificial neural network with a forwarding structure. Besides
the input layer and the output layer, it generally contains one or
more hidden layers. Each hidden layer has a certain number of
interconnected components called neurons or nodes, which are
connected to each other through a certain weight function.

It should be noted that the number of variables in the input layer
and nodes in the output layer is determined. Specifically, the
number of input variables is equal to the feature dimension of the
extracted samples, and the number of output nodes is set to the
number of dam damage levels. The remaining hyper-parameters of
the model, such as the number of hidden layers, and the selection of
the activation function, are optimized by the K-fold cross-validation
method. The steps of hyper-parameter optimization and optimal
model evaluation implementing K-fold cross-validation are listed
as follows:

Step 1: Split the entire classification data set into the training set
and the test set according to the ratio of 9:1 as shown in Fig. 4, and
determine the hyper-parameters to be optimized, and define the
search space.

Step 2: Choose a combination of hyper-parameters and build the
model.

Step 3: In K-fold cross-validation, the training set is randomly
divided into k subsets. In these k subsets, one single subset is
retained and used as test data for model performance evaluation,
and the remaining subsets are used as training data for model
training, as shown in Fig. 4.

Step 4: Train and test the built model for k times until all the
subsets are given an opportunity to be used as the test data.

Step 5: Repeat Step 2- Step 4 until all hyper-parameter combi-
nations are traversed.

Step 6: Select the model with the best performance in the cross-
validation process, and evaluate the prediction performance and
generalization ability of the selected model on the test set.

Training set (90%)

K-fold— =~ e

Defence Technology 24 (2023) 298—313
2.5. Model performance evaluation

2.5.1. Evaluation metrics for dynamic response prediction model
The first two tasks of the deep learning based SHM framework
involve prediction accuracy of the dynamic response histories, as
well as the extracted damage indicators from them. The develop-
ment of the dynamic response prediction model is a process of
regression predictive modeling. In addition, peak vibration velocity
and domain frequency should also be utilized separately as the
evaluation metrics for the dynamic response prediction model
since these two parameters are two important indicators for the
assessment of the dam damage level. In this study, the root mean
squared error (RMSE) is utilized to evaluate the performance of the
proposed dynamic response prediction model, and the mean ab-
solute error (MAE) and the absolute error ratio (AER) are used to
evaluate the prediction accuracy of damage indicators (i.e., peak
vibration velocity and domain frequency). MAE, AER, and RMSE are
calculated according to Eq. (4), Eq. (5) and Eq. (6), respectively.

1 & .
MAE = m ZIYpeak — Ypeak (4)
i=1
AER = ‘ypeak — Ypeak /Ypeak x 100% (5)
RMSE = (6)

where m is the number of samples, yeax and Ypeax are the model-
predicted and experimental peak vibration velocity (or domain
frequency). And in Eq. (6), n is the number of values, y, and y; are
the model-predicted and experimental feature results in response
histories.

2.5.2. Evaluation metrics for damage classification model

The last task of the proposed SHM framework involves the
classification problem. The Average Accuracy [42], which is one of
the most frequently used measures in multi-class classification for
many classes C;, will be used to evaluate the performance of the
damage assessment model. Average Accuracy returns an overall
measure of how much the model is correctly predicting on the
entire data set, which can be calculated according to Eq. (7).

Test set (10%)

Train on (k-1) subsets Test

Fig. 4. Examples of ways to partition a dataset in K-fold cross-validation.
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TP; + TN;

TP; + FN; + FP; + TN; (7)

I
Average Accuracy = % >
i1

where [ refers to the number of target classes C;, and TP; are true
positive counts for C;. Similarly, FP;, FN;, and TN; are counts of false
positive, false negative and true negative, respectively. Average
Accuracy can also be directly computed from the confusion matrix.
The confusion matrix is a [ x [ matrix, each row of which represents
the instances in an actual class while each column represents the
instances in a predicted class. It can be found that the correctly
classified elements are located along the upper-left to lower-right
diagonal of the confusion matrix. Therefore, Average Accuracy is
the sum of the diagonal elements divided by the sum of the total
matrix elements.

3. LSTM-based blast response prediction for SDOF system
3.1. Data generation by SDOF system

The dynamic motion of concrete gravity dams subjected to blast
loads can be simplified as an SDOF system by assuming one ordi-
nate since usually the transverse displacement of the dam crest is
another important damage indicator in dam safety control. The
system can be described by a spring-mass system in which the
equivalent dam mass, equivalent blast load and resistance load are
incorporated. The idealized SDOF system is described by the
following equation of motion [43,44]:
KimMX(£) 4+ X + R(x) = F(t) (8)
where x(t) and x(t) represent the displacement and acceleration of
the dam, respectively. R(x) is the resistance as a function of the
displacement, and F(t) is the loading as a function of time. M rep-
resents the mass of the dam. Kjp; and c represent the load mass
factor and the equivalent damping coefficient, respectively.

KiyM&(t) + R(x) = F(t) (9)

%(0) =0 and x(0) = 0 (10)

log 10Pr = 3.651 — 3.018log 19 Z + 0.1967(log 19 Z)% + 0.8873(log 10 Z)> — 0.3795(log 19 Z)* 0.3121 <Z<40m/kg'?
kg3

log ]Ol'd/W%

0.3m/kg'? <Z <40 m/kg'/?

As part of the analytical study, the blast response of the test dam
was predicted using a dynamic nonlinear SDOF analysis. The
resistance R(x) is a polyline, where the resistance linearly increases
with the displacement R(x) = kx before the plastic damage occurs.
Once the displacement exceeds the critical value (x> xc), the
resistance remains unchanged R(x) = kxc. It is also noted that the
damping effects are neglected in the present SDOF model because
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the duration of the blast event is very small compared to the natural
time period of the dam [6]. Then, the equation of motion and the
initial condition can be described as Eq. (9) and Eq. (10), respec-
tively [45,46]. In this subsection, the blast load is idealized as the
triangle shape, and the main load parameters (i.e., the peak re-
flected pressure and duration) can be generalized by Eq. (11)
[43,44].

In this subsection, data generated through the SDOF system
considered the variability of blast load (i.e., charge weight and
standoff distance) and structural resistance. Based on the given
ranges of charge weight W and standoff distance R, the resulting
scaled distance can be calculated by Z = R/W1/3, as well as the peak
reflected pressure P; and duration t4. As shown in Table 1, all the
related parameters of the SDOF system are listed for the dynamic
response solution. The sampling frequency and data length are set
to 2000 Hz and 200 ms, respectively. At first, a total of 2000 sam-
ples (i.e., 802000 data points) are generated using the Runge-Kutta
Method numerical integration method.

For real-world problems, noise from the sensor itself, ambient
vibration, or even temperature variations is usually inevitable
during the data-collection process. In this study, white noise
technique is used to simulate the monitoring noise in the original
monitoring acceleration histories with a zero mean but a non-zero
standard deviation. Five noise levels (i.e., 1%, 2%, 5%, 10%, and 30%)
were considered to simulate practical situations, and each noise
signal was obtained by multiplying the noise level with standard
deviation of each vibration signal. Therefore, another 10000 sam-
ples (i.e., 4010000 data points) with five different noise levels are
generated for noisy effect analysis.

3.2. LSTM-based models for dynamic response prediction

In this subsection, LSTM-based models are used to predict the
response of the nonlinear SDOF system. The performances of these
three deep learning models with respect to non-noise-
contaminated input and output signals are compared and dis-
cussed. In general, without prior knowledge of the SDOF structural
model, physical understanding of the problem suggests that the
maximum vibration velocity and displacement of the structure
under a given pulse loading are used to compare with the critical
characteristic associated with a given damage level. Thus, for the

(11a)

—0.00307 + 1.2186log 19 Z — 0.5207(log 1 Z)> — 0.2835(log 10 Z)* + 0.2132(log 10 2)* + 0.2132(log 10 2)*

(11b)

SDOF system herein, the input-output relationship is considered to
predict the velocity and displacement with acceleration and exci-
tation. After training the LSTM-based models with non-noise-
contaminated data, each model was trained again using noisy
input and noisy output data. Five noise levels (i.e., 1%, 2%, 5%, 10%
and 30%) are added to the original signals to investigate the
robustness of these LSTM-based models against noisy data.

A number of 2000 samples are generated, and each sample is
composed of load and acceleration as input and velocity and
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Table 1
Related parameters of the SDOF system for dynamic response solution.
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Parameter Blast load Resulting blast parameter

Structural parameter

Charge weight Standoff Scaled distance z/ Peak reflected pressure Duration = Mass M Stiffness k Load mass factor  Critical displ.
W/kg distance Rfm  (m-kg~'/3) P;/MPa tq/ms kg J(kN-mm~1) Kym [44] Xc/mm
Value [1, 200] [3,200] [0.7,171.9] [0.02, 15310] [3.2,197.7] 2700 [30, 95] 0.77 20

displacement as output. All of the samples are split into three
subsets with the ratio of 8:1:1, including the training set with 1600
samples, and both validation set and test set with 200 samples. In
addition, since the data fed into LSTM layers should be three-
dimensional and each sample has 401 time steps, the input and
output formats are reshaped as [1600,401,2] and [1600,401,2] for
training and validation, respectively. In this study, the LSTM cell
implemented by the deep learning framework of Keras with Tensor
Flow as a backend has been used for the experiments. A server
equipped with 4 NVIDIA GP104GL [Tesla P4] Graphics Cards is used
to train and evaluate the models.

Three types of models were verified on the SDOF generated data,
namely a One-layered LSTM model, a Stacked LSTM model, and an
Attention-LSTM model. For these LSTM-based models, some hyper-
parameters, such as batch size, epoch number, number of hidden
LSTM layers, and number of LSTM cells per hidden layer, affect the
performance of the model. Typically, the considered range for each
tuning hyper-parameter is selected empirically or using grid
searching method and the patterns that have been quoted in
research papers. For the number of hidden LSTM layers, {1-5} are
examined, and the stacked LSTM containing 2 LSTM layers is
capable of predicting future sequence and outperforms any other
configuration. Additionally, the number of LSTM cells per hidden
layer is considered to be set to 100 as described and implemented
in Ref. [46]. A batch size of 1000 and an epoch of 500 are used to
train the model. Noted that both the Stacked LSTM model and the
Attention-LSTM model have the same LSTM architecture for com-
parison purpose, except that the Attention-LSTM model introduces
an attention layer before LSTM layers.

During the training process, the rectified linear unit (Relu) is
used as the activation function. The mean squared error (MSE),
which is one of the commonly used loss functions for sequence
prediction tasks, is utilized as the loss function for learning the
parameters. To accelerate the convergence of training these LSTM-
based models, Adam (Adaptive Momentum Estimation) optimizer
is selected to minimize the loss function for each batch with a
learning rate of 0.001 and a decay rate of 0.0001.

3.3. Evaluation on LSTM-based models for dynamic response
prediction

Fig. 5 illustrates the training and validation loss curves of the
three models for the non-noise-contaminated data. The training
phase consists of 500 epochs to ensure the convergence of the loss
function. In fact, the training and validation losses of the three
models continue to decrease as the epoch increases, and the curves
are starting to be stable from 100 epochs. It is shown that all the
models can lead to very small training loss values (approximately
0.002) and validation loss values (approximately 0.01), indicating
their excellent performances to predict the structural dynamic re-
sponses. After the training and validation of these LSTM-based
models, the test data are fed into the models, including 200 sam-
ples, and test the reliability of these models for the data that in-
dependent on the training set.
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Fig. 5. The training and validation loss of three LSTM-based networks.

For example, the prediction performance of Stacked LSTM
model based on a sample data is illustrated in Fig. 6. It is obvious
that the Stacked LSTM model is capable of depicturing the general
rule of the structural dynamic responses of nonlinear SDOF system
with a high accuracy (the black solid line and the blue dash line),
even though there exist some gaps at the peaks. That means the
Stacked LSTM model can solve the integral problems, i.e., predicting
the velocity and displacement histories with acceleration. More-
over, this study also considers the inevitable noise during the SHM.
As show in Fig. 6, when 10% noise is added to the monitoring signals
as an example (the red solid line), the prediction precision of ve-
locity and displacement both will be relatively attenuated, espe-
cially near the peak values (the pink dash line). It can be concluded
that the Stacked LSTM has a strong ability to resist noise
interference.

To further evaluate the prediction performance of each model
and the adaptability to different noise levels, the average RMSEs of
using monitoring acceleration and excitation to predict the velocity
and displacement are listed in Table 2. When the input monitoring
histories are contaminated by different noise levels, the RMSEs of
velocity given in the third column represent the prediction errors
between the model-predicted and integral velocity histories with
the noise-contaminated acceleration histories. While, the RMSEs of
velocity given in the fifth column represent the prediction errors
between model-predicted velocity with noise-contaminated ac-
celeration and integral velocity with non-noise acceleration, which
is defined as the results with respect to ideal in this study. The same
definition is also used in the evaluation of displacement prediction
in fourth and sixth columns. In general, the RMSE increases with the
noise level, and all LSTM-based networks achieve good estimations
with a relatively lower RMSE, though they are trained with the
noise-contaminated signals. Moreover, these three LSTM-based
models show better prediction performance to the velocity
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Fig. 6. Prediction performance of Stacked LSTM model based on a sample data: (a) Prediction of velocity history; (b) Prediction of displacement history.

Table 2

Average RMSE for three deep-learning models using different noise-contaminated signals.

Deep-learning network Noise level/% Testing

Testing (with respect to ideal)

Velocity/(10-4 m/s)

Displacement/(10~2 m)

Velocity/(10~* m/s) Displacement(10~2 m)

2.7885
3.7472
2.7928
3.4598
4.3943
8.3083
4.3957
39114
4.0284
4.3106
3.9033
6.9719
4.4021
3.6650
5.1102
3.4288
4.4150
7.5206

One-layered LSTM

o o

Stacked LSTM

o o

Attention-LSTM

W= N, OW=UIN=_,OW=UuIN=O

o o

1.9536 — —

2.8084 2.5095 2.5314
1.9489 1.1750 1.3623
2.2478 2.2282 1.9759
3.7405 2.4507 2.6981
9.4406 5.1697 6.6193
2.5263 — —

2.5058 1.9973 1.5516
24016 1.7170 1.6994
3.0051 2.2798 1.9604
3.7842 3.1285 2.6581
7.5818 4.5722 4.0697
3.7899 — —

2.4165 3.0068 3.5538
3.6475 2.5416 2.5951
3.7186 4.0740 4.6078
4.2548 3.9968 3.9366
8.5056 4.5592 5.1850

histories (in the magnitude of 10~4 m/s) than those to displace-
ment histories (in the magnitude of 10-2 m). As shown in Fig. 6 and
Table 2, the higher prediction error of displacement histories may
be caused by the error accumulation of the time history analysis. In
practice, the signal noise is inevitable for the operation environ-
ment of the structures and monitoring equipment. Thus, it may be
more reasonable to evaluate the structure health status with the
velocity indicator rather than the displacement indicator during
the SHM analysis under dynamic loads.

For these LSTM-based models, their prediction accuracies
against to different noise levels are similar, and among them the
Stacked LSTM performs relatively best to the ideal cases (i.e., 0%
noise). For example, under the 1% noise level, the RMSE of predicted
velocity histories for Stacked LSTM model is only 1.9973x 10~% m/s
with respected to the ideal target, while 2.5095 x 10~4 m/s RMSE
for One-layered LSTM model and 3.0068 x 10~4 m/s RMSE for
Attention-LSTM model. In addition, the prediction accuracy of
these models with respect to the ideal target always higher than
those with respect to the noisy target. That means the above LSTM-
based models can catch the general rule of structural dynamic
response, eliminating the effect of monitoring noise and receiving
an acceptable prediction accuracy.
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4. Dynamic response estimation on concrete gravity dam
under explosions

4.1. Verification of the numerical method

Fig. 7(a) shows the physical modeling tests conducted by
Vanadit-Ellis and Davis [3], which are used to verify the fully
coupled numerical model and the input parameters on LS-DYNA
platform, whose origins and core-competency lie in highly
nonlinear transient dynamic finite element analysis (FEA) using
explicit time integration. The fluid-structure interaction herein is
solved by Arbitrary Lagrangian-Eulerian (ALE) method [5—7]. The
Continuous Smooth Cap model (CSC model) is employed to simu-
late the nonlinear dynamic behaviors of concrete and its model
parameters are discussed carefully in Refs. [6,7]. Also, the material
models and input parameters of TNT explosive and water are
determined according to previous studies [6,7]. In this subsection,
the transmission boundary conditions are adopted along the
truncated boundary, and the surface-to-surface contact is used to
model the nonlinear contact behavior between dam sections with a
friction coefficient of 0.80. As for the explosive source, The charge
weight and the detonation depth remain 8 g TNT equivalent and
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Fig. 7. Numerical method verification: (a) Numerical model in LS-DYNA; (b) Comparison of the failure modes; (c) Comparison of the peak reflected pressures on the front face of the

model.

0.025 m below the water surface, but the standoff distance varies to
be 0.10 m, 0.15 m, and 0.20 m.

As a result, Fig. 7(b) compares the failure patterns from nu-
merical simulation and physical modeling tests. It is obvious that
the present numerical method can capture the general failure
patterns of dams subjected to underwater explosions. The blast-
induced failure of concrete gravity dams were concluded into
three types, i.e., material failure, localized failure, and structural
failure. Moreover, the recorded peak reflected pressures in both
numerical simulations and physical modeling tests share the
similar trend along with the scaled distance. More details of the
coupled numerical method can be seen in our previous works [6,7].
In addition, Vanadit-Ellis and Davis (2010) also recorded the shock
waves on the front face of the model and gave the peak reflected
pressures at different scaled distances in the literature. The records
at the depth of 0.127 m on the upstream dam surface is used to
verified the numerical results. As shown in Fig. 7(c), the peak re-
flected pressures from numerical simulations located near the
trend line of the experimental data, further indicating the valida-
tion of the method in this study. Mention that the PETN based
explosives was used in the physical model tests and all the data in
Fig. 7(c) are transformed and compared in term of equivalent TNT
charge.

4.2. EF dataset generation

A concrete gravity dam located in Northeast China is used as the
case structure to evaluate the proposed method, which had served
for 66 years and was demolished by blasting in 2018 as shown in
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Fig. 8(a). The dam section nearest to the explosive source is
analyzed herein since it is the most serious damaged partition
when an underwater explosion occurs [7]. The FE model was con-
structed according to the verified numerical method. As shown in
Fig. 8(b), the overall elevation above ground level is 89.5 m. The
transmission boundary and the symmetrical boundaries are
implemented to simplify the numerical model. The mesh sizes of
100 mm and 200 mm are to discretize the explosive and dam head,
and the mesh refinement method is employed for the areas near
the explosive. For simplification, the material partition is not
considered in this study, and the property of dam concrete were
generated as density 2400 kg/m?, elastic modulus 24 GPa, and
Poison’s ratio 0.17 [7]. Also, the initial stress field induced by the
gravity, uplift pressure, and hydrostatic pressure is considered in
this study before explosions, as shown in Fig. 9(a). More details are
introduced in our previous work [7].

Before blast-resistance analysis, spectral analysis is conducted
under the empty reservoir condition. Table 3 lists the first five
natural frequencies, comparing with the results of the field test and
the analysis by Chi et al. [47]. As a result, the calculated values in
this study approximate to those analyzed by Chi et al. [47]. More-
over, the basis frequency is about 17% lower than the experimental
value. That is to say, the dynamic stiffness is relatively lower than
that of practical structure. Maybe, the estimation of the dam con-
crete is too low or the range of the low-grade concrete is not
considered in the FE model construction.

Then, various explosion scenarios are simulated considering
standoff distance (5 m, 10 m, 15 m, 20 m, 25 m), detonation depth
(10 m, 22 m, 32 m, 45 m, 60 m) and charge weight (100 kg, 200 kg,
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Fig. 9. Monitoring data extraction: (a) Dam monitoring scheme and definition of the crack penetration ratio; (b) Data acquisition from numerical results.

Table 3
Comparison of the spectral analysis results.

Source Natural frequencies/Hz

1 2 3 4 5
FEM in this study 4.14 6.89 9.38 12.45 16.12
FEM by Chi et al. [47] 3.81 7.56 8.26 13.57 18.68
Experimental results [47] 5.00

400 kg, 600 kg, 800 kg, 1000 kg). During operation, the water level
usually changes between normal and dead water levels and thus
the effect of variation in water level is considered as 263.5 m, 252 m
and 242.5 m. Moreover, it is surveyed that the concrete strength of
the dam grows over time with a logarithmic curve [48,49], the
tested concrete strength is taken as 15 MPa, 20 MPa, or 25 MPa here
according to the findings. For all the cases, as shown in Fig. 9(a), a
set of accelerometers (i.e., Ps1, Ps2, ..., and Ps5) are installed on
different locations to record acceleration measurements and a
pressure sensor at the upstream surface (i.e., Ac1) is also used to
record the load. Each explosion scenario was calculated for 150 ms,
which was long enough for all explosion scenarios to reach the
steady stage of dam damage. At last, as illustrated in Fig. 9(b), the
histories of load and dam dynamic responses (including horizontal
and vertical acceleration, velocity, and displacement) installed to
the specific locations are extracted from the simulated results, as
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well as the figures of the final dam damage status. Fig. 9(a) gives the
definition of crack penetration ratio, which is the ratio of pene-
tration depth (I,) to cross-sectional length (lgs), i.e., Py = lp/les. The
higher the penetration ratio for a crack is, more likely a dam-break
flood will be to form.

According to the blast-resistance criterion of concrete gravity
dam proposed by Wang and Zhang [5], the dam damage was
divided into four levels, i.e., no damage (remaining in elastic state),
slight damage (the penetration degree of cracks on dam less than 1/
3), moderate damage (the penetration degree of cracks on dam
exceeding 1/3 but less than 2/3), and severe damage (the pene-
tration degree of cracks on dam exceeding 2/3). It should be
mentioned that these definitions of present damage levels are
subjective. Similar damage categories can also be found in litera-
tures [6,7,28].

4.3. Dam health diagnosis with deep learning network

4.3.1. Evaluation on the dam dynamic response analysis of
proposed SHM framework

The LSTM-based models are further verified using numerical
simulation data. Load on the upstream surface of the dam and ac-
celerations in the x and y directions are used as inputs, while the
displacements and velocities in the x and y directions are used as
outputs. The time history of load, acceleration, displacement, and
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Fig. 10. The training and validation loss of three LSTM-based models against the
number of epochs.

velocity recorded at each measuring point in each case is taken as a
sample, and therefore a total of 900 samples (180 cases and 5
monitoring points in each case) from numerical simulation can be
obtained. The data set is still split into three subsets according to
the ratio of 8:1:1, including 720 samples for training, 90 samples for
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validation, and 90 samples for testing. The input and output sizes of
the training dataset are [3,720,1000] and [4,720,1000], respectively.
Obviously, the relationship between the input and the output from
the numerical simulation is more complicated than that is from a
single degree of freedom. Therefore, the prediction model based on
LSTM has a more complex structure.

The same LSTM cell, loss function and activation function as in
SDOF are adopted here except for the different number of LSTM
layers. Fig. 10 shows the loss curves generated by the three models
using numerical simulation data for training and validation. Before
300 epochs, there still exists some large loss values for these LSTM-
based models, and the loss curves oscillate up and down. After 300
epochs, the loss value gradually stabilizes. It can be seen from
Fig. 10 that the loss of the One-layered LSTM model has the slowest
convergence, and the loss curve in the early stage oscillates
frequently and is unstable, in contrast to the Attention-LSTM model
that has 3 LSTM layers with the fastest convergence and the
smallest amplitude oscillation. The Attention-LSTM model (3
layers) performs relatively better than the One-layered LSTM
model and the Stacked LSTM model (3 layers) with a much smaller
training loss value (0.0006) and a validation loss value (0.012).

By feeding the test data into these three trained models, the
predicted responses of different models can be obtained as illus-
trated in Fig. 11 in comparison with the ground-truth for an
example. It is shown that all these three trained models are
generally capable of picturing the common trends of dam dynamic
responses under explosions, especially for the velocities in both
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Fig. 11. Comparison of predicted and numerical results for a single sample (water level (W) of 263.5 m; standoff distance (R) of 10 m; detonation depth (D) of 10 m; charge weight

(Q) of 400 kg; concrete strength (f.) of 20 MPa).
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two directions. Moreover, these trained LSTM-based models can
well describe the peak vibration velocity of dam dynamic responses
under explosions, and the main differences of prediction perfor-
mance lie in the displacement responses. Among all the trained
LSTM-based models, the Attention-LSTM model (3 layers) shows
the best prediction performance, both in velocity and displacement
responses. The prediction performance of Attention-LSTM is
further illustrated in Fig. 12 for different explosion scenarios. It can
be concluded that the Attention-LSTM is able to adapt different
explosion parameters with a high prediction performance of ve-
locity and displacement. This conclusion is consistent with that in
SDOF analysis, and the reason is explained by the error accumula-
tion of the predicted dynamic response.

Based on the conclusion above, this study suggests to extract the
main damage indicators from velocity histories to assess the
structural damage status. As has been done in many literatures and
engineering [6,40], the peak vibration velocity and the corre-
sponding domain frequency are widely used to control the blasting
and maintain the structural safety. The peak vibration velocity and
domain frequency in the x and y directions of each measuring point
are extracted from the time-histories of velocity responses. So that,
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Fig. 12. Performance of Attention-LSTM model for different explosion scenarios at Ps1 (Case A: W =263.5m,R=10m, D = 10 m, Q=400 kg and f. =
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the peak vibration velocity and domain frequency are also
compared between predicted and simulated velocity histories to
assess the performances of these three LSTM-based networks ac-
cording to Eq. (5).

As shown in Fig. 13, the absolute error ratio (AER) is used to
assess the prediction performance, as well as the MAE. It is obvious
that the One-layered LSTM network shows the highest prediction
errors both in terms of peak vibration velocity and domain fre-
quency. Although the MAEs of Stacked LSTM and Attention LSTM
networks are quite similar with respect to peak vibration velocity
and domain frequency, their error distribution in terms of AER
shows somewhat differences. The Attention-based model with
relatively smaller AER values performs better than the Stacked
LSTM network. As for AER of peak vibration velocity less than 15%,
the count for Attention LSTM network reaches 130 (about 72.22%),
while that for Stacked LSTM network reaches 122 (about 67.78%).
More obviously, as for AER of domain frequency less than 10%, the
count for Attention LSTM network reaches 151 (about 83.89%),
while that for Stacked LSTM network reaches 142 (about 78.89%).

Clearly the Attention-based model with relatively small MAE
values performs better than both the One-layered LSTM model and
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Fig. 13. Test performance of three LSTM-based models: (a) Peak vibration velocity; (b) Domain frequency.
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the Stacked LSTM model. However, another finding discovered here
is the fact that the prediction performance of the Attention-LSTM
model is not as good as expected, and the Stacked-LSTM does not
significantly outperform the One-layered LSTM in the context of
SDOF. The possible reason is that SDOF is a single degree of freedom
system, while the numerical simulation is a high degree of freedom
system. In SDOF, the relationship between input and output is less
complicated compared to numerical simulation, and the applica-
tion of deeper and more complex models will not improve the
predictive ability due to the possibility of over-fitting, resulting in a
poor generalization ability. In numerical simulation, there is a
complex and non-linear relationship between input and output,
and the Attention-LSTM model shows outstanding prediction ef-
fects. It could be the reason that for more input and output features,
as well as long-term time series prediction, the Attention-LSTM
model has a deeper network that can dig out the complex corre-
spondence between the input and the output. Additionally, the
Attention-LSTM model brings advantages of selecting the impor-
tant and relevant information, thereby improving the prediction
accuracy.

4.3.2. Evaluation on the damage assessment analysis of proposed
SHM framework

In this study, peak vibration velocity and domain frequency are
introduced to evaluate the damage level of the dam. Taking the
peak vibration velocity and domain frequency in the x and y di-
rections of each measuring point as input, and three damage levels
as output, a total of 180 cases can be obtained. The data set are still
used in the regression model. Among them, 162 classification cases
are utilized as the training set for K-fold cross-validation to find the
optimal network structure. In addition, 18 classification cases are
adopted as the test set for the performance evaluation of the
trained optimal model.

The 10-fold cross-validation method (K = 10) is used to evaluate
different hyper-parameter combinations of hidden layers and then
determine the final structure of the model. Then, different hyper-
parameter combinations are tested to decide which one is the
best configuration as the result. For example, the number of hidden
layers ranges from 1 to 10, while the number of epochs is examined
from {500, 1000, 2000, 5000, 10000}. The optional activation
functions are tanh, relu and sigmoid. The batch-size is selected
from {4, 8, 16, 32, 64, 128, 256, 512, 1024}. In the 10-fold cross-
validation, the training set is divided into 10 parts, with 1 part
randomly selected as the verification, and others used for training.
After training, the structure of the optimal model that produces the
best classification accuracy is given in Table 4. It should be noted
that the output layer of the model is fixed to achieve a ternary
classification. 3 nodes and the “softmax” activation function are
required in the end to predict which damage level that a given
observation feature set will produce. The number of nodes in each
hidden layer is set to 10.

Fig. 14 shows the confusion matrix generated from the classifi-
cation results using the trained optimal model with the test set. The

Table 4

The parameters used in the damage assessment model.
Parameters Properities
Number of hidden layers 4
Number of nodes in each hidden layer 10
Activation function for each hidden layer Relu
Number of nodes in the output layer 3
Activation function for the output layer softmax
Epoch 10000
Batch size 32
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Fig. 14. The confusion matrix generated from the classification results.

numbers in Fig. 14 represent the statistical results of the ground-
truth and predictions for the dam damage classification based on
the test set of 18 cases. For example, the number “2” in the upper
left corner of this figure indicates that there are 2 cases classified as
severe damage by the classification model, and these 2 cases
actually refer to severe damage as well, which means the proposed
classification model can correctly classify these 2 cases as the se-
vere damage. From the confusion matrix, the Average Accuracy is
calculated by 83.33%, and the ratio for underestimation of damage
level is only 5.56%. In sum, the peak vibration velocity and domain
frequency extracted from predicted velocity histories can well
classify the damage status of the dam. So that, the optimized SHM
framework proposed in this study can predict the velocity histories
with monitoring acceleration data, and further extract the damage
indicators from the velocity histories to assess the damage status of
the dam experienced underwater explosions.

5. Conclusions

The major challenge of damage diagnosis on the dams experi-
enced explosions lies in the real-time analysis and judgment for
emergency decision-making to protect the downstream human
lives and property, especially in the condition of unknown explo-
sion source. To address this limitation, this paper introduced a
deep-learning based SHM framework, which is one of the major
breakthroughs in structural dynamic response analysis, for dam
damage diagnosis with monitoring data.

In the deep-learning based SHM framework, the LSTM-based
models have been verified to process data and adjust itself to the
measuring noise, which holds great potential for real-time dynamic
response analysis for both nonlinear SDOF system and FE simula-
tion, with high accuracy, robustness, and computational efficiency.
Moreover, all LSTM-based models show better prediction ability to
velocity responses than displacement responses. Since the
Attention-LSTM network has higher prediction performance for
multiple monitoring points, it is suggested to predict the structural
dynamic responses in the SHM framework of this study.

As usually done in structural vibration control, peak vibration
velocity and domain frequency are suggested to be the indicators of
dam damage, which can be easily extracted from the predicted
velocity histories via Lomb-Scargle Periodogram method with due
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consideration of the unevenly sampling in SHM. Furthermore, an
MLP network for multi-label classification is used to characterize
the unknown relation between damage indicators and damage
statuses, and the hyperparameters of the MLP network are opti-
mized by the K-fold cross-validation method. Therefore, the deep
learning technique has the ability to discover the abstract features
in structural dynamic responses and complex damage status of
dams.

Overall, this study proposes a deep-learning based SHM
framework for real-time emergency decision-making of the dam
once experienced explosions, which is capable of predicting the
structural dynamic responses with vibration monitoring data,
extracting the damage indicators from the response information,
and finally diagnosing the dam damage status. The present work
overcomes the challenge of dam damage detection after extreme
blast conditions, and proposes a popular SHM framework with
deep-learning-based damage identification and classification
functions.

Declaration of competing interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgements

This work has been supported by a grant from the National
Natural Science Foundation of China (Grant No. 52109163 and
51979188).

References

[1] ShiY, Stewart MG. Spatial reliability analysis of explosive blast load damage to
reinforced concrete columns. Struct Saf 2015;53:13—25. https://doi.org/
10.1016/j.strusafe.2014.07.003. HYPERLINK.
Li J, Hao H, Wu C. Numerical study of precast segmental column under blast
loads. Eng Struct 2017;134:125-37. https://doi.org/10.1016/j.eng-
struct.2016.12.028. HYPERLINK.
Vanadit-Ellis W, Davis LK. Physical modeling of concrete gravity dam
vulnerability to explosions. In: 2010 international WaterSide security con-
ference; 2010. p. 1-11. https://doi.org/10.1109/WSSC.2010.5730291.
HYPERLINK.
HuJ, Zhang Z, Wen Y, et al. Physical modeling on dynamic responses of gravity
dams by underwater explosion in a centrifuge[J]. ] Perform Constr Facil
2021;35(4):04021023. https://doi.org/10.1016/j.engstruct.2016.12.028.
HYPERLINK.
Wang G, Zhang S. Damage prediction of concrete gravity dams subjected to
underwater explosion shock loading. Eng Fail Anal 2014;39:72—91. https://
doi.org/10.1016/j.engfailanal.2014.01.018. HYPERLINK.
[6] Wang XH, Zhang S, Wang C, et al. Blast-induced damage and evaluation
method of concrete gravity dam subjected to near-field underwater explosion
1] Eng Struct 2019;209:109996. https://doi.org/10.1016/j.eng-
struct.2019.109996. HYPERLINK.
[7] Wang C, Wei PY, Wang XH, et al. Blast-resistance and damage evaluation of
concrete gravity dam exposed to underwater explosion: considering the
initial stress field[J]. KSCE ] Civ Eng 2021;25:2922—35. https://doi.org/
10.1007/s12205-021-1650-0. HYPERLINK.
Seventekidis P, Giagopoulos D. A combined finite element and hierarchical
Deep learning approach for structural health monitoring: test on a pin-joint
composite truss structure[J]. Mech Syst Signal Process 2021;157(5):107735.
https://doi.org/10.1016/j.ymssp.2021.107735. HYPERLINK.
Li T, Pan YX, Tong KT, et al. A multi-scale attention neural network for sensor
location selection and nonlinear structural seismic response prediction[]].
Comput Struct 2021;248:106507. https://doi.org/10.1016/j.comp-
struc.2021.106507. HYPERLINK.
Li X, Wen ZP, Su HZ. An approach using random forest intelligent algorithm to
construct a monitoring model for dam safety[J]. Eng Comput-Germany
2021;37:39-56. HYPERLINK, https://
hfbfg1b13095ec5284139s5xfkvoc5qo9x66fbfgcc.eds.tju.edu.cn/10.1007/
500366-019-00806-0.
Bukenya P, Moyo P, Beushausen H, et al. Health monitoring of concrete dams:
a literature review([]]. J Civ Struct Health 2014;4(4):235—44. https://doi.org/
10.1007/s13349-014-0079-2. HYPERLINK.
[12] Sevieri G, Falco AD. Dynamic structural health monitoring for concrete gravity

[2

3

[4

[5]

(8

[9

[10]

[11]

312

Defence Technology 24 (2023) 298—313

dams based on the Bayesian inference[]]. J Civil Struct Health Monit 2020;10:
235-50. https://doi.org/10.1007/s13349-020-00380-w. HYPERLINK.

Oliveira S, Alegre A. Seismic and structural health monitoring of Cabril dam.
Software development for informed management[]]. J Civil Struct Health
Monit  2020;10:913-25.  https://doi.org/10.1007/513349-020-00425-0.
HYPERLINK.

Yi TH, Li HN, Sun Hong-Min. Multi-stage structural damage diagnosis method
based on “energy-damage” theory[]J]. Smart Struct Syst 2013;12(3_4):345—61.
https://doi.org/10.12989/ss5.2013.12.3_4.345. HYPERLINK.

Comerford L, Kougioumtzoglou IA, Beer M. An artificial neural network
approach for stochastic process power spectrum estimation subject to missing
data[J]. Struct Saf 2015;52:150—60. https://doi.org/10.1016/j.stru-
safe.2014.10.001. HYPERLINK.

Guarize R, Matos NAF, Sagrilo LVS, et al. Neural networks in the dynamic
response analysis of slender marine structures(J]. Appl Ocean Res 2007;29(4):
191-8. https://doi.org/10.1016/j.apor.2008.01.002. HYPERLINK.

Wang Y, Wang C, Li H, et al. Artificial neural network prediction for seismic
response of bridge structure[C]. In: 2009 international conference on artificial
intelligence and computational intelligence. Springer; 2009. p. 503—6. https://
doi.org/10.1109/AIC1.2009.303. HYPERLINK.

Lagaros ND, Papadrakakis M. Neural network based prediction schemes of the
non-linear seismic response of 3D buildings[]]. Adv Eng Software 2012;44(1):
92—-115. https://doi.org/10.1016/j.advengsoft.2011.05.033. HYPERLINK.
Christiansen NH, Hegsberg JB, Winther O. Artificial neural networks for
nonlinear dynamic response simulation in mechanical systems[M]. In: Pro-
ceedings of the 24th Nordic seminar on computational mechanics, vol. 24;
2011. p. 77—80. HYPERLINK, https://backend.orbit.dtu.dk/ws/portalfiles/
portal/6282759.

[20] Jiménez-Guarneros M, Gémez-Gil P, Fonseca-Delgado R, et al. Long-term
prediction of a sine function using a LSTM neural network[C]. In: Melin P,
Castillo O, Kacprzyk ], editors. Nature-inspired Design of Hybrid intelligent
systems. Studies in computational intelligence, vol. 667. Cham: Springer;
2017. https://doi.org/10.1007/978-3-319-47054-2_10. HYPERLINK.

Graves A, Mohamed A, Hinton G. Speech recognition with deep recurrent
neural networks[C]. In: 2013 IEEE international conference on acoustics,
speech and signal processing; 2013. p. 6645—9. https://doi.org/10.1109/
ICASSP.2013.6638947. HYPERLINK.

Graves A, Liwicki M, Fernandez S, et al. A novel connectionist system for
unconstrained handwriting recognition[C]. 5. In: IEEE transactions on pattern
analysis and machine intelligence, vol. 31; May 2009. p. 855—68. https://
doi.org/10.1109/TPAMI.2008.137. HYPERLINK.

Sak H, Senior A, Rao K, et al. Learning acoustic frame labeling for speech
recognition with recurrent neural networks[C]. In: 2015 IEEE international
conference on acoustics, speech and signal processing (ICASSP); 2015.
p. 4280—4. https://doi.org/10.1109/ICASSP.2015.7178778. HYPERLINK.
Zhang ], Cao XY, Xie JM, et al. An improved long short-term memory model for
dam displacement prediction[]]. Math Probl Eng 2019;2019:6792189. https://
doi.org/10.1155/2019/6792189. HYPERLINK.

Rico J, Barateiro ], Mata ], et al. Applying advanced data analytics and machine
learning to enhance the safety control of dams[C]. In: Tsihrintzis G, Virvou M,
Sakkopoulos E, Jain L, editors. Machine learning paradigms. Learning and
analytics in intelligent systems. 1. Cham: Springer; 2019. https://doi.org/
10.1007/978-3-030-15628-2_10. HYPERLINK.

Yang D, Gu CS, Zhu YT, et al. A concrete dam deformation prediction method
based on LSTM with attention mechanism[C]. IEEE Access 2020;8:185177—86.
https://doi.org/10.1109/ACCESS.2020.3029562. HYPERLINK.

Liu YH, Feng X. Prediction of dam horizontal displacement based on CNN-
LSTM and attention mechanism[]]. Acad ] Arch Geotech Eng 2021;3(1):
14-9. https://doi.org/10.25236/AJAGE.2021.030103. HYPERLINK.

Wang G, Lu W, Yang G, et al. A state-of-the-art review on blast resistance and
protection of high dams to blast loads|[J]. Int ] Impact Eng 2020;139:103529.
https://doi.org/10.1016/j.ijimpeng.2020.103529. HYPERLINK.

Gulgec NS, Takac M, Pakzad SN. Convolutional neural network approach for
robust structural damage detection and localization[]]. ] Comput Civ Eng
2019;33(3):04019005. https://doi.org/10.1061/(ASCE)CP.1943-5487.0000820.
HYPERLINK.

Liu Y, Zhou R, Huo M. Long short term memory network is capable of
capturing complex hysteretic dynamics in piezoelectric actuators. Electron
Lett[J] 2019;55(2):80—2. https://doi.org/10.1049/el.2018.7490. HYPERLINK.
Kashefi M, Daliri MR. A stack LSTM structure for decoding continuous force
from local field potential signal of primary motor cortex (M1) [J]. BMC Bio-
informatics  2021;22(26).  https://doi.org/10.1186/s12859-020-03953-0.
HYPERLINK.

Yu L, Qu J, Gao F, et al. A novel hierarchical algorithm for bearing fault diag-
nosis based on stacked LSTM[J]. Shock Vib 2019;2019:2756284. https://
doi.org/10.1155/2019/2756284. HYPERLINK.

Hochreiter S, Schmidhuber ]. Long short-term memory[]J]. Neural Comput
1997;9:1735—80. https://doi.org/10.1162/neco.1997.9.8.1735. HYPERLINK.
Zhang R, Chen Z, Chen S, et al. Deep long short-term memory networks for
nonlinear structural seismic response prediction[J]. Comput Struct 2019;220:
55—68. https://doi.org/10.1016/j.compstruc.2019.05.006. HYPERLINK.
Camero A, Toutouh ], Alba E. Comparing deep recurrent networks based on
the MAE random sampling, a first approach[C]. In: Herrera F, et al., editors.
Advances in artificial intelligence. CAEPIA 2018. Lecture Notes in computer
science, vol. 11160. Cham: Springer; 2018. https://doi.org/10.1007/978-3-

[13]

(14]

[15]

[16]

[17]

(18]

[19]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

(31]

(32]

(33]

(34]

[35]


https://doi.org/10.1016/j.strusafe.2014.07.003
https://doi.org/10.1016/j.strusafe.2014.07.003
https://doi.org/10.1016/j.engstruct.2016.12.028
https://doi.org/10.1016/j.engstruct.2016.12.028
https://doi.org/10.1109/WSSC.2010.5730291
https://doi.org/10.1016/j.engstruct.2016.12.028
https://doi.org/10.1016/j.engfailanal.2014.01.018
https://doi.org/10.1016/j.engfailanal.2014.01.018
https://doi.org/10.1016/j.engstruct.2019.109996
https://doi.org/10.1016/j.engstruct.2019.109996
https://doi.org/10.1007/s12205-021-1650-0
https://doi.org/10.1007/s12205-021-1650-0
https://doi.org/10.1016/j.ymssp.2021.107735
https://doi.org/10.1016/j.compstruc.2021.106507
https://doi.org/10.1016/j.compstruc.2021.106507
https://hfbfg1b13095ec5284139s5xfkvoc5qo9x66fbfgcc.eds.tju.edu.cn/10.1007/s00366-019-00806-0
https://hfbfg1b13095ec5284139s5xfkvoc5qo9x66fbfgcc.eds.tju.edu.cn/10.1007/s00366-019-00806-0
https://hfbfg1b13095ec5284139s5xfkvoc5qo9x66fbfgcc.eds.tju.edu.cn/10.1007/s00366-019-00806-0
https://doi.org/10.1007/s13349-014-0079-2
https://doi.org/10.1007/s13349-014-0079-2
https://doi.org/10.1007/s13349-020-00380-w
https://doi.org/10.1007/s13349-020-00425-0
https://doi.org/10.12989/sss.2013.12.3_4.345
https://doi.org/10.1016/j.strusafe.2014.10.001
https://doi.org/10.1016/j.strusafe.2014.10.001
https://doi.org/10.1016/j.apor.2008.01.002
https://doi.org/10.1109/AICI.2009.303
https://doi.org/10.1109/AICI.2009.303
https://doi.org/10.1016/j.advengsoft.2011.05.033
https://backend.orbit.dtu.dk/ws/portalfiles/portal/6282759
https://backend.orbit.dtu.dk/ws/portalfiles/portal/6282759
https://doi.org/10.1007/978-3-319-47054-2_10
https://doi.org/10.1109/ICASSP.2013.6638947
https://doi.org/10.1109/ICASSP.2013.6638947
https://doi.org/10.1109/TPAMI.2008.137
https://doi.org/10.1109/TPAMI.2008.137
https://doi.org/10.1109/ICASSP.2015.7178778
https://doi.org/10.1155/2019/6792189
https://doi.org/10.1155/2019/6792189
https://doi.org/10.1007/978-3-030-15628-2_10
https://doi.org/10.1007/978-3-030-15628-2_10
https://doi.org/10.1109/ACCESS.2020.3029562
https://doi.org/10.25236/AJAGE.2021.030103
https://doi.org/10.1016/j.ijimpeng.2020.103529
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000820
https://doi.org/10.1049/el.2018.7490
https://doi.org/10.1186/s12859-020-03953-0
https://doi.org/10.1155/2019/2756284
https://doi.org/10.1155/2019/2756284
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1016/j.compstruc.2019.05.006
https://doi.org/10.1007/978-3-030-00374-6_3

X. Fang, H. Li, S.-r. Zhang et al.

[36]

[37]

(38]

[39]

[40]

[41]

[42]

030-00374-6_3. HYPERLINK.

Hinton GE, Srivastava N, Krizhevsky A, et al. Improving neural networks by
preventing co-adaptation of feature detectors[]]. Comput Science 2012;3(4):
212-23. https://doi.org/10.9774/GLEAF.978-1-909493-38-4_2. HYPERLINK.
Srivastava N, Hinton G, Krizhevsky A, et al. Dropout: a simple way to prevent
neural networks from overfitting[]]. ] Mach Learn Res 2014;15(1). 1929—58.
HYPERLINK, https://dl.acm.org/doi/10.5555/2627435.2670313.

Yang JH, Yao C, Jiang QH, et al. 2D numerical analysis of rock damage induced
by dynamic in-situ stress redistribution and blast loading in underground
blasting excavation[]]. Tunn Undergr Space Technol 2017;70:221—32. https://
doi.org/10.1016/j.tust.2017.08.007. HYPERLINK.

Yang JH, Lu WB, Zhao ZG, et al. Safety distance for secondary shotcrete sub-
jected to blasting vibration in Jinping-II deep-buried tunnels[J]. Tunn Undergr
Space Technol 2014;43:123—32. https://doi.org/10.1016/j.tust.2014.04.008.
HYPERLINK.

Standardization Administration of the People's Republic of China. Safety
regulations for blasting[M]. Beijing: Standards Press of China; 2014 (in Chi-
nese) HYPERLINK, http://www.doc88.com/p-2982477489036.html.

Lacerda VA, Monaro RM, Coury DV. Fault distance estimation in multiterminal
HVDC systems using the Lomb-Scargle periodogram([]]. Elec Power Syst Res
2021;196:107251. https://doi.org/10.1016/j.epsr.2021.107251. HYPERLINK.
Sokolova M, Lapalme G. A systematic analysis of performance measures for
classification tasks[J]. Inf Process Manag 2009;45(4):427—37. https://doi.org/
10.1016/j.ipm.2009.03.002. HYPERLINK.

313

[43]

(44

[45]

[46]

[47]

(48]

[49]

Defence Technology 24 (2023) 298—313

Hao H, Li ZX, Shi YC. Reliability analysis of RC columns and frame with FRP
strengthening subjected to explosive loads[]J]. ] Perform Constr Facil
2016;30(2):04015017. https://doi.org/10.1061/(ASCE)CF.1943-5509.0000748.
HYPERLINK.

Shi YC, Zhang H, Li ZX. Improved equivalent single degree of freedom method
for blast analysis of RC beams|]]. ] Build Struct 2019;40(10):8—16. https://
doi.org/10.14006/j.jzjgxb.2019.0096 (in Chinese) HYPERLINK.

Cui L, Zhang XH, Hao H. Improved analysis method for structural members
subjected to blast loads considering strain hardening and softening effects|[J].
Adv Struct Eng 2021;24(12):2622-36. https://doi.org/10.1177/
13694332211007382. HYPERLINK.

Carta G, Stochino F. Theoretical models to predict the flexural failure of
reinforced concrete beams under blast loads. J]. Eng Struct 2013;49:306—15.
https://doi.org/10.1016/j.engstruct.2012.11.008. HYPERLINK.

Zhang R, Chen Z, Chen S, et al. Deep long short-term memory networks for
nonlinear structural seismic response prediction[]]. Comput Struct 2019;220:
55—68. https://doi.org/10.1016/j.compstruc.2019.05.006. HYPERLINK.

Chi SC, Hu ZQ, Li G. Dynamic and static behavior analyses of Fengman Dam [J].
World Inform Earthq Eng 2001;17(3):91—7. https://doi.org/10.3969/
j.issn.1007-6069.2001.03.017 (in Chinese) HYPERLINK.

Zhong W, Wu HT, Pan JW. Removal of 80-year-old gravity dam and me-
chanical properties of aging dam concrete[J]. ] Perform Constr Facil
2021;35(5):04021054. https://doi.org/10.1061/(ASCE)CF.1943-5509.0001627.
HYPERLINK.


https://doi.org/10.1007/978-3-030-00374-6_3
https://doi.org/10.9774/GLEAF.978-1-909493-38-4_2
https://dl.acm.org/doi/10.5555/2627435.2670313
https://doi.org/10.1016/j.tust.2017.08.007
https://doi.org/10.1016/j.tust.2017.08.007
https://doi.org/10.1016/j.tust.2014.04.008
http://www.doc88.com/p-2982477489036.html
https://doi.org/10.1016/j.epsr.2021.107251
https://doi.org/10.1016/j.ipm.2009.03.002
https://doi.org/10.1016/j.ipm.2009.03.002
https://doi.org/10.1061/(ASCE)CF.1943-5509.0000748
https://doi.org/10.14006/j.jzjgxb.2019.0096
https://doi.org/10.14006/j.jzjgxb.2019.0096
https://doi.org/10.1177/13694332211007382
https://doi.org/10.1177/13694332211007382
https://doi.org/10.1016/j.engstruct.2012.11.008
https://doi.org/10.1016/j.compstruc.2019.05.006
https://doi.org/10.3969/j.issn.1007-6069.2001.03.017
https://doi.org/10.3969/j.issn.1007-6069.2001.03.017
https://doi.org/10.1061/(ASCE)CF.1943-5509.0001627

	A combined finite element and deep learning network for structural dynamic response estimation on concrete gravity dam subj ...
	1. Introduction
	2. Methodology
	2.1. Long short-term memory network (LSTM)
	2.2. Dynamic response prediction model with potential LSTM-based architecture
	2.2.1. One-layered/stacked LSTM model
	2.2.2. Attention-LSTM model

	2.3. Damage indicator extraction
	2.4. Damage assessment model
	2.5. Model performance evaluation
	2.5.1. Evaluation metrics for dynamic response prediction model
	2.5.2. Evaluation metrics for damage classification model


	3. LSTM-based blast response prediction for SDOF system
	3.1. Data generation by SDOF system
	3.2. LSTM-based models for dynamic response prediction
	3.3. Evaluation on LSTM-based models for dynamic response prediction

	4. Dynamic response estimation on concrete gravity dam under explosions
	4.1. Verification of the numerical method
	4.2. EF dataset generation
	4.3. Dam health diagnosis with deep learning network
	4.3.1. Evaluation on the dam dynamic response analysis of proposed SHM framework
	4.3.2. Evaluation on the damage assessment analysis of proposed SHM framework


	5. Conclusions
	Declaration of competing interest
	Acknowledgements
	References


