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a b s t r a c t 

Machine learning has been widely adopted for improving building energy efficiency and flexibility in the past 
decade owing to the ever-increasing availability of massive building operational data. However, it is challenging 
for end-users to understand and trust machine learning models because of their black-box nature. To this end, the 
interpretability of machine learning models has attracted increasing attention in recent studies because it helps 
users understand the decisions made by these models. This article reviews previous studies that adopted inter- 
pretable machine learning techniques for building energy management to analyze how model interpretability is 
improved. First, the studies are categorized according to the application stages of interpretable machine learning 
techniques: ante-hoc and post-hoc approaches. Then, the studies are analyzed in detail according to specific tech- 
niques with critical comparisons. Through the review, we find that the broad application of interpretable machine 
learning in building energy management faces the following significant challenges: (1) different terminologies 
are used to describe model interpretability which could cause confusion, (2) performance of interpretable ML 
in different tasks is difficult to compare, and (3) current prevalent techniques such as SHAP and LIME can only 
provide limited interpretability. Finally, we discuss the future R&D needs for improving the interpretability of 
black-box models that could be significant to accelerate the application of machine learning for building energy 
management. 
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. Introduction 

The building sector is a major contributor to global energy consump-
ion and carbon emissions. In 2020, it accounted for 36% of global en-
rgy consumption and 37% of global CO 2 emissions [1] . Throughout
he life cycle of buildings, the operation phase accounts for 80% − 90%
f total energy consumption [2] . Therefore, building energy manage-
ent is crucial for global energy-saving and carbon neutrality. Many

esearchers have quantified the potential of building energy-saving
nd proposed plans to enhance building energy efficiency. For exam-
le, China aims to achieve a 50% reduction in building energy con-
umption, and one strategy is to adopt efficient equipment and smart
uilding management systems [3] . In Hong Kong, buildings consume
0% of electricity, and therefore the government plans to reduce the
lectricity consumption of commercial buildings by 30% − 40% before
050 [4] . In the U.S., energy consumption from the building sector
an be reduced by efficient heating, control, etc. Researchers estimated
hat CO 2 emissions from buildings can be reduced by up to 78% by
050 [5] . In the EU, the building sector would need to reduce its
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missions by 60% to reach the EU objective of a 55% reduction by
030 [6] . 

Building automation systems (BASs) play an essential role in improv-
ng energy efficiency and flexibility during building operations. BASs
an implement various smart control strategies in building energy sys-
ems, such as heating, ventilating, and air conditioning (HVAC) systems,
nergy storage systems, and renewable energy systems [ 7 , 8 ]. Tradi-
ional control strategies such as rule-based control strategies relying on
hysics and experience face great challenges in tackling the complicated
nteractions among building energy systems [9] . Modern buildings are
sually equipped with advanced metering infrastructure and numerous
ensors; thus, the BAS can collect and store massive energy-related oper-
tional data. The prospect of utilizing such big data has opened up due to
he advancement in machine learning (ML) algorithms. ML algorithms
an discover and learn new knowledge (i.e., data-driven models) from
he data and to support energy-efficient/energy-flexible control in the
ver-changing energy market [10] . With such data-driven models, build-
ng energy systems can be monitored to make decisions autonomously
ith the support of big data [11] . 
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Fig. 1. The trade-off between model interpretability and accuracy [28] . 
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Nomenclature 

AI artificial intelligence 
ANN artificial neural network 
BAS building automation system 

CNN convolutional neural network 
DNN deep neural network 
DRL deep reinforcement learning 
DT decision tree 
FDD fault detection and diagnosis 
GAM general additive model 
GRU gated recurrent unit 
HCTSA highly comparative time-series analysis 
HVAC heating, ventilation, and air conditioning 
ICE individual conditional expectation 
IoT internet of things 
kNN k-nearest neighbors 
LIME local interpretable model-agnostic explanations 
LR linear regression 
LSTM long short-term memory 
ML machine learning 
PDP partial dependence plot 
PMV predicted mean vote 
PV photovoltaics 
RNN recurrent neural network 
SHAP shapley additive explanations 
SVM support vector machine 
t-SNE t-distributed stochastic neighbor embedding 

.1. Machine learning for building energy management 

Machine learning has effectively facilitated building energy man-
gement in various typical applications in the past decade, including
oad/power prediction, fault detection and diagnosis (FDD), occupancy-
elated applications, etc. 

Load prediction refers to predicting the cooling/heating/electricity
emand in the future hours or days, while power prediction aims to pre-
ict the power generation of equipment such as photovoltaic (PV) panels
nd wind turbines. Accurate load/power prediction is important for im-
roving building energy efficiency and flexibility [12] . Two main appli-
ations of load/power prediction models are demand-side management
nd model predictive control [13] . Demand-side management aims to
mprove the flexibility of building energy systems by balancing the ever-
hanging electricity supply and demand caused by the wider uptake of
enewable energy systems and dynamic building energy consumption.
odel predictive control optimizes building energy systems under con-

traints (e.g., thermal comfort and setpoint boundaries) to achieve a
oal such as minimal cost or energy consumption [14] . Compared with
hysics-based load/power prediction, ML algorithms require only his-
orical data instead of detailed physical information and thermal bal-
nce equations, making them easier to develop and deploy. In the past
ecades, various ML algorithms have been investigated and achieved
atisfactory performance in load/power prediction, mainly including
utoregressive methods, tree-based methods, artificial neural networks
ANN), and deep neural networks (DNN) [13] . A previous review on
oad prediction shows that ANN can deal with real-world problems of
onsiderable complexity [15] . Bahani et al. concluded that ANN and the
utoregressive method were the two most accurate algorithms for solar
adiation prediction [16] . Although the two methods have similar ac-
uracy, ANN is more flexible as a universal non-linear approximation.
i et al. applied DNN with long short-term memory (LSTM) layers for
uilding electricity demand prediction, and DNN was demonstrated to
ave better performance than tree-based algorithms [17] . 
2 
ML has also been used to detect and diagnose faults in building en-
rgy systems, i.e., FDD [18] . Early detection of equipment faults is essen-
ial for building energy efficiency, especially for energy-intensive equip-
ent such as chillers. Unlike knowledge-driven FDD, data-driven FDD

equires less professional knowledge and can distinguish rare and un-
oreseen energy patterns in real operations [19] , which are valuable for
DD. 

Occupant thermal comfort is an important index when optimizing
uilding HVAC systems, and accurate thermal comfort models can help
mprove occupant satisfaction meanwhile reducing energy consump-
ion. Research shows that by adopting an ML-based thermal comfort
odel instead of predicted means vote (PMV), thermal comfort-related

nergy consumption and CO 2 levels in buildings can be reduced by
p to 58.5% and 24.0%, respectively [20] . Occupancy level predic-
ion and occupancy activity recognition are essential when performing
ccupancy-based control strategies. According to a literature review,
L-based occupancy level prediction is superior in optimizing the op-

ration of HVAC systems and reduces energy consumption by 23% on
verage [21] . With the extensive use of Internet of things (IoT) devices,
ccupancy-related data such as occupancy number and occupancy be-
aviors can be collected more conveniently, which integrates ML and
oT for building energy efficiency [ 22 , 23 ]. Research shows that the en-
rgy consumption of HVAC can be reduced up to 19.8% when occupancy
s predicted by ANN using data collected by IoT devices (environmental
ensors) [24] . 

.2. The need for interpretable machine learning 

Model interpretability refers to the degree of how the predictions
f an ML model can be understood by human beings [25] . Interpreting
redictions can answer the following questions: which features signifi-
antly influence the model performance, and which features contribute
o the predictions? For example, decision-makers care about the foun-
ation of a fault detection prediction from ML models [26] . Although
he applications of ML algorithms have fully demonstrated their values
or building energy management, their broad applications are limited
y a lack of interpretability [27] . In other words, most ML models are
ot transparent or explainable. 

The trade-off between model accuracy and model interpretability
imits the power of machine learning [ 28 , 29 ], as shown in Fig. 1 . For
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xample, ANN usually consists of an input layer, an output layer, and
idden layers. Increasing the number of hidden layers of an ANN model
an often improve its accuracy in modeling complicated systems, but
he interpretability of the model decreases [30] . The model becomes
deeper ” and “darker ”, making it more difficult for users to understand
nd interpret the modeling process and results. Meanwhile, the existing
eady-to-interpret models, such as linear regression, lack good predic-
ion performance. Researchers made great efforts to improve the pre-
iction performance of black-box ML models, such as ANN and support
ector machine (SVM), but generally overlooked their interpretability
n building energy management. Fig. 1 also shows the two major ap-
roaches to addressing the trade-off between model accuracy and model
nterpretability: ante-hoc and post-hoc approaches. These approaches
re described in detail in Section 2 . 

The lack of interpretability also challenges the mass deployment of
L models in real-world applications [31] . First, during the training pro-

ess, the training data are usually incomplete; therefore, the trained ML
odels need to tackle out-of-distribution data after deployment [32] .
uring the training process of ML models, physical knowledge and in-

ormation are usually ignored compared with physics-based modeling.
herefore, decision-makers may find the ML models untrustworthy if the
odels are not trained on complete operational data and the real-world
erformance is worse than on the training data. Second, because of the
lack-box nature, ML models produce output without any explanations.
ecision-makers usually need insights into how and why the black-box
odels produce such predictions so that they can understand, check and

pply the models. Generally, there is still significant skepticism in the
uilding industry about the broad application of ML because there is a
ismatch between training and deployment environments. Therefore,

t is necessary to generate reasonable interpretations that explain the
riginal ML model without oversimplifying essential details or sacrific-
ng prediction performance. 

.3. Scope of the review 

Previous review papers on interpretable ML have mainly focused on
isease diagnosis [ 33 , 34 ], biomedicine [ 35 , 36 ], and other applications
n healthcare [37–39] . In the energy field, Machlev et al. reviewed the
pplications of interpretable ML in power systems and analyzed the typ-
cal interpretable ML techniques [40] . In building energy systems, the
nterpretability of ML models has become critically important to the
ass deployment of AI-empowered smart building energy management

fter the great efforts in ML model development. To the best of our
nowledge, there is no comprehensive review of the applications of in-
erpretable ML for building energy management. The major contribu-
ions of this paper are as follows: 

1. A comprehensive and critical review of studies adopting inter-
pretable ML and typical interpretable ML techniques in building
energy management is presented. 

2. The status quo of interpretable ML in building energy manage-
ment is identified by disclosing how model interpretability is im-
proved from the literature review. 

3. Challenges for the wide application of interpretable ML in build-
ing energy management are discussed on the basis of this review.

4. Research directions are pointed out by analyzing the limitations
of current interpretable ML techniques and the challenges of stud-
ies. 

The remainder of this paper is constructed as follows.
ection 2 presents the background on interpretable ML including
he taxonomy of interpretable ML. Section 3 introduces the method-
logy of how the literature was searched and selected in this study.
ection 4 presents the review results according to the taxonomy in
ection 2 . Section 5 discusses the main findings of the literature review.
inally, the conclusions of this study are given in Section 6 . 
3 
. Background on interpretable machine learning 

.1. Interpretable machine learning 

A new ML paradigm, known as interpretable machine learning [25] ,
as been adopted by many researchers given the limitations of the tradi-
ional ML paradigm. Interpretable ML uses novel approaches and tech-
iques to develop models that are accurate, trustworthy, and easy for
sers to understand. Fig. 2 illustrates the differences between tradi-
ional and interpretable ML paradigms using the example of FDD, a
idely researched topic in building energy management (e.g., chiller
DD [41] and air handling unit FDD [42] ). In both paradigms, training
ata are used to develop ML models. When a new input sample is to
e examined, the FDD method adopting interpretable ML can not only
redict whether the new sample is normal or faulty but also explain the
rediction. Therefore, compared to traditional interpretable ML models,
nterpretable ML models are considered well-founded, trustworthy, and
ossible to correct mistakes. 

.2. Taxonomy of interpretable ML techniques 

According to different criteria, i.e., application stage, interpretability
cope, and model dependency, techniques for interpretable ML can be
lassified into different groups [43] , as shown in Fig. 3 . 

.2.1. Application stage 

First, interpretable ML techniques can be classified according to
hen the techniques are adopted in building an ML model. Ante-hoc

nterpretable ML techniques are applied during the model training pro-
ess, and post-hoc interpretable ML techniques are applied after train-
ng. Fig. 4 shows how ante-hoc and post-hoc interpretable techniques
re applied at different stages in the model training process. 

Ante-hoc interpretable ML models are usually self-explanatory.
herefore, ML models developed using ante-hoc techniques are also
alled intrinsic or transparent models. For example, linear regression
s a simple ante-hoc model for predicting a continuous outcome vari-
ble based on one or more predictor variables. Linear regression is self-
xplanatory because it makes predictions using a linear combination of
he input variables, which can be easily understood and explained [43] .
lthough linear regression has high interpretability according to Fig. 1 ,

t is too simple to address complicated problems in building energy man-
gement [44] . In this paper, a variant of linear regression named gen-
ralized additive models (GAMs) is reviewed. GAMs have strong flexi-
ility and interpretability in regression and classification tasks [45] . As
hown in Fig. 4 , post-processing is used to evaluate each input’s impact
ccording to the parameters of the intrinsic model. For example, the co-
fficients of GAMs can be used to evaluate input features’ positive or
egative effects. 

Post-hoc interpretable ML techniques are applied to black-box mod-
ls after training. They are used to interpret and understand the depen-
ency and significance of specific input features over the output by fit-
ing surrogate models without the need to understand the internal struc-
ures. Post-hoc interpretable ML techniques generate interpretation by
xamining the interrelationship between input features and the predic-
ions. 

.2.2. Interpretability scope 

Interpretability scope refers to the scope of model output that needs
o be interpreted. As the classification problem shown in Fig. 5 , global
nterpretation explains an ML model based on a full view of the model
tructures and parameters. In contrast, local interpretation explains each
rediction individually. 

Global interpretable ML techniques aim to provide a holistic under-
tanding of the ML model by measuring the global effects of the input
eatures on the model prediction. They require only the black-box mod-
ls and the entire training data. Global interpretation helps decision-



Z. Chen, F. Xiao, F. Guo et al. Advances in Applied Energy 9 (2023) 100123 

Fig. 2. Comparison of traditional ML paradigm and interpretable ML paradigm in FDD applications. 

Fig. 3. Taxonomy of interpretable ML [43] . 
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akers gain a macro-level understanding of the ML model, including
he most influential input features. In the context of FDD, global inter-
retability helps explain which features are most significant in predict-
ng equipment faults. 

Local interpretable ML techniques provide a transparent understand-
ng of the model prediction for a specific input sample. Instead of global
eature importance, local methods focus on the contribution of each fea-
ure to a prediction sample and require both the black-box model and
he prediction sample. Local interpretation is important for decision-
akers to trust the output or correct the wrong output. In the context of
4 
DD, local interpretability helps explain which features contribute the
ost to the prediction sample, such as high supply air temperature in

ir handling unit operation. 

.2.3. Model dependency 

Model dependency refers to whether the interpretable ML technique
an be applied to any ML model or to specific models. Some interpre-
ation techniques treat the ML models as black-box models, and these
echniques are applicable to any ML model or are independent of the
ype of ML model. Therefore, these techniques are model-agnostic, as
llustrated in Fig. 6 (a). Other techniques can only be applied to inter-
ret certain types of ML models and are thus called model-specific tech-
iques, as shown in Fig. 6 (b). 

Model-agnostic techniques can be applied to any ML model because
hey require only the input and output of the ML model without con-
idering its inner structures. Therefore, most post-hoc interpretable ML
echniques are model agnostic. For example, LIME is a post-hoc model-
gnostic tool that can approximate any ML model locally. 

Model-specific techniques can dig into the specific characteristics or
rchitecture of the ML model, providing in-depth interpretability that
ay not be possible with model-agnostic methods. For example, the

ttention mechanism is usually employed in neural networks to improve
nterpretability as a model-specific technique. 

.2.4. Summary 

According to the definitions, the above three criteria to classify in-
erpretable ML techniques are not independent. First, ante-hoc tech-
iques are usually model-specific because the interpretation is tied to
he ante-hoc models. Post-hoc techniques, on the other hand, are not
lways model-agnostic. For example, gradients can only be used to in-
erpret neural networks as a post-hoc technique. Additionally, all model-
gnostic techniques are post-hoc because they treat ML models as black
oxes and generate interpretation by examining the interrelationship
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Fig. 4. Ante-hoc and post-hoc interpretability. 

Fig. 5. Global and local interpretability in a classification task [46] . 
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etween input features and the predictions. Finally, some techniques
an be used to provide both local and global interpretation, e.g., SHAP
refer to Section 4.3.2 for more information). 

. Methodology of literature review 

The methodology for collecting relevant literature consists of four
teps: keywords construction, keywords search, initial selection, and fi-
al selection, as illustrated in Fig. 7 . 

First, two groups of keywords were constructed. The first group
as constructed according to the domain knowledge of building en-

rgy management (BEM), including energy-related terms such as build-

ng load/demand and building energy management-related tasks such
s building control and building fault detection and diagnosis . The second
roup of keywords is related to interpretable ML. The keywords were
etermined based on the terminologies frequently used in interpretable
5 
L. Explainable AI was also included because ML is a branch of artificial
ntelligence (AI). 

Second, all possible one-to-one combinations of the two groups of
eywords were searched in Google Scholar and ScienceDirect. For ex-
mple, “building energy & interpretable machine learning ”, “building energy

 model interpretability ”, and “building energy & explainable AI ”. 
Third, the initial selection aims to screen the papers found by search-

ng keywords in Google Scholar and ScienceDirect to ensure the selected
apers actually address building energy management and relevant ap-
lications. The initial selection was carried out by carefully reviewing
he papers’ titles, keywords, and abstracts. 

The last step is the final selection. The terminologies of interpretable
L in the literature vary and are sometimes not clearly stated in the

itle, keywords, and abstracts of papers after the initial selection. There-
ore, it is necessary to scrutinize these papers’ methodology and re-
ults/discussion sections to ensure that interpretable ML techniques of
nterest were adopted. 
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Fig. 6. Model-agnostic and model-specific interpretable ML techniques. 

Fig. 7. The workflow of selecting studies on interpretable ML 
for building energy management. 
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After the above four steps, 91 papers were selected. The cut-off date
f the literature review is June 1st, 2022. These papers were first cat-
gorized according to the application stage of interpretable ML tech-
iques (i.e., ante-hoc and post-hoc approaches). After that, the appli-
ations in building energy management and specific techniques used
o improve model interpretability were analyzed in depth for each ap-
roach in Section 4 . 
6 
. Ante-hoc and post-hoc interpretable ML techniques for 

uilding energy management 

.1. Overview of literature 

Typical applications of the 91 papers for building energy manage-
ent over the years are shown in Fig. 8 , including fault detection and di-



Z. Chen, F. Xiao, F. Guo et al. Advances in Applied Energy 9 (2023) 100123 

Fig. 8. Distribution of applications in studies by year. 

Fig. 9. Sankey diagram depicting the connections of reviewed studies on differ- 
ent levels, applications, stages, model dependency, and interpretability scopes. 
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gnosis, load/power prediction, control, etc. The overall trend shows an
ncreasing research interest in interpretable ML for building energy man-
gement, because increasing applications of ML stimulate the need to
nderstand ML models. Since the cut-off date of this review is June 1st,
022, the number of publications in 2022 is expected to exceed 2021.
urthermore, in line with the findings from the word cloud, load/power
rediction is the most popular application accounting for 61.5% of the
tudies, followed by FDD and control (on HVAC or other building energy
ystems). 

A Sankey diagram is created to illustrate the classifications of the
tudies in five dimensions and the connections among them, as shown
n Fig. 9 . The five dimensions include application stage, model depen-
ency, interpretability scope, application (i.e., the seven typical applica-
ions identified above) and level (i.e., equipment, system, building, and
istrict levels). Under each dimension, the reviewed studies are classi-
ed into several groups differentiated by labels. A label has two parts,

.e., the group name and its respective value representing the number
f studies in the group. For example, under the Level dimension, the
eviewed studies are divided into six groups. The largest group is “build-

ngs ” which has 54 papers. The link between two groups in the diagram
epresents the flow (a further division) from one dimension to another
imension. For example, from the “buildings ” group in the “level ” dimen-
ion, the majority goes to the “load/power prediction ” in the “application ”
imension. In other words, of the 54 papers focusing on building-level
pplications, most addressed load/power prediction using interpretable
L techniques. This phenomenon is understandable because the accu-

ate prediction of load/power plays a critical role in building energy
anagement [12] . As load/power prediction models are becoming too

omplex for users to understand, model interpretability has gained in-
reasing popularity [47] . In addition, most studies on control focus on
VAC systems, which is reasonable as HVAC systems are responsible
7 
or the largest portion of energy consumption of buildings and have the
argest energy-saving potential. Therefore, the interpretability of those
ethods and models becomes increasingly important as more machine

earning methods have been developed to improve HVAC system perfor-
ance, such as model-based predictive control, model-based optimiza-

ion, and FDD. 
From the connection between the application stage and model de-

endency, it can be found that nearly all ante-hoc techniques in the liter-
ture are model-specific, while most model-agnostic techniques are post-
oc. This is because of the nature of ante-hoc and model-agnostic tech-
iques. Ante-hoc techniques usually improve the model interpretability
y adding interpretable characteristics or adopting models with intrinsic
nterpretability. Therefore, most ante-hoc techniques are model-specific.
ost-hoc techniques can be either model-specific or model-agnostic be-
ause some post-hoc techniques such as integrated gradients can only be
pplied to neural networks [48] , while other techniques such as SHAP
an be adopted to any machine learning models. As for model-agnostic
echniques, they do not rely on the model characteristics and are usually
pplied after model development. The connection between the model
ependency and interpretability scope shows that most model-specific
tudies generate global interpretations while model-agnostic studies can
enerate global, local, or both global and local interpretations. It is also
bserved that more studies focus on global interpretation. 

.2. Ante-hoc approach 

40 papers out of the 91 papers reviewed in this study adopted the
nte-hoc approach to improve model interpretability for building en-
rgy management. These papers are further divided into four categories
ccording to the specific ante-hoc techniques adopted: modified neu-
al networks, attention mechanism, clustering and feature extraction,
nd generalized additive models (GAMs). Fig. 10 shows the number of
tudies in each category from 2018 to 2022, and Fig. 11 shows the var-
ous applications adopting ante-hoc techniques in the reviewed studies.
oad/power prediction and control are two main applications adopting
nte-hoc techniques. 

.2.1. Modified neural networks 

ANN has become popular in building energy management in the past
ecades. It is well known that ANN is dark for users. A typical approach
o improving ANN’s interpretability is modifying neural networks’ struc-
ure, which generates the so-called modified neural networks with en-
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Fig. 10. Distribution of publications by year published and ante-hoc 
category. 

Fig. 11. Breakdown of studies adopting ante-hoc techniques. 
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anced interpretability. A summary of studies adopting modified neural
etworks is listed in Table 1 . 

There are two ways to modify the structure of neural networks in
eneral. First, elements with physical meanings can be directly added
o the models. Shan et al. integrated the gravitational model (GRA) with
he gated recurrent units (GRU) model for building energy consumption
rediction [49] . In the proposed GRA-GRU model, linear model GRA
nd non-linear model GRU were ensembled. The weights of the two
odels were determined using mutual information and weighted en-

ropy. Wang et al. proposed a direct explainable neural network (DXNN)
sing the ridge function instead of the widely-used sigmoid activation
unction as the kernel function [51] . Considering the polynomial char-
cteristic of the ridge function, the mathematical relationship between
he model input and output can be directly obtained. The DXNN was
sed for solar irradiance forecasting, and the results showed that the
utput is a quadratic function of input features. Zhang et al. combined a
eep belief network with Takagi-Sugeno-Kang fuzzy classifier to gen-
rate interpretable fuzzy rules for indoor occupancy detection [53] .
im modified traditional convolutional neural network (CNN) and pro-
osed interpretable CNN (I-CNN) for indoor human activity detection by
8 
dding temporal convolution and pooling layers into the CNN. The au-
hor demonstrated that the proposed I-CNN could rank the importance
f sensor signals and improve the performance of I-CNN [50] . Chen and
hang used domain knowledge to obtain the average trend of district
oad reflecting the periodic patterns so that the data-driven model could
redict irregular local load fluctuations [54] . Similarly, Oreshkin et al.
ecomposed the load consumption time-series into human-interpretable
utputs (i.e., trend and seasonal components) using the Loess method
57] . Li et al. proposed an automatic relevance determination (ARD)
etwork that can incorporate the uncertainty of input and evaluate the
mportance of input features [56] . The proposed modified neural net-
ork can reveal the relevance of input features and model output. The

esults showed that the hour of day was the most influential feature for
ourly electricity prediction. 

Second, domain knowledge can be used to guide the design of neu-
al networks or improve the training process of neural networks, making
he neural networks and training processes physically explainable. Chen
t al. used domain knowledge to guide the design of model input/output
nd the structure of neural networks for air-conditioner modeling [58] .
o make the control signal predicted by the deep Q network trustworthy
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Table 1 

Summary of studies adopting ante-hoc techniques. 

Category Ref. Year Application Level ML task ML algorithm Model dependency Scope 

Modified neural 
networks 

[49] 2019 Load/Power prediction Building Regression GRA-GRU Specific Global 
[50] 2020 Occupancy Building Regression I-CNN Specific Global 
[51] 2020 Load/Power prediction Building Regression DXNN Specific Global 
[52] 2020 Control Equipment Regression DQN Specific Global 
[53] 2020 Occupancy Building Classification DBN-TSK-FC Specific Global 
[54] 2021 Load/Power prediction District Regression EnLSTM Specific Global 
[55] 2021 Control Building Regression Physics-constrained deep learning Specific Global 
[56] 2021 Load/Power prediction Building Regression ARD Specific Global 
[57] 2021 Load/Power prediction District Regression N-BEATS Specific Global 
[58] 2022 Heat exchanger modeling Equipment Regression NARX-LSTM-MLP Specific Global 
[59] 2022 Control HVAC system Regression PCNN Specific Global 

Attention 
mechanism 

[60] 2018 Load/Power prediction Building Regression Multi-variable LSTM Specific Global 
[61] 2019 FDD Equipment Classification Encoder-decoder Specific Local 
[ 62 , 63 ] 2020 Control HVAC system Regression ST-Att Specific Global 
[64] 2020 Load/Power prediction Building Regression Temporal fusion transformers Specific Local 
[65] 2021 Load/Power prediction District Regression Bi-LSTM Specific Global 
[47] 2021 Load/Power prediction Building Regression Encoder-decoder Specific Global 
[66] 2021 Load/Power prediction Equipment Regression Encoder-decoder Specific Global 
[67] 2021 Load/Power prediction District Regression Encoder-decoder Specific Global 
[68] 2022 Load/Power prediction Building Regression IM-LSTM Specific Global 

Clustering and 
feature 
extraction 

[69] 2019 Building thermal design Building Clustering AAHR Specific Global 
[70] 2019 Load/Power prediction Building Regression DT, kNN Specific Local 
[71] 2019 Load/Power prediction Building Clustering EXP, CART, CTREE, RF Specific Global 
[72] 2019 Load profiling Building Classification hctsa Specific Global 
[73] 2020 Load/Power prediction Building Regression kNN Specific Global 
[74] 2020 Load/Power prediction Building Regression RF Specific Global 
[75] 2020 Load/Power prediction Equipment Regression BDLSTM Agnostic Global 
[76] 2021 Load/Power prediction Building Regression LightGBM Agnostic Global 
[77] 2021 Load/Power prediction Building Regression kNN Specific Global 
[78] 2021 Load profiling Building Clustering k-means Specific Global 
[79] 2022 Load profiling Building Classification hctsa Specific Global 
[80] 2022 Load profiling District Regression Multi-equation model Specific Global 

Generalized 
additive models 

[81] 2018 Load/Power prediction Building Regression GAM, LSTM Specific Global 
[82] 2019 Occupancy Building Regression GAM Specific Global 
[83] 2020 Load/Power prediction Building Regression GAM Specific Global 
[84] 2021 Load/Power prediction District Regression PLAM Specific Global 
[85] 2021 Load/Power prediction District Regression GAM Specific Global 
[86] 2021 Load/Power prediction Equipment Regression GAM Specific Global 
[87] 2021 Control Building Regression GAM Specific Global 

a  

e  

b  

m  

t  

t  

m  

r  

f  

t

4

 

t  

t  

t  

m  

t  

B  

t  

d  

p  

l
 

r  

t  

L  

m  

v  

a  

h  

L  

o  

a  

f  

s  

d  

b  

c  

c  

u  

a  

d
 

b  

s  

F  

L  

t

4

 

d  

t  

b  

t  
nd aligned with domain knowledge, Yu et al. integrated a priori knowl-
dge into the searching strategy. They concluded that the knowledge-
ased search strategy could significantly reduce training time [52] . The
odified LSTM proposed in [55] also used thermal dynamics to guide

he design of a recurrent neural networks (RNN) model for building
hermal modeling, which can learn interpretable dynamic models from
easurement data. Di Natale et al. proposed a physically consistent neu-

al network by incorporating domain knowledge into black-box models
or building thermal modeling, and the proposed approach was proved
o be physically interpretable [59] . 

.2.2. Attention mechanism 

The attention mechanism was first introduced by Bahdanau et al.
o improve the performance of the encoder-decoder model for machine
ranslation [88] . Inspired by the cognitive attention process, the atten-
ion mechanism can improve the interpretability of encoder-decoder
odels by stressing some parts of the input features in making predic-

ions while weakening the rest features based on the context vectors.
ecause encoder-decoder models deal with time-series data, the atten-
ion mechanism can consider the temporal dependency of time-series
ata [68] . It is an ante-hoc approach because it is embedded into the
rediction model [89] . Studies adopting the attention mechanism are
isted in Table 1 . 

Many studies have used the attention mechanism to analyze tempo-
al dependency in time-series data in both regression and classification
asks. According to the individual attention matrix of input samples,
i et al. analyzed the temporal dependency of time-series data and re-
oved redundant features for chiller fault diagnosis [61] . It could pro-
9 
ide local interpretation of the importance of sensors on the fault di-
gnosis resulting from the encoder-decoder network. Attention weight
eatmap was used in [66] to explore the features emphasized in the
STM model for day-ahead daily load prediction. Results showed that
ne day-ahead load is the most important feature. Similarly, average
ttention patterns in [65] demonstrated that the impact of historical
eatures on model output exhibited 24-hour periodicity, indicating a
trong relationship between energy consumption and the hour of the
ay. Li et al. adopted the attention mechanism in the ANN model for
uilding cooling load prediction. They found that the most recent energy
onsumption data had the most significant influence on the next-hour
ooling load prediction [47] . In [ 62 , 63 ], spatiotemporal attention val-
es were almost evenly distributed across all input time steps for zone
ir temperature prediction because air temperature had faster thermal
ynamics than the building envelope. 

Technically, the attention mechanism generates local interpretations
ecause it treats each input sample individually. Nevertheless, many
tudies treat the average of attention values as global interpretability.
or example, Guo et al. [60] stated that the average attention values of
STM could represent the importance of input features, which conform
o the domain knowledge. 

.2.3. Clustering and feature extraction 

Unlike modified neural networks and attention mechanisms embed-
ed into black-box models (neural networks), clustering and feature ex-
raction techniques do not change the structure of the original black-
ox models. The clustering and feature extraction techniques improve
he interpretability of machine learning models by clustering raw data
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nto several groups with human-interpretable characteristics (e.g., in-
erpretable rules) or extracting interpretable features. A summary of the
elevant studies is provided in Table 1 . 

Bhatia et al. proposed a novel clustering technique named axis-
ligned hyper-rectangles [69] for clustering simulated building thermal
esign data. Compared with other clustering techniques, it could gener-
te hyper-rectangle boundaries that can be described with interpretable
ules. It was employed to extract interpretable rules, such as the range
f window-to-wall ratio, to assist the design of building envelopes in dif-
erent climate zones [69] . Laurinec and Lucká proposed an interpretable
ime-series clustering technique named ClipStream [71] to improve the
nterpretability of electricity forecasting. The case study showed that
xtracting interpretable features from a moving window of time-series
ata improved demand forecast accuracy. For example, the number of
ata points below average within the moving window could help ex-
lain the time-series’ overall shape. Some studies have compared the
erformance of clustering techniques with black-box models. Grimaldo
nd Novak claimed that the interpretable ML approach did not sacri-
ce the model’s accuracy [77] . Their case study showed that the k-
earest neighbors (kNN) algorithm had similar accuracy for load pre-
iction compared with sophisticated machine learning models such as
F and gradient boosted trees. The kNN algorithm is interpretable be-
ause it is model-free and makes predictions according to the nearest
eighbors of a sample. 

Visualizing the results of clustering techniques can improve inter-
retability as it shows intuitive differences among different clusters.
rimaldo and Novak used kNN and decision trees (DT) to predict build-

ng energy consumption on similar days. They then developed a smart
nergy dashboard visualizing energy consumption of similar days to
elp users understand the prediction results [70] . They also presented a
adar chart to compare the similarity of weather parameters in the same
rediction task [73] . 

Some studies have extracted interpretable features using clustering
echniques during the feature engineering process. Highly comparative
ime-series analysis (HCTSA) is a toolkit that can generate interpretable
ime-series features programmed in MATLAB [90] . The features ex-
racted from building energy consumption data were used to explain
he classification of primary space usage [ 72 , 79 ]. Hu et al. extracted 21
nterpretable features based on domain knowledge from building load
ata, including 13 global features (e.g., mean value of a daily load pat-
ern) and eight peak-period features (e.g., number of peak periods) [78] .
asuya et al. got typical energy usage modes as an input feature of next-
ay load prediction of a test building using the Gaussian mixture model,
hich is a distribution-based clustering algorithm [74] . Chen et al. gen-

rated mode labels as input features using a novel early classification ap-
roach to enhance the interpretability and performance of building load
rediction [76] . Instead of splitting data into several clusters/modes,
astellini et al. split the problem of predicting the heating load into
everal subproblems so that each subproblem can be approximated lin-
arly [80] . In this way, the interpretability of the models developed for
ubproblems was improved. 

.2.4. Generalized additive models (GAMs) 

Generalized additive models (GAMs) have gained increasing atten-
ion recently owing to their model interpretability. GAMs are a variant
f generalized linear models that can model the non-linear additive ef-
ects of each feature [43] . The general structure of GAMs is defined as:

 ( 𝔼 ( 𝑦 ∣ 𝐱 ) ) = 𝐰 0 + 𝑓 1 
(
𝐱 1 
)
+ ⋯ + 𝑓 𝑖 

(
𝐱 𝑖 
)

(1)

here 𝑔( ⋅) is the link function that connects the estimated mean 𝔼 ( 𝑦 ∣ 𝐱 )
o the sum of additive effects, 𝐰 0 is the model intercept, and 𝑓 𝑖 ( ⋅) is the
dditive effect function (e.g., linear, cubic spline) for the feature 𝐱 𝑖 to
e estimated. 

Compared with linear models, GAMs are more flexible and can in-
orporate irregular and volatile effects to improve flexibility in handling
10 
igh-resolution data [84] . A summary of studies adopting GAMs is given
n Table 1 . Bujalski and Madejski used GAMs to predict heat production
n a combined heat and power plant system [85] . The results showed
hat ambient air temperature, solar radiation, and hour of the day had
ifferent impacts on the heating load. For example, outdoor air temper-
ture showed a negative linear relation with heating load prediction,
hile solar radiation showed a negative exponential relationship. In ad-
ition, GAMs were also applied to identify operational patterns of HVAC
ystems [81] and perform sensitivity analysis of input features in ther-
al comfort modeling [82] , thermal energy storage modeling [87] , dis-

ributed PV power prediction [86] , and short-term energy prediction in
uildings [83] . 

.2.5. Summary 

The ante-hoc approach improves model interpretability by modify-
ng existing machine learning models or incorporating interpretable fea-
ures into the design or training process. Therefore, explanations can be
irectly obtained from the trained model. Studies have shown that the
nte-hoc approach can improve model interpretability in building en-
rgy management without sacrificing accuracy. However, ante-hoc in-
erpretable techniques are often specific to a particular model and may
ot be applicable to other types of models, as mentioned in Section 2.2.4 .
odified neural networks and attention mechanism are examples of

echniques designed for neural networks. GAM is also a type of model-
pecific technique because of its self-explanatory nature. Clustering and
eature extraction techniques can be either model-specific or model-
gnostic, depending on their function during the model development
rocess. For example, clustering techniques can be used to generate in-
erpretable features before model training in a model-agnostic way, as
n [75] . In [71] , an interpretable clustering technique is used to cluster
imilar load profiles in a model-specific manner. Overall, the adoption
f ante-hoc techniques depends heavily on the ML algorithms and tasks
eing addressed. 

.3. Post-hoc approach 

51 of the 91 papers reviewed in this study adopted the post-hoc ap-
roach, as summarized in Table 2 . In Fig. 12 , the Sankey diagram shows
he connections in three dimensions, namely model dependency, post-
oc technique, and interpretability, along with the number of papers
n each subdivided category. Because some studies adopted more than
ne post-hoc technique, the total number of papers in each dimension is
reater than the total number of papers adopting the post-hoc approach
i.e., 51). As shown in Fig. 12 , the model-agnostic method is more often
sed than model-specific techniques. Fig. 13 shows the various applica-
ions adopting post-hoc techniques in the reviewed studies. The papers
re classified according to the post-hoc techniques: SHAP, LIME, visu-
lization and partial dependency plot (PDP), and other techniques. The
gure shows that load/power prediction is the main application. 

.3.1. Local interpretable model-agnostic explanations (LIME) 

LIME was proposed by Ribeiro et al. in 2016 as a model-agnostic ap-
roach to obtain local interpretation for individual predictions [142] .
he local interpretation is obtained by training a local surrogate model
o approximate the local characteristics of the black-box model in the re-
ion around the prediction sample. The interpretable model is obtained
y optimizing the following objective 𝜉( 𝑥 ) : 

( 𝑥 ) = argmin 
𝑔∈𝐺 

 

(
𝑓, 𝑔, 𝜋𝑥 

)
+ Ω( 𝑔 ) (2)

here 𝑓 is the black-box model, 𝑔 is the local surrogate model from
earching space 𝐺 that defines the type of interpretable models such as
inear or logistic models, 𝜋𝑥 defines locality around data instance 𝑥 , 
s a loss function that measures the fidelity of the surrogate model 𝑔 to
he black-box model 𝑓 , and Ω measures the complexity of the surrogate
odel. 
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Table 2 

Summary of studies adopting post-hoc techniques. 

Refs. Year Application Level ML task ML algorithm Post-hoc technique 
Model 
dependency Scope 

[ 91 , 92 ] 2019 Load/Power prediction Equipment Regression ANN Permutation 
importance, SHAP 

Agnostic Global 

[93] 2019 FDD Equipment Classification GLM, MLP, SVM, RF, XGB LIME Agnostic Local 
[94] 2019 Load/Power prediction Building Regression Autoencoder Visualization Specific Global 
[95] 2019 Load/Power prediction Building Regression CNN-LSTM Visualization Specific Both 
[96] 2019 FDD Equipment Classification SVM, ANN LIME Agnostic Local 
[97] 2019 Benchmarking Building Regression XGBoost SHAP Agnostic Local 
[98] 2019 Load/Power prediction HVAC system Regression RF, GBDT, XGBoost Feature importance Specific Global 
[99] 2020 Benchmarking Building Regression XGBoost SHAP Agnostic Both 
[100] 2020 Load/Power prediction Equipment Regression TS-SOM, XGBoost SHAP Agnostic Both 
[101] 2020 Load/Power prediction Building Regression LSTM Visualization Specific Global 
[102] 2020 Load/Power prediction Equipment Regression RF LIME, SHAP, ELI5 Agnostic, 

specific 
Local 

[103] 2020 Control HVAC system Regression DNN LIME, PDP, ICE Agnostic Both 
[104] 2020 Load/Power prediction Building Regression XGBoost SHAP Agnostic Local 
[105] 2020 FDD District Classification RF SHAP Agnostic Both 
[106] 2020 Load/Power prediction Building Regression CNN Visualization Specific Global 
[107] 2020 FDD Building Classification NS-NN Integrated gradients Specific Local 
[108] 2020 Load/Power prediction Building Regression LSTM Feature importance Agnostic Global 
[109] 2020 Occupancy Building Regression Numerical equations SHAP, PDP Agnostic Both 
[110] 2021 Load/Power prediction Building Regression MLP, LSTM, Seq2Seq, kNN, 

RF 
SHAP Agnostic Global 

[111] 2021 Load/Power prediction Building Regression XGBoost SHAP Agnostic Local 
[112] 2021 Load/Power prediction Equipment Regression DNN SHAP Agnostic Local 
[ 113 , 114 ] 2021 Load/Power prediction Building Regression Autoencoder Visualization Specific Global 
[115] 2021 FDD Equipment Classification CNN Visualization Specific Global 
[116] 2021 Load/Power prediction Equipment Regression DNN SHAP Agnostic Local 
[117] 2021 Occupancy Building Regression RF, kNN, DNN, LR SHAP Agnostic Both 
[118] 2021 Load/Power prediction District Regression ANN, LR DiCE 

Diverse 
Counterfactual 
Explanations. 

Agnostic Local 

[119] 2021 FDD Building Classification XGBoost SHAP Agnostic Both 
[120] 2021 Load/Power prediction Equipment Regression XGBoost ELI5 Specific Both 
[121] 2021 FDD Equipment Classification XGBoost LIME Agnostic Local 
[122] 2021 Occupancy Building Regression GBR LIME, SHAP Agnostic Both 
[123] 2021 Load/Power prediction HVAC system Regression ANN Gradient method Specific Global 
[124] 2021 Load profiling Building Classification RF, CNN, InceptionTime LIME, SHAP Agnostic Local 
[125] 2021 Load/Power prediction District Regression LSTM LIME Agnostic Local 
[126] 2021 Load/Power prediction Building Regression RF PDP, Rule extraction Agnostic Global 
[127] 2021 Load/Power prediction Building Regression LightGBM, RF, Bi-RNN, 

Bi-LSTM, Bi-GRU 
SHAP Agnostic Global 

[128] 2022 Control HVAC system Regression NSGA-II Rule extraction Agnostic Global 
[129] 2022 Benchmarking Building Regression CatBoost LIME Agnostic Local 
[130] 2022 FDD Equipment Classification RF, LightGBM SHAP Agnostic Both 
[131] 2022 Load/Power prediction Building Regression DNN LIME Agnostic Local 
[132] 2022 Load/Power prediction District Regression LSTM LIME Agnostic Local 
[133] 2022 Benchmarking Building Regression RF, Adaboost LIME, feature 

importance 
Agnostic Both 

[134] 2022 Load/Power prediction Building Regression Encoder-decoder Kullback–Leibler 
divergence 

Specific Local 

[135] 2022 Load/Power prediction Building Regression XGBoost SHAP Agnostic Local 
[136] 2022 Load/Power prediction Building Regression Cubist Feature importance Specific Local 
[137] 2022 Load/Power prediction Building Regression RAnger Feature importance, 

PDP 
Specific, 
agnostic 

Global 

[138] 2022 Load/Power prediction Building Regression LSTM PDP Agnostic Global 
[139] 2022 Load/Power prediction Building Regression Expectile regression Rule extraction Agnostic Global 
[140] 2022 Occupancy Building Regression SVM, ANN, RF, GBDT, 

XGBoost 
SHAP Agnostic Both 

[141] 2022 Load/Power prediction District Regression LSTM, Bi-LSTM, CNN-LSTM, 
encoder-decoder, etc. 

LIME Agnostic Local 

 

t  

o  

M  

a  

h  

s  

L  

o  

r  

t  

o  

s  

i  

 

t  

a  

c  
As LIME can give the contradict or support value of each input fea-
ure for a prediction sample, it is valuable to explain the prediction
f classification problems. Wastensteiner et al. used LIME to interpret
L-based time-series classification for building energy consumption and

nalyzed the stability and reliability of the interpretation [124] . Mad-
ikermi et al. trained ANN and SVM for AHU fault diagnosis, and six
amples were randomly selected to demonstrate the interpretability of
IME [96] . Srinivasan et al. experimented with interpreting three types
f faults of chiller operation (i.e., scaling in condenser fins, sensor er-
11 
ors caused by pulsations in the flow, and false alarm) using LIME. On
he one hand, decision-makers can know the foundation of the model
utput to support fault/normal decisions based on the contradict and
upport values given by LIME. On the other hand, LIME also provides
nformation for the possible false alarms of the black-box model [121] .

Apart from classification, LIME can also be applied to regression
asks. Fan et al. integrated the contradiction and support values into
 single metric to evaluate the confidence level of a single prediction of
hiller COP efficiency (i.e., low or high efficiency) [93] . Kotevska et al.



Z. Chen, F. Xiao, F. Guo et al. Advances in Applied Energy 9 (2023) 100123 

Fig. 12. Sankey diagram depicting the connections of reviewed studies on different model dependencies, post-hoc techniques, and interpretability scopes. 

Fig. 13. Breakdown of studies adopting post-hoc techniques. 
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sed LIME to get the local linear approximation of the deep reinforce-
ent learning (DRL) setpoint controller model. The results showed that

he impact of zone temperature on setpoint recommendation varies in
ifferent ranges [103] . Zdravkovi ć et al. employed LIME to generate
he local feature importance of prediction samples for heating demand
rediction and anomaly detection in district heating systems [ 125 , 141 ].
ikewise, Arjunan et al. adopted LIME to improve the interpretability
f the CatBoost model for building energy benchmarking [129] . In the
ase study, the authors gave an example of a building that consumed
ess energy than its peer group. According to the local interpretation
rovided by LIME, it was because the target building had a lower air-
onditioned floor area. Jin et al. presented a LIME-based interpretable
uilding energy benchmarking framework that could help evaluators
nderstand the results [133] . For example, a building that consumed
ore energy than its peers would obtain a low score. Geyer et al. pro-
osed a component-based methodology that predicted the heat flow of
 2  

12 
nvelopes, heating/cooling demand, and final energy consumption by
tages. DNN models were used for prediction in each stage, and LIME
as employed to interpret the model output [131] . Besides, LIME was
lso used for other building management-related applications such as
istributed PV power prediction [102] , electricity demand prediction
124] , and indoor CO 2 concentration prediction [122] . 

Although LIME is a model-agnostic technique suitable for any ML
odel, the interpretation obtained from LIME depends on ML models.
adhikermi et al. found that the interpretation of ANN and SVM models

sing LIME differs. For example, in FDD, the temperature of supply air
fter the heat recovery unit is the most influential feature for ANN, while
he temperature of waste air is the most influential feature for SVM [96] .

.3.2. Shapley additive explanations (SHAP) 

SHAP is also a model-agnostic tool proposed by Lundberg and Lee in
017 to interpret individual predictions [143] . SHAP computes Shapley
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alues of each feature representing marginal contribution using a con-
itional expectation function. As shown in Fig. 13 , SHAP is the most
opular post-hoc technique in our reviewed literature. Although SHAP
s designed as a local interpretability tool, the aggregation of Shapley
alues can be regarded as a global interpretation. For example, Carls-
on et al. used the average of Shapley values as feature importance of
he ANN model and found the most important features for energy con-
umption [ 91 , 92 ]. Ugwuanyi also used the average Shapley values for
he global interpretation of CO 2 prediction [122] . 

Similar to LIME, SHAP is suitable for explaining the influential fea-
ures of fault detection. In the study [105] , SHAP generated the local and
lobal interpretations of RF for FDD in district heating systems. Local in-
erpretations revealed the influential features for individual prediction,
hile global interpretation showed the overall impact of each feature

n the black-box model. Gao et al. used SHAP to interpret RF and Light-
BM models for chiller FDD [130] . Santos et al. adopted XGBoost to
etect fraud electricity consumption in the market, and SHAP was used
o build interpretations for fraud activities afterward [119] . Addition-
lly, SHAP can be used to interpret time-series classification for building
nergy consumption [124] . 

SHAP was also applied to occupancy-related studies such as CO 2 con-
entration prediction [122] . To interpret the sophisticated numerical
quations-based thermal comfort model, Zhang et al. adopted SHAP for
he local interpretation of individual PMV output [109] . According to
he SHAP values, the authors proposed possible solutions to improve
hermal comfort in different weather scenarios. In [117] , the authors
sed the average SHAP values to rank the feature importance for natu-
al ventilation rate prediction. The most influential features were pres-
ure difference, outdoor temperature, wind speed, etc. In addition, the
uthors also provided the plot of individual SHAP values as local in-
erpretation. To improve the interpretability of black-box models for
hermal comfort prediction, Yang et al. adopted SHAP to generate both
ocal and global interpretations [140] . A case study was conducted to
nterpret three thermal sensation models: hot, neutral, and cold. The re-
ults showed that air temperature and relative humidity were the most
nfluential features for all three models. 

For building energy benchmarking, SHAP can determine the key fea-
ures contributing to high or low energy usage intensity of individual
uildings. In study [97] , SHAP was used to interpret the XGBoost-based
esidential building energy benchmarking model in New York. Accord-
ng to SHAP values, unit density was the strongest predictor for en-
rgy use intensity of residential buildings in New York with the highest
ositive correlation, followed by property assessed value and number
f floors. Arjunan et al. improved the interpretability of a traditional
enchmarking method named EnergyStar by combining the XGBoost
lgorithm and SHAP interpretable ML framework [99] . 

Load/power prediction is the most popular application for SHAP.
hang et al. adopted SHAP to provide the interpretability analysis to
eveal feature importance for PV power generation models (TS-SOM
nd XGBoost) [100] . Results showed that global horizontal irradiance
or center value was the most influential feature, which was consistent
ith the Pearson correlation analysis. Movahedi and Derriblea investi-
ated the interpretation and interrelationship of three prediction models
electricity, water, and gas consumption) using SHAP [104] , and results
howed that the type of buildings (i.e., residential buildings or commer-
ial buildings) and water consumption were the most influential feature
or electricity prediction. They also found that gas and water consump-
ion were strongly interrelated because gas was used for water heating
n target buildings. Bellahsen and Dagdougui used SHAP to rank the fea-
ure importance as global interpretation. The three most influential fea-
ures were historical loads right ahead of the forecasting time, one day,
nd one week ahead of the forecasting time [110] . Results also showed
hat the RF model relied heavier on historical features instead of date-
ime features than other models. According to the SHAP values from
he XGBoost model, Chakraborty et al. found that single-family homes
ere likely to have a more significant increase in building cooling en-
13 
rgy consumption under the context of global climate change [111] .
esides, buildings in hot-humid zones would consume more energy for
ooling because of global warming. SHAP was adopted to interpret the
erformance-related indices (i.e., cooling capacity, COP, and wet/dew
oint efficiency) of a dew point cooler predicted by DNN in [112] . For
xample, a sample had a higher cooling capacity than the base value
ecause of the relatively high intake air velocity. In [116] , SHAP values
howed that load and solar generation one hour ahead and the solar
rradiance were the top three influential features for hourly ahead dis-
ributed PV power prediction. Similarly, Li and Wang summarized that
ay-ahead energy consumption was the most influential for daily load
rediction [135] . 

.3.3. Visualization and partial dependency plot 

Visualization is a useful technique for users to build a better un-
erstanding of black-box models. The t-distributed stochastic neigh-
or embedding (t-SNE) creates two-dimensional projections for high-
imensional data using a non-linear transformation. Visualizing the em-
edding or hidden layer of neural networks using t-SNE has been widely
dopted because it helps reveal the hidden mechanisms within neural
etworks. Kim and Cho added the state transition that can be visualized
sing t-SNE in the autoencoder model to improve the interpretability
f electricity demand prediction results [ 94 , 114 ]. In [113] , the authors
isualized the latent states of autoencoders using t-SNE to explain the
ossible reasons for high or low energy consumption prediction. Sin-
aravel et al. did similar research by visualizing the embedding layer
f the CNN model to improve the understanding of building peak load
rediction [106] . It was found that models with good generalization had
igher separability than models with poor generalization when plotting
sing t-SNE. 

Heatmap is another commonly used visualization tool that reveals
he magnitude of a phenomenon in two dimensions. In [95] , Kim and
ho analyzed class activation heatmaps to explore the influential fea-
ures for load prediction. They found that one of the sub-metering re-
ated to an electric water heater and an air conditioner was the most
oteworthy feature. Based on a heatmap interpretation tool for DNN
amed Grad-CAM, Li et al. proposed a modified variant to obtain fault-
iscriminative information from the one-dimensional CNN for chiller
ault diagnosis [115] . To improve the interpretability of LSTM-based
lectricity load prediction, Kim and Cho proposed a deep learning model
hat can visualize and analyze the correlation between latent variables
nd output. The results showed that the two latent variables had dif-
erent time dependencies, i.e., short-term and long-term dependencies
101] . 

The partial dependency plot (PDP) is a visualization tool that gen-
rates global interpretations for black-box models. PDP measures the
ffect of a feature by averaging the marginal distribution of other fea-
ures for the entire dataset. PDP shows the overall effect, whereas the
ndividual conditional expectation (ICE) plot visualizes the impact of
 feature for each sample. The limitation of PDP and ICE is that they
ssume that input features are uncorrelated. In the study [103] , PDP
ndicating the global effect of input showed that indoor temperature
as the most influential feature for setpoint recommendation in DRL.
dditionally, the ICE plot revealed the feature variation impact of in-
uts by showing the control upper and lower bound. Overall, most in-
erpretations from the DRL model were consistent with domain knowl-
dge. Zhang et al. adopted PDP to assess the marginal impact of each
nput feature in the thermal comfort model [109] . They concluded
hat the marginal impact of each feature was different, and most fea-
ures had a positive impact on PMV value. In the study [126] , PDP
as employed for feature importance, and the impact of floor area
as much larger than building ID because the PDP curve of floor area
ad a larger variation. Mouakher et al. found that the dwelling type
nd the number of bedrooms were influential features for energy con-
umption prediction according to the PDP of the LSTM load prediction
odel [138] . 
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.3.4. Other techniques 

Apart from the above-mentioned post-hoc techniques, some studies
dopted less-popular techniques. Many studies adopted various tech-
iques to obtain the importance of features. For example, permutation
mportance calculates the importance of a feature by shuffling the values
f the feature. The feature is important if the model prediction shows a
ignificant error when shuffling a feature. Carlsson et al. evaluated the
mportance of features of an ANN for electricity prediction using per-
utation importance [ 91 , 92 ]. Similar to PDP, permutation importance

s biased when features have a strong correlation. Zhang et al. adopted a
imensionless sensitivity index to quantify the feature importance, and
he results showed that time-lag features of cooling load were more in-
uential than other features [108] . Kim and Cho used Kullback–Leibler
ivergence to measure the relevance of features on prediction using la-
ent states of the encoder-decoder model [135] . Tree-based methods can
valuate the importance of each feature by calculating the contribution
f each feature to decrease impurity within the tree model, such as RF
 133 , 137 ], gradient boosting machine (GBM) [137] , XGBoost [ 98 , 137 ],
nd Cubist [136] . In [136] , Cubist regression was used for building load
rediction. After the importance of features is ranked, the authors found
hat outdoor air temperature and holiday index were influential exter-
al factors, and one day-ahead and one week-ahead energy load were
nfluential internal factors. 

The gradients of neural networks contain the importance of input
eatures to the model output. Sipple et al. proposed an unsupervised
nomaly detection method to detect the failures of power meter devices
n 145 office buildings and adopted integrated gradients approach to in-
erpret anomalies by analyzing the most influential input dimensions for
ormal and abnormal samples [107] . Similar work was done by Wang
t al. by employing gradients of the ANN models, which quantified the
arginal impact of the feature on the prediction based on the backprop-

gation rule [123] . Besides, gradients of the ANN were used to select
mportant features in their study. 

Counterfactual explanation generates local interpretation of a sam-
le by creating nearby samples with the smallest changes in features
hat change the model output. Sakkas et al. first selected features via sta-
istical analysis and then used the Diverse Counterfactual Explanation
DiCE) framework to perform counterfactual analysis for interpreting
nergy demand forecasting [118] . 

ELI5, short for explain like I’m five , is a Python package aiming to
nterpret popular black-box machine learning models such as XGBoost,
ightGBM, CatBoost, Keras, and Scikit-learn. Sarp et al. used ELI5 to in-
erpret the XGBoost model to facilitate the deployment of the ML-based
enewable energy prediction model [120] . Time index and irradiance
ere the most influential feature for the XGBoost model to predict solar
ower generation overall. Besides the global interpretation, the authors
lso investigated the local interpretation of two samples using ELI5. Sim-
larly, Kuzlu et al. used ELI5 to interpret renewable energy prediction
odels [102] . 

Some studies attempted to approximate black-box models for build-
ng energy management using simple and interpretable surrogate mod-
ls. Zhang et al. trained a rule-set surrogate model to replace the RF
odel for building energy prediction [126] . The study [115] used a

urrogate model to replace the multi-objective optimization algorithm
or HVAC setpoint control. Moreover, results showed that simple DT-
ike rule sets could achieve about 90% of the detailed model predictive
ontroller performance and save substantial computational costs. In the
tudy [139] , a novel rule extraction algorithm was used to interpret the
lobal features of the load prediction model. 

.3.5. Summary 

Post-hoc interpretability can evaluate and compare different ma-
hine learning models, allowing for selecting the most effective model
or a given building energy management problem. According to Fig. 12 ,
IME and SHAP are the two most popular post-hoc techniques for ex-
laining the predictions or decisions of ML models. Both techniques are
14 
odel-agnostic and have their pros and cons. Although LIME is com-
utationally efficient, the interpretation obtained from LIME depends
n ML models, meaning that LIME has poor instability compared with
HAP [143] . SHAP, owing to the concept of cooperative game theory,
as better stability and fairness. Another advantage of SHAP is its flex-
bility in generating both global and local interpretations. However,
here are also some problems with SHAP. First, the computational cost
s high if the number of features increases. Second, SHAP does not pro-
ide a surrogate model like LIME, so it cannot be used to evaluate how
n increase or decrease in a particular feature will change the output.
astly, the current visualization of SHAP does not have good readabil-
ty compared with traditional visualization tools such as line diagrams
124] . 

. Discussions 

.1. Benefits of interpretable ML 

Using interpretable machine learning in building energy efficiency
nd building energy flexibility offers several potential benefits. First, by
sing interpretable ML algorithms, building managers can gain a better
nderstanding of the factors that affect energy consumption prediction
47] . This can help them develop more accurate and efficient energy
anagement strategies, reducing energy waste and lowering operating

osts. Second, interpretable ML techniques can be used to identify the
actors that affect building energy consumption and production and to
evelop strategies for increasing the flexibility of building energy sys-
ems [ 99 , 133 ]. Third, interpretable ML algorithms can provide expla-
ations for their predictions, which can help building managers under-
tand the reasoning behind their energy management decisions [121] .
his can promote transparency and accountability in decision-making
nd enable building managers to make more informed and effective de-
isions. 

.2. Limitations and challenges of interpretable ML 

Although interpretable ML has gained increasing attention in build-
ng energy management in recent years, its broad application is faced
ith several challenges based on this literature review. 

The first challenge is related to the various terminologies adopted to
escribe the interpretability of ML models. In the literature, the most
ommonly used terminology is interpretable machine learning (e.g.,
93] ) and explainable artificial intelligence (e.g., [105] ), and some stud-
es have adopted less popular terminology such as model interpretabil-
ty (e.g., [79] ) explainable machine learning (e.g., [72] ). Some stud-
es adopted terminology related to specific applications, such as inter-
retable building energy benchmarking [133] . Although interpretability
nd explainability are often used interchangeably, there is a subtle dif-
erence between interpretability and explainability. Interpretability rep-
esents the extent to which the model input and output can be observed
n a causal way. For example, linear regression determines the coeffi-
ient for each input feature, representing the causal impact of each input
eature from the viewpoint of the regression model [144] . As shown in
ig. 1 , models with high accuracy usually have sophisticated structures
nd low interpretability. In other words, a model with high interpretabil-
ty can be understood by users intuitively, but this does not indicate the
egree to which the model approximates reality. Explainability, on the
ther hand, is about the explanation for the prediction and the reason
hy users should trust the model. For example, the proposed building

nergy benchmarking approach can explain why a building achieves a
articular score using SHAP [99] . Therefore, researchers may find it con-
using to collect related studies and conduct exhaustive reviews, which
s the intention of this review. 

The difficulty in describing interpretability also leads to incompa-
ability between studies dealing with the same tasks. The traditional
L paradigm can use model accuracy or error metrics to compare the
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erformance of the two methods. However, for interpretable ML, the
nterpretability of the two methods is usually difficult to measure and
ompare, especially for ante-hoc techniques. Besides, model interpreta-
ions should be consistent and stable [25] . Consistency means the ex-
lanations for two models trained on the same task and similar predic-
ions should be similar. Stability requires explanations for similar sam-
les (with similar features) are similar. Up to now, only a few studies
ave analyzed the consistency and stability of post-hoc techniques. In
117] , it was observed that feature rankings for RF, kNN, DNN, and lin-
ar regression (LR) using SHAP were slightly different because of the
ifferent structures of the models. Sakkas et al. used counterfactual ex-
lanations to perform counterfactual analysis for local interpretability
nalysis. They found that the counterfactuals yielded from the linear re-
ression and ANN models were quite similar despite the huge structure
ifferences between the two models [118] . Wastensteiner performed the
ost in-depth experiment to analyze the consistency and stability of
ifferent post-hoc techniques. He compared the consistency and stabil-
ty of LIME and SHAP in forecasting building energy consumption, and
he results showed that SHAP outperformed LIME in both metrics. Gao
t al. compared the post-hoc interpretation from RF and LightGBM us-
ng SHAP [130] . They adopted SHAP to interpret two different diagnosis
odels (RF and LightGBM). It was found that the influential features of

he model output were similar, although the two models had different
tructures. 

Another challenge is related to the limitations of current inter-
retable ML techniques. LIME and SHAP are two popular techniques
uitable for all ML models. Ugwuanyi did a non-expert survey to test
he interpretability of LIME and SHAP for CO 2 prediction. All testers
esponded that SHAP is better than LIME in terms of the readability
f the output [122] . Kuzlu et al. also compared three interpretable ML
echniques (LIME, SHAP, and ELI5) for interpreting renewable energy
rediction [102] . They summarized that each technique had its advan-
ages and disadvantages. Generally, SHAP provides a more detailed in-
erpretation but is much slower than LIME and ELI5. Besides, LIME is
riticized for the instability of the explanations [ 93 , 143 ]. On the other
and, SHAP is computationally intensive, especially for large and com-
lex machine learning models, making it impractical to use in some
arge and complex applications. As discussed in Section 4.3.4 , some
tudies adopted feature importance from tree-based models as global
nterpretation. However, Chang et al. stated that using feature impor-
ance ranking methods in tree-based models such as RF and XGBoost is
ot reasonable because it violates the consistency principle of feature
mportance [100] . To this end, they adopted SHAP to reveal the most
nfluential features of PV power generation. PDP and ICE are intuitive
or global and local interpretation of black-box models, but they assume
hat features are independently distributed. The common disadvantage
f the above-mentioned post-hoc techniques is the neglect of the corre-
ation among features. Although powerful tools such as LIME and SHAP
an provide each feature’s positive/negative impact, they cannot offer
n-depth explanations for black-box models considering the possible cor-
elation among features. 

.3. Research directions 

Based on the literature, ante-hoc and post-hoc techniques have
hown their power to improve interpretability. In future studies, we be-
ieve interpretable ML will be employed extensively in various build-
ng energy management-related applications because of the compelling
eed for model interpretability with the rapid development and broad
eployment of ML. Several research directions are identified for maxi-
izing the values of interpretable ML in building energy management. 

The first research direction is to dig into the interpretability of ML-
ased classification tasks for building energy management such as FDD.
n the literature, most studies, with 75 out of 91 studies, focus on regres-
ion tasks such as load/power predictions that usually provide global
nterpretations to explain the most influential features for predictions.
15 
nly 13 of 91 papers deal with classification-related applications in-
luding FDD and load profiling. As demonstrated in other fields such as
ealthcare and biomedicine, interpretability is highly valuable to clas-
ification tasks as it can provide more straightforward explanations for
L-based decisions. For example, global interpretations can reveal the
ost important sensor measurements or variables for a fault in FDD

pplications, which is very useful for diagnosing the fault in facility
anagement. System operators usually have a stronger need for local

nterpretation of classification tasks such as FDD. For example, opera-
ors need explanations for a fault alarm, but they usually do not need
o know the specific reason for cooling load prediction. Furthermore,
xtracting interpretable rules from black-box models for classification
asks is valuable to overcome the difficulties of expert rule-based FDD
n real applications due to system diversities and uncertainties. 

Another practical need for interpretable ML in building energy con-
rol systems is the ability to understand the control strategies recom-
ended by black-box models. Most ML-based control strategies/policies

imply adopt the black-box prediction models to construct optimal ob-
ective functions based on physical knowledge, such as minimizing en-
rgy consumption while maintaining thermal comfort. Strictly speaking,
he control strategies/policies are not learned by ML. As a result, the in-
erpretability of those ML-based controls is a problem of interpretability
f the prediction models. DRL is believed to be a promising method for
fficient and flexible control in buildings [ 145 , 146 ] that learns control
olicies from the interactions between the reinforcement models/agents
nd the controlled environment. However, one challenge in deploying
RL models is the lack of transparency in the learning process. The con-

rol strategies recommended by DRL models may not be easily under-
tood by building operators or control engineers. This makes it diffi-
ult to implement and trust the model’s recommendations, especially
n safety-critical cases such as demand control ventilation [ 147 , 148 ].
o improve the interpretability of DRL-based control, the ante-hoc ap-
roach can be adopted by integrating domain knowledge into the DRL
odels during the model structure design or training process (such as in

52] ). As for the post-hoc approach, tools such as SHAP can provide clear
nd transparent explanations of the reasons behind the model’s recom-
endations [149] . In addition, surrogate models (refer to Section 2.2.1 )

an be developed to obtain the rules and decision boundaries of the
RL model. These measures to improve interpretability build trust in

he model and make it easier for building operators and control engi-
eers to understand and implement the control strategies. 

The interpretation of ML models can be customized for different
takeholders and applications in future studies. The necessity and aims
f adopting interpretable ML are usually not explained clearly in the
iterature. In practice, the level of interpretability required depends on
he specific application and the needs of the situation. For example,
ontrol engineers may need a higher level of interpretability to under-
tand the decisions and actions being taken by the model. At the same
ime, ML researchers may be more interested in the underlying algo-
ithms and data used to train the model. Building operators and owners
ay be more interested in the practical implications of the model, such

s how it will affect the building’s energy consumption and costs. For
xample, when poor energy performance such as low COP is detected
n chillers using data-driven methods (such as in [93] ), the operators
eed the details such as specific fault location and cause to support
he detection. More importantly, possible solutions to improve the effi-
iency of chillers. Regulators and policymakers, in contrast, emphasize
odel transparency more. In some applications, such as building energy

enchmarking, more attention should be paid to fairness and stability
n interpretability evaluation. Therefore, model explanations will have
etter applications if the aims and end-users are identified clearly. To
onclude, the specific approach to defining the needs for interpretability
ill depend on the specific context and requirements of the situation. 

Lastly, more benchmark datasets of good quality should be devel-
ped in typical applications to enhance the comparability between
odel explanations and boost the application of interpretable ML for
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uilding energy management. Interpretable ML is not as mature as gen-
ral ML that can be evaluated by accuracy (RMSE, MAE, CVRMSE, etc.),
omputation efficiency, generalization capability, etc. In the existing lit-
rature, the performance of interpretable ML has seldom been evalu-
ted, as interpretability is difficult to quantify. Building Data Genome

roject 2 is the largest open dataset for building energy prediction con-
aining energy meters from 1636 buildings [150] . However, there are
any missing values and outliers; thus, some studies only used part of

he dataset. Li et al. developed a synthetic building operation dataset
or building energy benchmarking, thermal and energy load predic-
ion, model predictive control, etc. [151] . The entire dataset was cre-
ted using EnergyPlus simulation, so its application is limited. In ad-
ition, there are some open datasets for FDD [ 152 , 153 ] and energy
enchmarking [154] . However, these datasets are suitable for develop-
ng data-driven models but not tailored for evaluating and comparing
odel explanations. Dedicated datasets for evaluating the performance

f interpretable ML should design not only training/test data but also
ypical regression/classification tasks according to practical engineer-
ng needs. For example, the dataset for chiller FDD should include nec-
ssary features such as temperature and water flowrate in the evapo-
ate/condenser. In addition, typical fault detection/diagnosis tasks with
arious data availability of labeled data should be designed to evalu-
te the generalization ability of models [41] . Based on the dedicated
atasets, evaluation metrics that quantify the quality of model expla-
ations should also be developed accordingly, such as stability and
onsistency. 

. Conclusions 

This article provides a comprehensive review of previous literature
hat utilizes interpretable ML techniques for building energy manage-
ent, which is a novel and promising research topic to facilitate the

doption and deployment of ML models in buildings. First, the appli-
ations of machine learning for building energy management in previ-
us studies are presented. Although ML algorithms have demonstrated
exibility in dealing with various tasks, criticism against the broad ap-
lication of ML exists because of the black-box nature of ML models.
he issues of the traditional ML paradigm call for the interpretability
f ML, i.e., interpretable ML. Second, the basics of interpretable ML are
ntroduced according to the taxonomy from the perspective of computer
cience. Then, the keywords and searching methods are presented. 

After the initial and final selection, 91 papers are analyzed in this re-
iew. The papers are divided into two categories: ante-hoc and post-hoc.
n each category, the papers are analyzed according to the type of in-
erpretable techniques. The main findings include: (1) load/power pre-
iction is the most popular application, followed by FDD in both ante-
oc and post-hoc categories, (2) the interpretability of neural networks
an be improved by adding physical characteristics, integrating domain
nowledge, or adopting attention mechanisms, (3) most reviewed stud-
es focus on global interpretability models, i.e., evaluating the overall
mpact of each feature on the model predictions, and (4) SHAP and
IME are two most frequently used post-hoc techniques owing to its
pplicability to all ML models. 

Although interpretable ML improves the trust in the application of
L for building energy management, the research is still in its infancy

nd faces significant challenges including (1) the difficulty in describ-
ng interpretability, (2) the difficulty in comparing model explanations
etween studies dealing with the same tasks, and (3) current techniques
uch as SHAP and LIME cannot provide extensive explanations. To fully
everage the power of interpretable ML and promote its application, we
ropose a few possible opportunities: (1) in-depth research can be car-
ied out for classification tasks such as FDD, (2) interpretable DRL mod-
ls can be developed for building control, (3) customized interpretable
odels can be established for different end-users and applications, and

4) open datasets with typical tasks tailored for interpretable building
nergy management are needed. 
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