Journal of Industrial and Management Optimization
Vol. 19, No. 12, December 2023, pp. 8691-8708
doi:10.3934/jimo.2023057

R
W

A REDISTRIBUTED PROXIMAL BUNDLE
METHOD FOR NONSMOOTH NONCONVEX
FUNCTIONS WITH INEXACT INFORMATION

MiING HUANGE*1:2 | Hul-MIN N1o®! |
SI-Da LN Z1-RAN YN AND JIN-LONG YUaNSS+!

1School of Science, Dalian Maritime University, Dalian 116026, China

2Department of Applied Mathematics, The Hong Kong Polytechnic University,
Kowloon, Hong Kong, China

(Communicated by Changzhi Wu)

ABSTRACT. In this paper, we propose a redistributed proximal bundle method
for a class of nonconvex nonsmooth optimization problems with inexact infor-
mation, i.e., we consider the problem of computing the approximate critical
points when only the inexact information about the function values and sub-
gradients are available and show that reasonable convergence properties are
obtained. We assume that the errors in the computation of functions and sub-
gradients are only bounded and in principle do not have to vanish within the
limits. For the nonconvex functions, we design the convexification technique,
which ensures that the linearization error of its augmentation function is non-
negative. Meanwhile, for the inexact information, we utilize noise management
strategies and update approximate parameters to reduce the impact of inexact
information. Based on this method, we can obtain the approximate solution.

1. Introduction. We consider the nonsmooth unconstrained optimization prob-
lem

min f(z), z € R", (1)
where f(z) is a nonsmooth and nonconvex function.

Proximal bundle methods are currently one of the most effective optimization
methods for unconstrained convex problems with discontinuous first derivatives [26].
The bundle method is based on the subdifferential estimation, which asymptotically
ensures that the first-order optimality conditions are satisfied [3, 24, 25, 33, 34]. Of
these dual methods, little attention is paid to how to model the objective function
using the tangent hyperplane. The original form of the convex bundle methods are
sometimes referred to as the stabilized cutting-plane or proximal bundle method,
were mostly developed in the 1990s. The minimization of nonsmooth convex func-
tions given precise information has been successfully achieved in several ways. The
most popular of these is the level bundle method and the proximal bundle method
[11]. Recently this method is applied to space-decomposition scheme for solving the
eigenvalue problems [18]-[12] and convex problems [30, 31]. In fact, such methods
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are currently considered to be the most efficient optimization methods for non-
smooth problems; see [27, 29, 43, 42] for more detailed reviews.

The nonsmooth and nonconvex function can be found in many optimization
problems such as large-scale lagrangian or semidefinite relaxations and stochastic
simulations [6, 26, 38, 40, 42]. There are errors in the calculation of the function
and the subgradient, making it impossible to determine the exact values. Particu-
larly, in some circumstances, the function being considered is so complex that it is
challenging to compute or exact information is not accessible, and the problem is
tackled by getting inexact information in order to speed up the computation.
Example 1(The eigenvalue optimization or semidefinite programming) Considering
the maximum eigenvalue function,

f(@) = Amaz(A(2)),
where the matrix A : R — S™, m x m is the space of symmetric matrices. Each
element in A(z) is a smooth function of z.

Obviously, for fixed € R™, the maximum eigenvalue function h(C) = Apax(C)
is a positive homogeneous function, where C' = A(x). Since the maximum eigenvalue
function is non-smooth, the composite function f(x) is also non-smooth, and it is
also a nonconvex function [2], unless every element of A(x) is a affine function of x.
Example 2(Sum of Euclidean parametrization) Given a series of smooth vector-
valued functions {@1,---, ¢}, where ; : RN — R™i i =1,--- I, XI_ |p;(2)]
is a composite function with m = %._;m; components, where the inner layer
mapping is

C(LE) = (901’ T ,(PI)-
The outer layer function is

h<Clv te 7Cm) = 27{:1‘(0 = Z;;ﬁmk +1,-- az};::lmk)h

where C; € R™. When I = m; = 1, let ¢; = as2? + a1z + ag, as # 0, then the
function h(c(x)) is convex, if and only if a? < 4agap. This function is nonconvex
and nonsmooth in other cases.

Example 3 (Minimax optimization problem) The form to the minimization of a
function is

f(z) = max fi(z),

the functions f;(-) that are often smooth but occasionally may be nonconvex. When
the set I is bounded, as it is in [6, 42], it is simple to achieve controllable accuracy
even though it may be impossible to assess f accurately in some situations.
Example 4 When a Monte-Carlo simulation-estimated expected value is used to
represent the objective function [40]. By utilizing the central limit theorem and
running the simulation numerous times, errors can be managed and minimized.
Similar to the stochastic simulation providing the objective function, probability
distribution functions can be used to understand the errors in the function and
subgradient values.

Bundle method can be viewed from a “primitive” perspective as substituting
the actual objective function with a model made by information bundles of data
from previous evaluation points and their corresponding function values f and the
subgradients g. Particularly, the proximal bundle method [11] computes the model
function’s proximal point in order to provide bundle elements and better minimizer
estimations. The goal of this work is to modify one such approach to accommodate
both nonconvex objective functions and inexact information. The direction of this
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work is to adopt this approach to deal with non-convex objective functions and
inexact information. After the first study of bundle methods for convex problems,
the problem of (locally) minimizing non-smooth and non-convex functions using
exact information was considered in [19, 34] and more recently [7, 8, 21, 32]. They
prioritize satisfying first-order optimality requirements by directing some convex
combinations of subgradients in that direction [25, 28, 32]. All of these strategies,
deal with nonconvexity by reducing the so-called linearization errors if they are
negative.

In the convex case, for various algorithms, studies are carried out in [1, 22, 35].
In the nonconvex setting, inexact evaluations of subgradient algorithms have been
researched in [45]. In this paper, only inexact information is available, based on pre-
vious studies on determining the proximal points of nonconvex functions, in order
to develop the proximal bundle method applicable for nonsmooth and nonconvex
functions with inexact information. The problem can only call the inexact oracle.
Given a point =7, we can not obtain exact function values and subgradients, just
some estimates of the function value 27 and the subgradient at z7 instead. There-
fore, the obtained information is f/ ~ f(2’) and ¢ ~ g(z7) € df(2?). Handling
the inexact information is a natural challenge in many modern applications. We
assume that inexact information is provided in such a way that the errors in the
function values and subgradients are bounded by a universal constant. Although
the algorithm and convergence analysis do not require knowledge of these constants,
they do need to be present over the entire compact set of constraints. Unlike past
research on inexact subgradient method, both [35] and [45] allow for nonvanishing
noise. That is to say, the evaluation of subgradients being asymptotically tightened
is required. The inexact estimation of function and subgradient values in the convex
bundle method can be traced back to [20]. However, the noise in [20] disappears
asymptotically. The first work considering nonvanishing perturbations in bundle
methods seems to be [10]; but only function evaluations were required to be exact,
whereas subgradient values could only be approximated. Nonvanishing inexactness
was first introduced in [44] and extensively researched in [23] for both functions and
subgradient values (still in the convex case). A unified theory on convex inexact
bundle methods is elaborated in [37]. In our work, the behavior of the redistributed
proximal bundle method given by exact information [8] for non-convex functions is
considered. To our knowledge, the other work dealing with inexact information in
bundle methods for nonconvex functions is [9, 36]. If the linearization errors are
negative, the approach of [36] uses the “downshift” process to modify them. Our
technique tilts its slopes in addition to downshifting the cutting-planes, and there
are of course additional algorithmic changes. In this study, we apply the redis-
tribued proximal bundle method to solve the nonsmooth and nonconvex problem
with inexact information. Other significant variations from [8] include: we use in-
exact data in our study, only exact data are used in that one, it’s going to be more
complicated to deal with and more difficult to solve.

In this paper, for a class of inexact nonconvex optimization problems, we propose
a redistribued proximal bundle method to solve problem (1). Specifically, we design
“convexifying” techniques for nonconvex functions to ensure that the corresponding
linearization errors are non-negative, and then we employ a redistributed proximal
bundle method to solve. The rest of this article is organized as follows. In Section
2 we review some variational analysis definitions and results required for this work.
Section 2 also includes the main assumption for the functions considered in this
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work, and some basic results arising from the assumptions. In Section 3 we review
how bundle methods work in a convex setting and discuss how requirements change
in a nonconvex setting with inexact information. We provide the details of the
algorithm developed in this paper. Section 4 examines the convergence properties
of the algorithm.

2. Preliminaries. In this section, we review variational analysis concepts and find-
ings that will be relevant to this paper. It is worth noting that we make use of the
limiting subdifferential, denoted by df(Z). Specifically, if f has a regular subdiffer-
ential at T,

Of(z) = {g €R": lim inf LB —T@ —loz-2) o}, (2)
TF AT |z — Z|
the limiting subdifferential is defined by
of(z):=lim sup Of(x). (3)
TIE f(x) > f(®)

We call these elements of subdifferential subgradients, which are usually denoted
by the element g.
In this article, the objective function f(z) is a nonconvex nonsmooth lower —
C? function. The definition, properties and some assumptions of the lower — C?
function are described below [[41], Definition 1.23, p.20].
(1): A function f is a lower — C? function on an open set O, if f is finite on
the open set O and for any point z, there exists a threshold r° such that for
all r > 70, f + 5 ||2 is convex on an open neighborhood O’ of z.

(2): A function f is prox-bounded when there exists R > 0, such that the
function f + g ||2 is bounded below and the corresponding threshold is the
smallest rp, > 0, f + g HQ is bounded below for all R > .

Now for problem (1.1), the basic assumptions are given that depend on the given
parameters x° and M.

Assumption 2.1. Given 2° and My, there exists an open bounded sets My, such
that

Lo:={zeR": f(z) < f(z°)+ My} CO.

The following proposition gives an important property about the lower—C? func-
tion, basically related to the existence of uniform bounds for the various thresholds
involved.

Proposition 2.2. ([41] Prop. 10.54)For a function f satisfying Assumption 2.1,
the following holds:
(1): The level set Ly is nonempty and compact.
(2): The function f is bounded below and proz-bounded with threshold rp, = 0.
(3): There exists p' > 0 such that, for any p > p'® and given any y € Lo, the
function f+ §|- —y|? is convex on Ly.
(4): The function f is Lipschitz continuous on Ly.

Another result of the Assumption 2.1 is that the proximal point mapping pg,
defined as:

pef(o) i= angmin { () + Rl ~ ol | (@)
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is single-valued and Lipschitz continuous on Ly [41], provided the prox-parameter
R sufficiently large. By [[41], Thm 2.26] it is clear that, in this case, R sufficiently
large means that R > p', where p'? is the value in item (3) in Proposition 2.2.

It is relatively simple to define the concept of inexact information for function
values. Given a point z and a certain amount of error tolerance k > 0, F' € R
approximates the value f(x) within x, meaning |F — f(x)| < k. For the subgradient
values, of course, the notion of inexact information allows for more interpretation.
The closed ball in R™ centered at « and radius p > 0 is denoted by B,(z). We will
consider the following estimates, which make good sense especially in the nonconvex
case. At a point z, an element g € R™ approximates within tolerance 6 > 0 some
subgradient of f at point z if g € 8f(x) + Bg(0).

The algorithm deals with inexact information. We denote the current iteration
index j with iterate point z7, and the stability center #¥. We present inexact
function values and subgradients as follows:

fi=f(a?) — K, where 7 is an unknown error,
fF = f(@k) — &, where 47 is an unknown error,
¢’ € Of(x7) + Byi(0), where €7 is an unknown error.

It should be noted that the sign of errors 7 is not specified, the true function
value can be either overestimated or underestimated. The error terms x’ and 67
are assumed bounded:

|,‘<Lj‘ <K, 0<6 <0, for all 7,

their bounds &, 6 are usually unknown.
k

If the function f is convex and exact in data, the linearization error ej:

= 1 (#4) = £ () - (glal), 3 — o) 20, ®)

where 2% is a stability center, g(z7) is an exact subgradient of df(x7).
The accumulate linearization for f is:

fi@) = f(27) +(g(a’), z —a’). (6)

The classical cutting - plane model for f is:
max{ij(m) rjeJh={1,-- k}}
— max {£ (o7) + {g(a?), 0 — 7))}
jeJ*k

= f (&%) +jnéz}>l§{—e§ + (g(2?),27 —&")} . (7)

k

We use inexact information in our setting. We also need to take into account
the possible nonconvexity of f(z). In accordance with the redistributed proximal
bundle method of [8], we have the following strategies.

The linearization error of the objective function f(x) is as follows,

e =" (g #" —a), (8)
and the argument function is:
on (o) = 7+ Ljad — 42, (9)

According to the properties of lower — C? functions, 7 is a threshold, when 1, > 7,
the argument function is convex. Specifically, @y (fck) = f*.
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The linearization error of e’; ; 1s expressed as:

el =or (&%) — or (27) — (g, 2" — 27)
Nk, i .
= 67)‘27], + ?|x3 _ xk‘Q

>0, (10)

there exists g7 € Of (%) + By, (0), 9; = g7 + i (27 — 2F) € gy, (27) + By (0).
A convex piecewise - linear model is:

Pu(@) = max {or(e/) + (g, v = 2/)}
:fk—l—jrré%{—eI;J+<g§,,x—§:k>}. (11)

k+1

The new iterative point x is given by the following QP subproblem,

~ ~ . ~ k o
2= G (3%) = angmin, {Bu(e) + 1| — 412} (12)

where py is the pro-parameter. Notice that n; > 7, @i is convex, so the quadratic
subproblem is a strongly convex problem. The relationship between the new gen-
erated point and the current stationary center is demonstrated by the next lemma.

Lemma 2.3. @y is piecewise-linear, this means that there exists a simplicial mul-
. . k
tiplier a?’ a? € R I’ a? >0, le]il CV? =1,

3= ajg =" af (¢ +m (@7 — "))
jeJk jeJk
Y iAk_
Kk

According to the optimality condition of the above subproblem, the following rela-
tion are drawn,

0€ ok (2%) + %lx’““ — %2, (13)
and a; = (oz]l7 oz?, e af) is the solution to
. 1|ak|2 k k
min 5 + azer s
a;?eR\Jk'\ 2 |g | 'ukjeka I
k |kl Kk _
s.t. af >0, Y.l o) =1

Proof. The QP subproblem (12) is

s~ sk Hi <k2
i 2 () % e =

It is equivalent to the following problem,

min ¢+ 4|z — 2F[?
t,x€R™

s.t. —e’fm + <gé,x — :Ek> <t.
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Introducing aj € Rl‘]"", the corresponding Lagrangian function is:

E(m,t,a)—t—i— — &7 + Za; ¢,j+<9$’1’—fﬁk>—t)
jeJk
k T __£k|2_+ j{: Oﬁ <g¢717—-$k +_ 1— j{: aj t— j{: ajeiJ.
jeJk jEJk jeJk

Because the dual gap is 0, we can get it by solving the original problem or the
dual problem:

min max L(z,t,a) = max min  L(x,t, o). (14)
(z,t)ER" X R (e RIJF| acRIT*I (z,t)ER"XR

Because both the original problem and the dual problem have finite optimal
values, and t € R, ) a¥ =1, then (14) can be transformed into

jeJk
min max L(z,a) = max min L(x,aq), (15)
TER™ (cRIJF acRIJF| zER™

where
A Mk A i A
L(z,a) = f(&*) + 7|x —&k2 4 Z o (g, x — a:k> — Z aje’;j_
jeJk JjeJ*F

Consider the above dual problem, optimal conditions of the minimization prob-
lem for a fixed a is x(a) = argmin, L(x,«), if and only if 0 = V,L(x, ), that
is,

0= pu(( )+ Z aﬂg@
jeJk

Specifically, when o = oy, z(a;) = 2%+, Next we prove §* € dpy (x*+1)

0 € dyy, (xk‘H) + pk (J:k'H — ka)

= Oy, (1) Z ;g
j€s

Multiply each side of the equation by x(a) — 2% and Z]eJk a]gw,

)

0= ||2(c) — 2* ‘2 + Z a; (gL, z(a) — z*)
jeJk
= X oy {ahale) =) = | 3 gl
jegk j€i*

This means that

pur|(ex) — *I AR

JG]k

L(z(a) | Z a3g¢|2 Z ozjelfo,j.

jeJT* jeJk

and

In summary, o; is the solution of

R i ok
max £(x(a), ) = félﬁ{mk‘ > aighl? = > agel )

jeJk jeJk
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We finish the proof. O

In addition, the following relations hold:
gk? € aSZk (xk+1) )

o (2°) + @k (2"7) = 15 — o1 (2%) + & ()
= pp|zPtt — 2F)? 4 Z a?eid
jeJE
The following conclusions can be drawn from Lemma 2.3,

1 )
d" =M — @b = ——gF where §" =) afgl. (16)
" jEJF

Once the new iterate is known, we define the aggregation linearization,
p_i(x) = @k (xkﬂ) + <§k,a: — xk+1>. (17)

Thus we have,
Yk (mk:+1) = o (ZL’k+1), gk: e a@k ($k+1) , and

=Vy_i(z), forallze R". (18)
By the subgradient inequality, we can obtain:
o—r () < @ (x), for all z € R™. (19)
The aggregation errors are defined by
— 31 (E%) — Bl < k>
— kg ( k+1)+<g xk-s-l xk>
> 0. (20)

Using oy (i:k) = f* and the optimal multipliers from (16), this gives the following
alternative aggregate error expressions:

e; = Z O‘?ei,j' (21)

Similarly, we get the aggregate linearization by (17),
_k(z) = f*+ < x—xk>—e¢.

Any choice for convexification parameter that keeps eq, ; in (10) is acceptable.
We employ a redistributed proximal bundle method in our analysis,

) —26’; j
> maxd  max  ——i b4 (22)
JETR wiFEk |xi — ik
— k .
for the (small) positive parameter -y in the above equation, the term  max %
jEJTk xitik |wd —&F|

represents the smallest value of 7 to suggest that linearization errors of the “locally

convexified” function remain nonnegative for all j € J*: e’; ;T 2ad — 2F12 > 0.

The nonnegativity of ny"
0, adding the“safeguarding” small positive parameter makes 7;

than the minimal value.

is obtained by taking the maximum of this term with
min strictly greater
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3. Algorithm statement. As described in Section 2, previous extensions of the
bundle method to nonconvex settings usually depend on redefining the linearization
error so that it is non-negative. After computing the new iteration, we first check
whether it provides sufficient decrease of the objective function to the previous
stabilization center (both are, of course, inexact values in our setting).

Since 2**1 is the solution to the QP issue in (12), the predicted descent is defined,

. % A _
Sppr = L %|xk+1 B xk|2 A (xk+1)

_ k+1 _ ~k|2 k_k Mk k+1 _ k|2
= pg|x® T — &Y +Zo¢jeip7j+5|z — 7% (23)
jeJk
For convenience, we have temporarily removed the iteration index from the no-
tation. To define the QP problem, the current proz-parameter R is divided into
two non-negative terms n and p. Using 1 as the convexification parameter and u as
the model prox-parameter, satisfying R = n + p,
prf* = puer (%) . (24)
Along the iterative process, R, p and 1 have to be suitably modified.
So equation (23) can be transformed into

Ry + g

5k+1 = 5 |:I:k+1 — i‘k|2 + ez (25)
Note that since ez > 0 by (20), it follows from (25) that
Ok+1 > 0. (26)
Hence,
R
Bt > EElah = GH2 4 Tefah - ah2 = SEaht — ahpR, (27)

Algorithm 3.1 (Noconvex Nonsmooth Redistributed Proximal Bundle Method
with Inexact Information) Given a procedure that provides an approximation f of
f(x) for each z, and the corresponding approximate subgradient value g.

Step 1 (Input and Initialization) Choose an initial starting point 2° € R", 7 € [%, 1)
and unacceptable increase parameters My > 0, and Ry > 0. Select parameter v > 0
and a stopping tolerance TOLg,, > 0, m € (0,1), and a convexification growth
parameter I' > 1, place the initial iteration counter £ = 0, the bundle index set
JO =0, and the first candidate point 2° = £°.

Compute the inexact oracle values fO = f0, and the initial prox-center £° = 29,
g" € 0f(2%) + Byo(0). Setting the starting prox-parameter distribution (ug,n0) =
(Ro,0).

Step 2 (Model Generation and QP Subproblem) According to (12),

2 = P (#%) = argmin { Gu(a") + 5w — 542 (28)
Define the predicted decrease from (25),
Ry + A
Opgr = —BTHR kL gkj2 oo (29)

2

Step 3 ( Trial Point Finding and Stopping Test) Given the model @k (x) defined
by (11), compute the direction zFT! — #*. Define the associated §* by (16), ez by
(20), and dg41 by (23). If dk41 < TOLgtop, stop.

Step 4 (Noise Management) If relation (27) does not hold, set pr41 = Tug, k =
k+1, go to Step 1.
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Step 5 (Serious Step Test) Call the inexact oracle to obtain f¥*1 and g*+! ¢
DF (&) + By (0),
< R —mp, (30)
and loop to Step 2.
If this condition is hold, declare a serious step, set &FT1 = g+l frtl = fht1

Otherwise, declare a null step, set k + 1 = k, #F+1 = gk frtl = fk,
Step 6 (Update n)

Mot 3= if et < s
Mer1 =y and Ry = pg + e 3 ] > mg,

where nj'l5 is gived by (22).

Step 7 (Update p)

If fE+1 > fk + My, then target growth is unacceptable.
Restart algorithm via settings,

M0 = Mk, Ho = L', Ro := 1o + o
2% = &% k(0) := 0, Jp := {0}.

and loop to Step 2.
Otherwise, in the case of serious steps, increase k by 1 and go to Step 2.

Remark 3.1. Note that the update of elements in the bundle is not explicitly
stated in Algorithm 3.1. The update strategy is different for null and serious steps.
When a serious step occurs, the newly generated point is considered as a new
proximal center and the corresponding linearization error in the bundle is updated.
When there is a null step, the proximal center remains unchanged and only the
newly generated information is added to the bundle to improve the accuracy of the
model. As the iterations proceed, the elements in the bundle may be too large, thus
reducing the efficiency of the algorithm. So, we can adopt the compression strategy.
For the compression strategy, the number of elements in the bundles can be at least
two, the aggregate information and the new generated information. It should be
noted that although the compression strategy does not impair the convergence of
the algorithm, it may affect the effectiveness of the model, if the number of elements
in the bundles is too small.

In order to prove the convergence of the algorithm, we will make the following
assumptions.

Assumption 3.2. The cardinality of the set {j € J* | of > 0} is uniformly

bounded in k. !

The above assumption can also be seen in [47]. The reason is that most (if not
all) active set QP solvers choose linearly independent bases. In the expression of
G" in (16), this means that the QP solver gives solutions with no more than & + 1
positive simplex multipliers (such a solution always exists by the Carathéodory).
Similar assumptions of QP solvers have been used in different QP-based methods,

especially in the bundling process in [5].

Assumption 3.3. The model convexification parameter sequences {7} is bounded.
When the function information is exact, Boundedness of {n;} for the lower — C?

case has been shown in [8]. However, it is theoretically possible in our setting that

inexactness leads to an unbounded {7y}, even if the objective function is convex.
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4. Asymptotic analysis. We now analyze the different cases that may occur when
Algorithm 3.1 loops forever. In the convergence analysis of the bundle method, we
usually consider the following two possible cases.

e Hither there are an infinite number of serious steps;
e or there are a finite number of serious steps, and then an infinite number of
null steps.

Lemma 4.1. Suppose the above Assumption 3.2 holds.
(i) If eg — 0 as k — oo, Zjeﬂaﬂxj—iﬂ — 0 as k — oo.
(ii) If, in addition, Assumption 3.3 holds on the subset K C {1,2,...} and #* — 7,
¥ — g as K 5 k — oo, then we also have
g € 0f(z) + By(0). (31)

(iii) If, in addition, g — 0 as K > k — oo, then T satisfies the following approxi-
mate stationarity condition:

0 € 0f(z) + By(0). (32)
(iv) In addition, for each € > 0 there exists p > 0, such that f(y) > f(Z) — (6
e)ly — &| — 2k, for ally € B,(Z).
Proof. For the interpretation of the convexification parameters, in (22),
—2¢ek
max ——— > 1 35
jeTk @i £k |pd — k|
represents the minimal value of 77 to imply that for all j € J* the linearization errors
of the “locally convexified” function remain nonnegative:

220

€fi T g o — 2

for all j € J*. Tt is then easily seen that, for such 7 and for n and n, > n + v, we
have that -
k
¢rit g
: k k i ak|2
Since o and e ; + e ’ac] - |
k( k i~k
follows from (21) that of (ef  + % |27 — &
k(K Nk 2 Yo kg _ sk
ajlef; + 5 ) = (o) — 2
Thus, oz;? |xj — £k| — 0 for all j € J*. Hence, by the Assumption 3.3, the sum in
the item (i) is over a finite set of indices and each element in the sum tends to zero,
this demonstrates the claim (i).
For each j, let A7 be the orthogonal projection of ¢/ on the convex and closed
set 6f(xj) it holds that |¢/ — h/| < 67 < 6. By (16), we can get,

Zagj—i—nkz (27 —

2

27 — a4 > 3 fo? -t

are nonnegative, and ozf <1,if ez — 0 then it

2) — 0 for all j € J*. Hence,

|27 — ") > (a)? (efj+—|xﬂ—:ﬁ’“ )2 0.

jeJk jeJk
= o+ > ok (¢ W)+t D ok . (33)
jeJE jEJF jeJgk

Let J be the set of all j € J* such that liminf a? > 0. Then item (i) implies
that |27 — &% — 0, thus,

led — & < |27 — 2%+ |2% — 2] — 0.
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As hi € df(x7) + By;(0) and 27 — z for j € J, and {af} — 0 for j ¢ J, passing
onto a further subsequence in the set K (if necessary), the outer semicontinuity of
the Clarke subdifferential ([41], Thm 6.6) implies that

lim a?hj € 0f(z).

k—o0

jeJk

Note that the second term in (33) is clearly in Bg;(0), while the last term tends to
zero by item (i), this shows the assertion (ii).

The term (iii) follows from noting that §* — 0 as K > k — oo. Adding the
inclusion and result (ii) gives (32).

We finally prove item (iv). Fix any € > 0, let p > 0 be such that (ii) applies to Z.
Let y € B,(Z) be arbitrary but fixed. We can consider that J* is a fixed index set,
let J be the set of j € J* for which |2/ — £¥| — 0. In particular, it then holds that
z7 € B,(z). By (i), we get that {af} — 0 for j ¢ J. Since the objective function f
is a lower — C? function, given an open set €, combining ([4] Thm.2, Cor.3) with
([46], Prop.2.4), the following statements are equivalent.

Vz e Q,Ve>0,3p>0: - flx+a) > f(z) + (g,a) — la]
Vo € B,(z) and g € 0f(x). whenever |a| < p and z + a € B,(Z).

Using the above information, for j € J, we can obtain that
f@) > +{dy—a)) + & + (W — ¢y —a?) —ely — 2|

>4+ (gy—al)y+ v — (67 +e)|y—a7].

According to (8) and the definition of linearization error, we have
P =) = 1 = (35—
Therefore, it is obvious that
f) = f* = efy + (o' y =3 + ) = (07 + ) [y — 7).

Since 2|27 — &¥|? > 0 and gi; = ¢’ +ni (27 — 2*), we obtain that
f) = £ (@) —el 4k, y— %) —ne (a7 — &%,y — ") +wT+R— (07 + &) |y — 27|

Taking the convex combination in the latter relation using the simplicial multipliers
in (21) and using (16), this gives

DYk >3 ak (F () — ek + oy <za y_>

jed jed jed
+Zaf (K + &) — ((‘)j—ké)Zaf’y—xj‘
JjeJ jeJ
) ak —ep+ (g y— ") = ok (gl y - i*)

JjeJ j¢J

- <Zaf (a7 — ") ,yfv’“>
jeJ

— 2K — (9—&—5)204? (|y—;%k’ + |27 —fck‘),
jeJ
using item (i) and also that {a} — 0 for j ¢ J, we obtain that,
fly) =2 (@) = (0 +e)ly — 7| - 2~
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The proof is done. O

4.1. Infinite number of serious steps.

Theorem 4.2. Let the algorithm generate an infinite number of serious steps. Then
Ok+1 — 0, as k — oco. In addition, if the Assumption 3.3 hold, we have,

(i) If k2:21 ;le = 400, then as k — oo, we have ez — 0. There exist K C {1,2,...}

and %, g such that {#*} — 7, ¥ — g, and §* — 0 as K > k — oo. In particular,
if Assumption 3.2 holds, then Lemmas 4.1 holds;
1

(i) If liminfy_, o e 0, then these assertions hold for all accumulation points T

of the serious step sequence {ik}
Proof. At each serious step k, the relation (30) holds. We have that
PP E = mbi, (39)

where g1 > 0. Therefore, the sequence { fk} is nonincreasing. Since the sequence
{#*} is bounded, by our assumptions on f and #, the sequence {f(2*) + &} is
bounded below, i.e., {f*} is bounded below. Since {f*} is also nonincreasing, we
conclude that it converges.

Using (4.1), we have that,

P p—1
0<md o <30 (fF -4, (35)
k=1 k=1
so that, letting p — oo,
> A A
0< m; Opp1 < f1— Jim. 1. (36)
As a result,
— _ S Ry + k| w1 kg2
Zékﬂfz e¢+T|x —2%7 ) < +oo. (37)
k=1 k=1

Hence, 4, , — 0, as k — oo. Since all the quantities above are nonnegative, it also
holds that
Ry, + pk
2
Ity 2, ﬁ = +o0, but for some 3 > 0 and all k, |§¥| > B, then (37) with the
relation (16) results in a contradiction. The fact shows that no such f§ exists, by

the relationship between §¥ and ¥+ —2* in (16), means precisely that there exists
an index set K C {1,2---} such that

eg — 0, |eF — K12 50, as k — oo (38)

=0, K3k oo (39)

Passing onto a further subsequence, if necessary, we can assume that {2*} — z,
and §g* — g as K > k — oo. Item (i) is now proved.

If liminfy_ oo ,%k > 0, the second relation in (38) readily implied (39) for K C
{1,2---}. Thus, the same assertions can be seen to hold for all accumulation points
of {#F}. This completes the proof. O



8704 M. HUANG, H.-M. NIU, S.-D. LIN, Z.-R. YIN AND J.-L. YUAN

In the following, we consider the case where the number of serious step is finite.
That means after a finite number of iterations, the stability center does not change,
i.e., there exists an index k and from then on, the stability center is ¥ = & for all
k > k, and only null steps follow. The following formula is referred in the proof
process which are easy to be verified by the corresponding definitions. Specifically,
by (8), we see that,

k k k ~k
= el (gt - ) (40)
Kk A N .
_ _EZE (Hk | gntt k2 Zﬂ +{g L (x E+1 xk) Lt xk>
; . k41 )2
__(fk_fk+1_<gk+1,$k_zk+1>> - & |xk+1_1,k

+ <gk+1 R _ Ak> T |xk+1 _ 4k 2

L Mk+1 E: k1l _ sk

Hence, whenever xk+ is declared as a null step, the descent condition (30) does
not hold. Meanwhile, by (40), we have

k k A
—e e + < Dttt = xk> > —mlp41. (41)
4.2. Finite serious steps followed by infinitely many null steps.

Theorem 4.3. Let a finite number of serious iterates be followed by infinite null
steps. Let the Assumption 3.3 hold and liminfy_, L%k > 0. Then {3F} — %,

dk+1 — 0, ey — 0, and there exist K C {1,2,...} and g such that g = g as
K > k — oo. In particular, the conclusions of Lemma 4.1 hold for & = T if
Assumption 3.2 holds.

Proof. Let k large enough, so that k > k and 2% = 2, f* = f are fixed.
Define the optimal value of the subproblem (12) by,

Tk = G () + %‘xkﬂ — &R (42)

We first show that the sequence {¥*} is bounded above. Recall that, by (17),
§07k(§3k) _ Szk ($k+1) _ <gk7xk+1 _ i‘k> ) (43)
We then obtain that
ok 4 %mkﬂ _ i,k‘Z _ w,k(ik) + <gk7mk+1 _ £k> +,Ulc|55k+1 _ £k|2

= o k(@) < Gr(@") = fF,
since UF < f¥ it can be shown that {¥*} is bounded above.
We next show that {¥"} is increasing. To that end, we obtain that

( k+2) + N'k2+l |$k+2 _ i‘k+1‘2

k+1 _ ~
v = Pr+1(T

k N
> o (2" NZ |k +2 — 32
= R A R
k(xk-&-l) <gk’mk+2 _ xk+1> + %|mk+2 xk;_i,_l‘g

:\I,k_&‘xkﬂ d dk+1_dk>+ﬁ|xk+2_jk+12
’ 2

—.’IA’,'k|2 _,u/k:<
Z \Pk + %‘dk-‘rl _ dk|2,
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where d* is defined in (16).
It converges when the sequence {¥*} is bounded above and increasing. Conse-
quently, taking also into account that ux > uj, it follows that,

|d* Tt —d¥| =0, k— oco. (44)
Next by the definition of ;41 in (23) and the characterization of e in (20),

f=0k1— %k |5€kJrl — " + P («M)

> Sy1 + on (211,
therefore,
ka1 < ¥ — Gy (a"F1). (45)

According to the model assumptions, written for d = d*+1,

=P = (g ) 2~ (3 + ).
As f*1 = f adding condition (41) to the inequality above, we obtain that,

mdp41 + <gij}€1+1, ditt — dk> > f— P (& +d" ).
Combining this relation with (45) yields,

0< 5k+2 < m§k+1 + <g{;7+kl+1,dk+1 _ dk> .

Since m € (0, 1), by (44) and {n;} is bounded, <g£ﬁ€1+17 zhtl — £k> —0,as k — oo,
using [[39] Lemma 3], it follows that,

lim 5k+1 =0.
k—oc0

Rp+pk |, k+1
Betitg | pht1_

Since 041 = xk\g—i—e@ and liminfy_, ;le > 0, we have limy_,c e = 0

and limg_s o |[¢%| = 0. Also limy_, o d* = 0, so that limy_,o, 2* = 2. Passing onto a
subsequence if necessary, we may also conclude that ¢ converges to some g. Finally,
as &% = Z for all k, we clearly have all of conditions in Lemma 4.1 fulfilled. This

completes the proof. O

5. Conclusion. In this paper, we provide an implementable algorithm for solv-
ing nonconvex nonsmooth optimization problems with inexact information. Our
method just requires that the objective function is a lower — C? function, and only
gets inexact function values and subgradients, this assumption covers a rich family
of interesting problems.

By redefining the linearization error, we can deal with the inexact information.
Based on the convexification techniques, a locally convex model is created by the
construction of the lower — C? function. Then we can solve the minimization prob-
lem by creating a quadratic subproblem. Finally, we present redistributed proximal
bundle method. Any nonnegative initial values can be used for the convexification
parameter and prox-parameter in the algorithm, and they are changed according to
specific rules while the algorithm is executed. By specifying the inexact information
of the convex function, our approach can be used to solve the convex programming
problem if the convexification parameter equals to zero or any other positive con-
stant.
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