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Significance

The nearby cities of Iquitos (Peru) 
and Manaus (Brazil) experienced 
the world’s highest infection and 
mortality rates during the first 
COVID-19 wave in 2020. Key 
studies suggested that >70% of 
the city populations were 
infected in this wave and thus 
close to herd immunity and 
protected. It remains an enigma 
as to why a deadly second wave 
followed in Manaus worse than 
the first. To resolve this, 
we present a data-driven model 
of epidemic dynamics in Iquitos 
which we use to help explain and 
model events in Manaus. The 
partially observed Markov 
process model simultaneous fits 
a flexible “variable R0”, estimates 
long-term immunity waning and 
impulsive immune evasion, and 
thus provides a comprehensive 
framework for characterizing and 
modeling new variants of 
concern.
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The two nearby Amazonian cities of Iquitos and Manaus endured explosive COVID-19 
epidemics and may well have suffered the world’s highest infection and death rates over 
2020, the first year of the pandemic. State-of-the-art epidemiological and modeling stud-
ies estimated that the populations of both cities came close to attaining herd immunity 
(>70% infected) at the termination of the first wave and were thus protected. This makes 
it difficult to explain the more deadly second wave of COVID-19 that struck again in 
Manaus just months later, simultaneous with the appearance of a new P.1 variant of 
concern, creating a catastrophe for the unprepared population. It was suggested that 
the second wave was driven by reinfections, but the episode has become controversial 
and an enigma in the history of the pandemic. We present a data-driven model of epi-
demic dynamics in Iquitos, which we also use to explain and model events in Manaus. 
By reverse engineering the multiple epidemic waves over 2 y in these two cities, the 
partially observed Markov process model inferred that the first wave left Manaus with 
a highly susceptible and vulnerable population (≈40% infected) open to invasion by 
P.1, in contrast to Iquitos (≈72% infected). The model reconstructed the full epidemic 
outbreak dynamics from mortality data by fitting a flexible time-varying reproductive 
number R0(t ) while estimating reinfection and impulsive immune evasion. The approach 
is currently highly relevant given the lack of tools available to assess these factors as new 
SARS-CoV-2 virus variants appear with different degrees of immune evasion.

epidemic | pandemic | model | fitting data | COVID

To what extent do epidemics spread through populations? This innocuous question never 
seemed more important than in the first months of 2020, when the World Health 
Organization (WHO) officially declared Coronavirus disease 2019 (COVID-19) a global 
pandemic, and signs of the first COVID-19 outbreaks began to appear in cities across the 
world. Despite decades of mathematical investigation and modeling devoted to predicting 
the growth and size of an epidemic, in practice, this was difficult to achieve with reliability 
and accuracy as events played out during the pandemic. In this paper, we are particularly 
interested in the large-scale epidemics that ravaged the two nearby Amazonian cities of 
Manaus (Brazil) and Iquitos (Peru), which serve as paradigmatic examples. They were 
often regarded as the two cities in the world in which COVID-19 hit hardest over the 
first wave, because of their extremely high infection and mortality rates (1–4). It may be 
recalled that beginning in March 2020, the unprepared population of Manaus faced an 
explosively spreading infectious disease which left large numbers of residents severely ill 
each day, with a high rate of mortality, over a period of 2 to 3 mo (Fig. 1). The large 
number of cases rendered local healthcare systems and hospitals dysfunctional, while the 
number of deaths became so unmanageable that mass grave sites became the only practical 
burial solution. This extreme situation placed Manaus at the center of worldwide attention 
and concern. A widely cited seroprevalence surveillance study estimated that by October 
2020, some 76% of the Manaus population had become infected by Severe Acute 
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) (i.e., an attack rate of AR1 = 76%) 
(2). The large first wave attack rate led to claims that herd immunity had been achieved, 
and thus, according to fundamentals of the epidemiological theory, a follow-up second 
epidemic wave was no longer possible, and the city was now “safe” or “protected.” Scientific 
and public interest in the events of Manaus increased further because it was one of the 
few cities where the mathematical theory of herd immunity could be monitored in real 
time.

Against all expectations, in late November, a new highly transmissible Gamma P.1 
variant of the SARS-CoV-2 virus appeared in Manaus, and a major second wave of 
COVID-19 rapidly spread through the city and then radiated outward to all Brazilian 
states (7). The second wave resulted in a mortality rate even larger than the first (Fig. 1), 
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with more than 170 residents dying per day at the peak, and 
rapidly triggering yet another collapse of the city’s healthcare 
system. Obviously, this was not the expected herd immunity that 
had been hoped for. Multiple explanations have been hypothe-
sized (8) to account for the appearance of this large second wave, 
but many questions still remain puzzling. Did the first wave of 
COVID-19 truly reach an attack rate (AR1) as large as 76% in 
Manaus in only several months [especially given the issues with 
blood donor surveillance data (3, 9–12); Discussion]? Was herd 
immunity attained? If so, how could a second wave appear in 
Manaus soon after that was larger than the first wave in terms of 
both deaths and cases? Going further, did reinfection with the 
new P.1 variant play a major role in generating the second wave? 
Did the similar large-scale COVID-19 epidemic in neighboring 
Iquitos (AR1 > 70%) give further support for the massive attack 
rate estimate in Manaus, or as we argue shortly, did it in fact 
support the exact opposite? Methodologically, how can attack 
rates and changing transmissibility be estimated when there are 
multiple waves?

Here, extending principles from our earlier work (13–17), we 
make use of a mathematical modeling approach that has the capa-
bility of tracking reinfections and immunity loss over multiple 
follow-up waves, collected over several years, to help answer ques-
tions of this type.

Background Details on Manaus and Iquitos

 In May 2021, Álvarez-Antonio et al. (1) published their detailed 
analysis of COVID-19 impact in Iquitos, Peru, a neighboring city 
of Manaus, and the capital city of Peru's Loreto Region. The small 
city is extremely isolated and famously considered the largest city 
in the world unreachable by road. The majority of the population 
resides in a small strip of ~30 km2, where the population density 
should be on average >15,000 people per km2, i.e., roughly two 
times larger than typical in highly heterogeneous and spread out 
Manaus. In a large, randomized population seroprevalence survey 
(726 residents sampled from 90,354 households), Álvarez-Antonio 
et al. (1) recorded 70% seroprevalence at the end of the first wave 
in April to May 2020. Other studies in Loreto found unusually high 
seroprevalence levels among health workers in Iquitos hospitals (18) 

and also in some rural areas (19). The large-scale city-wide survey 
presumably provides a more rigorous spatial sampling scheme than 
the blood donor sampling scheme used for Manaus (20).

A key motivation for the Iquitos seroprevalence study was to 
determine whether herd immunity was in fact reached or whether 
a second wave might appear (1). The regional director of health 
in Loreto, Dr. Carlos Campala, emphasized, “that the studies were 
carried out due to the possibility of having a second wave…. If 
the study is confirmed [which it was], it would show that we are 
in one of the safest cities in the country and could open its doors 
to tourism” (11). To help explain the large attack rate in Iquitos, 
the regional director commented, “They cannot compare us, for 
example, with Spain where two or three people live in a house, 
while in our country two or three families live, that is, between 
10 and 15 people” (10). Such reports suggest that the concept of 
herd immunity was of considerable importance to health officials 
in the Amazon region at the time.

Despite the large attack rate in Iquitos and the spike in mor-
tality numbers during the first wave, Iquitos did not manage to 
evade a smaller second wave at the beginning of 2021 (Fig. 1). 
Similar to Manaus, the second wave coincided with the appearance 
of new variants of concern (VoCs). These included the Lambda 
variant which was prevalent in other parts of Peru, but it was the 
Gamma variant P.1 that dominated during 2021 in Iquitos 
[SI Appendix, section 6; (21)], as also in Manaus. In what follows, 
we model and fit the Iquitos dataset and explore how the different 
qualitative patterns of their first two waves (in terms of case num-
bers and mortality) help resolve the enigma of Manaus and thus 
shed light on key events in the history of the pandemic. Apart 
from our work here, no modeling study has been conducted to 
analyze the situation in Iquitos or compare the two cities.

Broadening our earlier work (13–15), a scheme is implemented 
that fits a flexible time-varying reproductive number R0(t ) to 
COVID-19 mortality data. We explain shortly how some other 
related schemes adopted to achieve this goal may be unreliable, 
or at best have been used for single-epidemic outbreaks only, and 
are still under development (22). The method used here is intended 
to reverse engineer the two waves of the Manaus and Iquitos 
COVID-19 mortality data to learn about the underlying processes 
generating these waves. In the process, the method tracks 
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Fig. 1. Mortality data. Daily severe acute respiratory illness (SARI) deaths (per million inhabitants) in Manaus, Brazil (blue) (5), compared with excess daily deaths 
(per million inhabitants) in Iquitos (red). The Iquitos data were constructed from all-cause deaths in ref. 6 with a background death rate of mean 3.36 per day 
subtracted as based on prepandemic (2017 to 19) daily all-cause deaths (SI Appendix, Fig. S4). Note that the total population of Manaus is 2,219,580 while that 
in Iquitos is 426,000 (1).D
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reinfections and impulsive immunity loss over multiple follow-up 
waves. The follow-up waves assist in calibrating calculations of 
attack rate of the first wave (AR1), population immunity loss, 
reinfection, and other key indexes that might otherwise be difficult 
to determine without performing such a comparison between 
waves and between cities. The same principles are fundamental 
for understanding the dynamics of multiple waves in general and 
will assist in the current difficulties faced in predicting how the 
buildup and waning of immunity at the population level will affect 
the invasion of future VoCs. Relevance for the case of Omicron 
is briefly discussed in SI Appendix, section 7.

Results

Preliminary Data Overview. Mortality data is considered one of 
the more reliable indicators of COVID-19 burden (23). In Manaus 
(total population of 2,219,580), there were 4,971 severe acute 
respiratory illness (SARI) deaths over the first wave period from 
March 2020 to October 2020. Over the second wave period, from 
November 2020 to November 2021, there were 8,949 SARI deaths 
reported, which is almost double in number. In the smaller city of 
Iquitos (total population of 426,000) (see ref. 1), there were 1,812 
excess deaths in the first wave versus 1,459 in the smaller second 
wave. As a comparison, in Fig. 1, we have plotted the per capita 
(per million inhabitants) mortality rates for Manaus (blue) and 
Iquitos (red), which should give a reasonable representation of the 
true intensity of COVID-19 deaths (Materials and Methods). Data 
sources for this study are given in the Materials and Methods section.

What stands out in Fig. 1 is that the per capita death rate at the 
peak of the epidemic in Iquitos is some 3 to 4 times larger than 
that in Manaus. Arguably, this may possibly be due to higher 
typical population densities in Iquitos, but other complex factors 
may be involved that include the level of medical services and 
support from the State, the capability of the completely over-
stressed hospital system with limited intensive care beds, levels of 
poverty in the city and the effectiveness of poorly implemented 
mitigation schemes.

From an overview of the available SARI mortality data 
(Materials and Methods), we begin by roughly approximating the 
first wave attack rate in Manaus in an attempt to independently 
verify that AR1 ≈ 76%. It will be assumed that at the population 
level, the rate of mortality (deaths per day) is approximately pro-
portional to the incidence (infections per day) of SARS-CoV-2 in 
a city. Thus, when comparing epidemic waves of a single city, if 
the second wave has double the number of deaths, we would 
approximate the number of infections to also be double. Such an 
approximation assumes that changes in the age distribution of 
cases are minor (as confirmed in ref. 24), as well as deaths (which 
can be adjusted for), and that health system capacity changes little 
over the two epidemics. But allowance can be made for errors that 
might arise through some of these assumptions, as discussed 
shortly.

According to the Manaus mortality data, the second wave of 
deaths was thus 1.8 times larger than the earlier first wave. Using 
mortality as an approximate proxy for infective cases, a simple 
calculation shows that if reinfections were negligible, the first 
wave could only have a maximum of AR1 ≈ 36% [since AR1 
+ 1.8 AR1 = 100%], which is far smaller than the AR1 = 76% 
estimate in refs. 2 and 25. [Note that Buss et al., also consider 
reinfection negligible in similar calculations (24).] Even if there 
were an intermediate level of reinfection, it would have minor 
impact on the mortality data because reinfections (pre-Omicron) 
rarely led to severe cases and even more rarely led to deaths 
(SI Appendix, section 3).

But even if 20% of those infected in the first wave became 
reinfected after recovery, and led to severe cases or deaths, this 
would result in AR1 ≈ 39% [AR1+1.8 AR1−0.2*AR1=100% 
implies AR1=39%]. A simplifying assumption here is that P.1 and 
non-P.1 strains are similarly fatal. Should the P.1 strain be 1.5 or 
1.8 times more fatal than the ancestral strain, this would still mean 
the first wave should not be larger than AR1 = 45.5% or 50%, 
respectively. Examining other realistic variations to these assump-
tions changes the outcome minimally, as shown by a simple model 
(Materials and Methods—Eq. 1).

The results are in agreement with the large-scale seroprevalence 
study of Manaus by Lalwani et al. (26), who found that the first 
wave had “maximum possible” disease prevalence of 45% by 
October 2020, and a randomized serological study by Hallal et al. 
found 22% by June 2020 (27). They are also similar to the nearby 
Mâncio Lima cohort in the Brazilian Amazon where adjusted 
seroprevalence was 38.9% (95% HDI 33.2 to 44.8%) at the end 
of the first wave (24).

While the frequency of COVID-19 reinfection cases is difficult 
to estimate, they were few in number in the pre-Omicron period 
2020 to 2021, generally less severe, and rarely led to death (28–30). 
Specifically, a recent study on the P.1 (Gamma) variant in 
Nicaragua found that previous infection provided “some protec-
tion against infection during the second wave approximately  
1 year after the first wave. Protection was higher against more severe 
outcomes, with 78.9% protection…against moderate or severe 
infection…68.1% protection…against symptomatic infection…
and 63.9% protection against any detectable infection” (31). The 
first two waves in Manaus were separated by approximately 8 mo, 
indicating additional protection than given by these figures. A 
study on the island of Parintins, Amazonas, reports (32), “We 
determined that the Gamma variant was responsible for a high 
proportion of infections in this cluster; we did not find evidence 
of Gamma variant infection in persons with previous COVID-
19.” Further discussion and review on the extent of reinfections 
may be found in SI Appendix, section 3. As such, it is unlikely that 
reinfections played a major role in generating the large second 
wave of deaths experienced in Manaus as graphed in Fig. 1. If the 
second wave of P.1 infections in Manaus was hypothetically an 
outcome of reinfections, then second wave mortality (due to severe 
cases) should not be larger than the first wave as seen in Fig. 1, 
especially if AR1≈ 76% as claimed by Buss et al. (2). Given these 
statistics, it would not be unreasonable to suggest the possibility 
that the attack rate of the first wave in Manaus might be far 
smaller, with AR1 ≪ 76%.

Multiwave Model. We now make use of a modeling approach 
to estimate epidemiological parameters of the processes driving 
the waves of COVID-19 mortality [see recent works (13, 15)]. 
Since for both cities, there was only one dominant strain in any 
given time period, a one-strain model is sufficient to capture the 
population dynamics over multiple waves (SI Appendix, section 6). 
The invasion and successful domination of the new P.1 variant 
in the second wave are accommodated by making changes to 
relevant parameters before and after the time P.1 entered the city. 
Following refs. 25 and 33, the model only includes a single age-
class which helps to keep the number of parameters within reason 
for fitting purposes, and this is discussed further in the Materials 
and Methods section.

In the model formulation, at any time point, each individual 
in the population belongs to one of the following compartmental 
subpopulations: susceptible (S), exposed (E), infected (I), recov-
ered (R), severely ill (T), or dead (D). We denote the total popu-
lation size as N. The goal of the approach is to use the model to D
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help reconstruct the time series of S(t), E(t), I(t), R(t), T(t), and 
D(t) based only on a knowledge of the mortality data D(t). This 
is a technique that goes back to earlier work on epidemic time 
series reconstruction initiated in refs. 34 and 35 and makes use of 
the partially observed Markov process modeling [Materials and 
Methods; (36)].

The model features two loops. First, the usual SEIRS loop where 
susceptible individuals flow through the compartments in the usual 
circular S→E→I→R→S fashion (see LHS of the schematic in 
Fig. 2). That is, a susceptible individual who becomes exposed 
upon meeting an infected can potentially become ill with COVID-
19 and then infectious. In this loop, a proportion ( 1 − � ) of 
infected people eventually enter the recovered class where they gain 
temporary immunity to the disease. After some time delay, the 
immunity wanes, and recovered individuals become susceptible 
once more, closing the SEIRS loop, and thereby allowing reinfec-
tions to occur. As is known, previously infected individuals who 
have recovered have considerable immunity to reinfection 
(SI Appendix, section 3). Rather than tracking reinfected individ-
uals separately (e.g., creating two susceptible classes), making the 
complex model considerably more complicated, we suppose that 
the remaining differences can be accommodated by the assignment 
of different infection fatality ratio (IFR) parameter values for the 
second wave. Note that when reinfections are relatively infrequent, 
especially those that lead to severe cases, the approximation is 
reasonable.

The second loop characterizes the proportion ( � ) of ill people 
who become severely ill (T). We suppose that after an additional 
time delay having mean 1∕� , a proportion � of these will die from 
the disease, while a proportion can still recover and move to the 
recovered class. In this setting, the infection fatality ratio becomes 
IFR = �2 . For realism, the time delay is incorporated by breaking 
up the T compartment into three staggered stages so that the delay 
1∕� also has a gamma distribution with mean 1

�
= 12 d . Details 

of the full-model parameter settings and fitting procedures are pre-
sented in the Materials and Methods section.

Immunity Loss � and Immune Evasion Ability ψ. Similar to ref. 
37, our model incorporates immunity loss in two different ways. 
First, it is assumed that infected individuals, upon recovery, gain 
full immunity which proceeds to wane with the passage of time. 
To incorporate a realistic waning period (of mean 1∕� years), 
the recovered class is also broken down into a series of three 
subcompartments, which recovered individuals must pass through. 

The loss time of the waning immunity ( 1∕� ) is characterized by a 
gamma distribution with mean set to 1∕� = 2 y for full immunity 
loss (see e.g., ref. 37).

In the case of SARS-CoV-2, the appearance of new VoCs has 
sometimes been characterized by their increased immune escape, 
which is also the case for P.1 (25). This may be achieved by includ-
ing an impulsive drop in population immunity levels by a pro-
portion � which is inferred from fitting the data. The parameter 
� is referred to as the immune evasion ability of P.1 (37). In 
Manaus, the impulsive drop takes place on November 23, 2020, 
and in Iquitos on January 1, 2021.

Parameters. The fitting procedure is described in the Materials 
and Methods section. Specifically, the fitted parameters include the 
transmission rate �(t ) , the immune escape proportion ψ, and the 
IFR1 (infection fatality ratio = �2 ) for the ancestral strain and IFR2 
(=RR*IFR1) for the variant of concern P.1. And RR is multiplied 
at the rate from T2 to Death. The transmission �(t ) is assumed 
to be time varying with some restrictions (SI Appendix, section 1 
and Materials and Methods) while we have set the restrictions 
IFR1<0.6% and IFR2 in the range [0.5, 1.8]-fold of IFR1. The 
remaining fixed parameters were set to reflect the most current 
knowledge of COVID-19 dynamics (Materials and Methods).

Time-Varying Transmission Rate. Over the course of the pandemic 
in these cities, the mitigation measures, public risk perception, 
reactive behaviors, and seasonality continuously modify the 
population’s contact rates and thus ultimately the transmission rate 
�(t ) . Additionally, the different virus variants have different levels 
of transmissibility. These differences are incorporated through 
the inclusion of a time-varying transmission rate �(t ) modeled 
using a cubic spline with n� nodes and obtained by fitting the 
model to the mortality data (Materials and Methods). The time-
varying basic reproductive number is given by 0(t ) =

�(t )

�
 , 

where the infectious period is given by 1/γ, and provides a direct 
index of the effects of mitigation measures. To avoid confusion, 
we do not directly discuss the effective reproductive number 
eff(t )=S(t )0(t ) in this paper.

The method finds the best fitting parameters based on the 
2nd-order Akaike information criterion (AICc) (38) to find the 
optimal number of nodes in the transmission spline n� . Models 
with too many parameters are penalized (SI Appendix, section 4), 
thereby taking into account the trade-off between parsimony (num-
ber of free parameters) and goodness of fit. The methodology of 

Fig. 2. A flowchart of the SEIRS-based model. Susceptible individuals flow through compartments in a circular S→E→I→R→S loop (LHS of diagram). Infected 
people either recover and gain temporary immunity or become severely ill (T) and those who do not recover die (D) (RHS of diagram). The compartments R and 
T are staggered and broken into three serial compartments to add realistic time delays. Vaccination 

∼

v (t) can also be included.D
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reconstructing 0(t ) =
�(t )

�
 has been thoroughly tested on mock 

datasets generated from complex and similar epidemiological mod-
els (4). For simple epidemics, one might argue that in principle, 
by varying 0(t ) alone, one can fit any epidemic curve. But this is 
not the case here, where the complexity of the system, with its 
multiple waves, and considerations of immunity buildup and wan-
ing imply that there are tight restrictions on the manner in which 
0(t ) varies over the study period. For example, a large number of 
infectives in the second wave would imply that 0(t ) has to be 
restricted in the first wave. This restriction ensures there are enough 
susceptibles available to support a second epidemic wave. The range 
of 0(t ) does not need to be set by the modeler but is simply the 
envelope of all feasible solutions of reasonable fit.

Model Analysis. Fig. 3 A and B show that the best fitting models fit 
the Manaus and Iquitos mortality waves with good accuracy. The 
observed weekly deaths are represented by red circles after the data 
were square root-transformed to assist in observation of the troughs. 
The median of the simulated data (1,000 model simulations), plotted 
as a function of time, is given by the solid black line. The latter always 
falls within the gray regions that show the 95% range of the 1,000 
simulations and envelope the median. Note that removal of the square 
root scale of the mortality numbers would give a wider envelope from 
a visual perspective. The blue curve shows the estimated transmission 

rate in units of 0(t ) =
β(t)

�
 and plotted as a function of time with its 

own separate scale given on the right-hand axis. In the upper panels, 
the brown curve indicates the proportion of the population with 
immunity (including exposed and infectious individuals) at any time. 
The upper green curve represents the total proportion of population 
ever infected and may be taken as the cumulative attack rate.

For Iquitos, the best fitting model gives estimates for the infec-
tion attack rate (green) over the first wave that sits at AR1 ≈ 64% 
and AR1 ≈ 72% by mid-July and October, respectively, for 
� = 11% impulsive immune evasion (Fig. 3B). The latter is 

indicated visually by the pulsed reduction in January 2021 of the 
proportion of the population with immunity (red line; Fig. 4). 
Fig. 4 E–H show that AR1 changes little for � = 0% to � = 22% 
immune evasion. These results for AR1 are very similar to those 
found by Álvarez-Antonio et al. (1) who reported a first wave  
AR1 = 70% by mid-July 2020 in Iquitos. Fig. 4 D and H show 
the relative log-likelihood profile of the model as a function of the 
immune evasion parameter � . (Here, this is relative to the maxi-
mum likelihood estimates—see Materials and Methods.) For 
Iquitos, the relative log-likelihood profile peaks at � = 22% , but 
in fact, all values of � in the range 10% < 𝜓 < 40% have similar 
likelihoods, and their fits are difficult to differentiate by eye, as 
seen in Fig. 4 E–G. It should be recalled that to report a significant 
difference [with a threshold level of P = 0.05 ], a change of 1.9 
log-likelihood units is required.

However, the situation for Manaus, as shown in Fig. 3A, is very 
different. The simulated model (black line; for � = 0 ) fits the 
Manaus mortality data well, but the attack rate of AR1 = 38 to 40% 
(green line) by October 2020 is significantly lower than that of 
AR1 = 76% estimated by Buss et al. (2) and 81% estimated by Faria 
et al. (25). Even with larger levels of immune evasion, the attack 
rate is at most AR1 = 47% (Fig. 4 B and C). Yet, in contrast, in the 
city of Iquitos, the model did actually succeed in estimating AR1 
≈ 60 to 70% by October 2020 similar to that estimated by the 
seroprevalence surveys of Álvarez-Antonio et al. (1). This result, 
combined with our understanding from the Preliminary Data 
Overview above, strongly suggests that the attack rate of Manaus 
was significantly less than that of AR1 = 76%. If the attack rate in 
Manaus really was AR1 = 76%, in principle, the model should have 
identified this. Also remarkable is the excellent fit to the data based 
on a transmission spline with the optimal n� = 14 nodes deter-
mined via an AIC analysis, although the square root data transfor-
mation enhances the fit visually. The estimation results were robust 
and changed little whether one spline node was estimated every 
6.4 wk ( n� = 14 ) or one node parameter estimated every 11 wk 

BA

Fig. 3. Fitting results of the model to weekly mortality data collected in (A) Manaus and (B) Iquitos (B). Red circles show the reported weekly per capita deaths 
(square root of weekly deaths per million of population). The solid black line shows the median of simulated weekly per capita deaths from 1,000 model simulations. 
The gray region showed the 95% range of 1,000 simulations. Observation noise has been included in outputs. The blue curve shows the transmission rate in 
units of 

0
(t) =

�(t)

�
 . In the upper panels, the brown curve indicates the percentage of population with immunity (including exposed and infectious individuals). 

The upper green curve represents the total proportion of population ever infected (attack rate).D
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( n� = 8 ), as we show in SI Appendix, section 4 and Fig. S3, 
although simulation variability increased in the latter case.

The model reaches these conclusions by making calculations 
that are essentially similar to the approximate calculations given 
in the Preliminary Data Overview above but in a more sophisti-
cated manner. As indicated in the overview, a first wave attack rate 
larger than AR1 = 40% in Manaus would make it difficult to fit 
the data with sensible parameters and also to fit the second wave 
with limited susceptibles available. We demonstrate this specific 
point in SI Appendix, section 2 and Fig. S2. Finally, the large dif-
ference between Manaus (AR1 ≈ 40%) and Iquitos (AR1 ≈ 72%) 
should be expected given that the fitted initial transmission rates, 
or reproductive numbers seen in Fig. 3, indicate that 0(0) = 3.2 
in Manaus and 0(0) = 4.2 in Iquitos.

Comparison with the Bayesian Model of Faria et al. (25). One of 
the most sophisticated and better known COVID-19 models is 
the Bayesian model of the Imperial group which Faria et al. (FEA; 
2021) (25, 39) modified. The core of the FEA model has been 
used for studying COVID-19 spread in the United States (33), 
Europe, and India (40). However, the method appears to have 
several weaknesses that may have inflated the first wave attack rate 
estimate of Manaus and led to inaccurate estimates of parameters, 
as detailed in SI Appendix, Part B3 and summarized here. Several 
problems may relate to the fitting algorithm, and the possibility of 
potential overfitting, which does not seem to have been checked for.

FEA treat the reproductive number 0(t ) as a constant modu-
lated by an autoregressive AR(2) model of “weekly effects.” In 
theory, the AR(2) modulation alone is unsuited to modeling the 
major impact nonstationary mitigations including lockdowns or 
other practices that result in strong disruption of disease transmis-
sion (face masks, school closures, and mobility loss). We have 
found that the FEA code estimates 0(t ) in an unusual manner 
and very differently to the AR(2) characterization presented in 
their article (SI Appendix, Part B). By running the model on a 
variety of synthetic and real mortality datasets, we observed that 
the FEA fitting scheme was always unusually accurate (and possibly 

overfitting), despite the simplicity of the model structure and its 
relatively few parameters, as presented. Examples of this are given 
in SI Appendix, Part B. However, in practice, rather than fitting a 
statistical AR(2) model, their code fits the (49 different) “weekly 
updates” ∈(t ) in a way that ensures a highly accurate fit to the 
mortality data, while 0(t ) is fitted in parallel. In short, this is not 
standard autoregressive time series modeling as implied by the 
authors. Instead, there appears to be puzzling overfitting which no 
AR(2)-based model of the type they describe could achieve and 
which is not being assessed (e.g., using the AIC). This combined 
with carefully specified priors (SI Appendix, Part B3) can lead to 
incorrect estimates of 0(t ) and indexes such as attack rate.

Sensitivity analysis of some key parameters indicates the presence 
of other underlying issues. The FEA model estimates the first wave 
attack rate in Manaus as AR1 = 81%, but this proves to be very sen-
sitive to the prior for the reproductive number, which is effectively 
fixed at 0 (t = 0) ≈3.28 for the first 2 wk (SI Appendix, Part B2). 
With very minor changes in the profile of 0(t ) over these first 2 wk, 
the attack rate drops from AR1 = 81% to AR1 = 56%. Yet, the model 
still fits the mortality data with high accuracy (SI Appendix, Part B2).

The model of FEA reports a first wave attack rate of AR1 = 81% 
which leaves very few susceptibles in the population at the end of 
2020 when P.1 arrived. As confirmed by running the code of FEA, 
a large second wave of P.1 can only occur if the reproductive num-
ber of P.1 is unrealistically high at 0 > 9, which is implausible 
(SI Appendix, Part B1). In view of these issues, the model results 
we report here should be considered as a serious alternative.

Discussion

It has been suggested that the high attack rate of AR1 = 76% esti-
mated for Manaus by Buss et al. (2) has the potential to be inflated 
as the analysis was based on convenience sampling of blood donor 
data collected in hospitals (3, 9–12, 20, 41, 42). Thus, the landmark 
review by Levin et al. (43) discussed in depth empirical calculations 
of IFR1 especially in Manaus, making comparisons with the estimates 
obtained from blood donor data in ref. 2. However, their updated 

A B C D

E F G H

Fig. 4. Comprehensive fitting results of the model to Manaus (A–D) and Iquitos (E–H) weekly mortality data. Red circles show reported weekly per capita deaths 
(square root of weekly deaths per million of population). The black curve shows the median of simulated weekly per capita deaths from 1,000 model simulation 
trajectories. The gray-enveloped region indicates the 95% range of 1,000 simulations. The blue curve shows the transmission rate in units of 

0
(t) = �(t)∕� . The 

brown curve indicates the proportion of population with immunity (including exposed and infectious individuals). The upper green curve represents the total 
proportion of population ever infected (attack rate). The relative log likelihood of model (black curve with circles in D and H) is plotted as a function of the rate 
of (impulsive) immune evasion �  . First wave IFR1 (red curve with square) and second wave IFR2 (blue curve with diamond) as functions of the rate of immune 
evasion �  . The scale for IFR is shown on the right-hand axis as a percentage.
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systematic review no longer makes mention of Manaus but instead 
clarifies (20), “Our analysis only included studies that had a random 
selection of participants from a sample frame representative of the 
general population…. Consequently, studies of convenience sam-
ples—such as blood donors or residual sera from commercial labo-
ratories—were excluded. Such samples are subject to intrinsic 
selection biases. Indeed, there is abundant evidence from the pan-
demic that convenience samples provide inaccurate estimates of 
seroprevalence, with assessments indicating that they are likely to 
overestimate the true proportion infected.”

Buss et al. (2) estimated the infection fatality ratio (IFR) to be 
on average IFR1 ≈ 0.17 to 0.28%, which is low, as would be nec-
essary to obtain the high attack rate found, AR1 = 76%. However, 
we were unable to fit mortality dynamics sensibly when assuming 
such low values of IFR, and the best fitting model estimated the 
infection fatality ratio over the first wave to be IFR1 ≈ 0.47 to 
0.5%. This helps explain why the first wave attack rate estimated 
here is not as large as in Buss et al. (2). For neighboring Iquitos, 
the model estimate IFR1 ≈ 0.55 to 0.6% which is almost identical 
to the most recent estimates of Levin et al. (20) for Iquitos.

Of particular note is the estimate of Manaus especially large 
infection fatality ratio during the P.1 wave in 2021 compared to 
the non-P.1 wave in 2020, as measured by the relative risk RR = 
IFR2/IFR1. The model fitting required IFR1 = 0.5% with an RR 
between RR = 1.4 and 1.8 to accommodate this large second wave 
in Manaus with IFR2 = 0.7 to 0.9%. This underlines the fact that 
a relatively large infection fatality ratio IFR2 of the P.1 variant 
might be the only sensible way to explain the second wave, espe-
cially under the constraint of already having a large first wave AR1. 
Current views suggest that the large second wave in Manaus may 
be due to the pressure on healthcare and hospital services at the 
time rather than any major biological difference between fatality 
rates of P.1 and the ancestral virus (24, 44).

For Iquitos, in contrast, there is a clear peak in the likelihood 
profile in Fig. 4H, and the problems of identifiability are less pro-
nounced. As discussed in detail in SI Appendix, section 8, with a 
large first wave in Iquitos, it becomes difficult to fit the second wave 
especially when it relies more heavily on reinfections (which might 
not be available), as a source of new susceptibles. Thus, parameters 
are more constrained, and some parameter regimes become more 
feasible than others. According to Fig. 4H, estimates of bounds for 
immune evasion � over the second wave for Iquitos can be approx-
imated as 0.1< � <0.4. This would correspond to the fraction of the 
infected people in the first wave who were reinfected in the second 
wave. However, the panels in Fig. 4 E–G suggest that the larger 
values of � are associated with unrealistically large estimates of 0(t ) 
for the ancestral strain in the first wave. It is unlikely that the repro-
ductive number exceeded 0(t ) = 3 after the crash of the first wave, 
indicating that it is unlikely that � > 0.11. Moreover, given what is 
known about P.1 reinfection, � = 40% does seem extreme, although 
from reports in Nicaragua, � = 10 to 20% after 1 y from the first 
infection, might be possible [(31); SI Appendix, section 3].

The related modeling work of Yang and Shaman (37) also 
encounters difficulties in estimating immune evasion as seen by 
the large CIs reported (37). These issues indicate the difficulties 
in estimating immune evasion and thus reinfection rates. The 
problem is further complicated by the fact that reinfections are 
relatively rare, making estimation from data difficult.

Conclusion

In Iquitos, the model estimated that the first wave infected 72% of 
the population by July 2020, while by the time of the peak of the 
second P.1 wave in March 2021, almost 100% of the population was 

infected (Fig. 4 E–H). From this date onward, there was almost com-
plete reliance on immune evasion and reinfection to generate new 
infections. The results indicate that if 70% of the Iquitos population 
were infected in the first wave, the remaining 30% would have been 
infected in the second wave. Local reports indicate that among those 
hospitalized in the second wave, more than 95% were new or without 
previous infection. The model estimated that in August 2021, at the 
end of the second wave, 100% of the population was infected, and 
7.7% was reinfected (based on setting � = 0.11).

Although Buss et al. and Faria et al.’s (2, 25) serological and 
modeling analysis concluded that the first wave in Manaus left 
some 76% of the population infected (the modeling in fact sug-
gested 81%), this was contradicted by two independent serological 
studies of local teams on general population data (26, 27, 45) and 
was considered controversial (3, 4, 46). The best fitting model 
reported here for the Manaus data indicated a first wave attack 
rate that was large but still modest with AR1 ≈ 40% matching our 
earlier first wave analysis (4). The relatively large number of sus-
ceptibles remaining in the population after the first wave makes 
it possible for the model to both fit and simulate a second wave 
without significant reliance on reinfections. The fit would not be 
achievable if it were really true that AR1 ≈ 76% in Manaus, in 
which case a second wave would be implausible.

Clearly, the modeling showed that for both cities, herd immu-
nity had not been reached, and even Iquitos which may have been 
close to herd immunity was able to generate a reasonably sized 
second wave. In the presence of immune evasion and reinfection, 
we see that large first wave attack rates as in Iquitos do not nec-
essarily prevent smaller secondary waves, indicating limitations of 
the herd immunity concept under these conditions.

The goal of the present study was to design a framework for 
estimating attack rates and immune evasion characteristics based 
on available epidemic data. There are few other modeling tools 
available for this work, yet it is particularly important given the 
developing immune evasion abilities of new SARS-CoV-2 variants, 
as we discuss in SI Appendix, section 7. We demonstrated the prob-
lems that may arise in achieving these goals and how modeling via 
reconstruction techniques can be of service (34, 35). These tech-
niques have a long history in the modeling of infectious diseases. 
Some of the more difficult problems were alleviated when informa-
tion based on data from multiple epidemic waves became available, 
and the power of reconstruction techniques could be better 
exploited. An attempt was made to resolve an important debate 
concerning the extreme epidemics in Manaus and Iquitos. Although 
it can be argued that the large attack rate in Iquitos (AR1 > 70%) 
suggests that the nearby city of Manaus might also reasonably have 
large AR1 > 70%, our analysis shows the opposite and provides a 
useful alternative view. The patterns of the two waves in Manaus 
were qualitatively and quantitatively different from those in Iquitos, 
and the modeling suggests that Manaus had sufficient susceptibles 
to drive a large second wave. This was not true for Iquitos.

Materials and Methods

Data. Mortality data for Manaus were obtained from Brazil’s Ministry of Health 
(5) which documented severe acute respiratory illness (SARI) daily deaths taken 
from hospitalized cases (including COVID confirmed). The same SARI mortality data 
have been used in a number of recent key studies where they were considered 
a proxy of true COVID mortality (2, 47). We also compared these datasets with 
COVID-confirmed mortality (CCM) datasets (48) collected and compiled by the local 
government and in collaboration with the FVS (Fundação de Vigilância em Saúde 
do Amazonas) and Brazil’s Ministry of Health. The latter datasets were continually 
updated with retrospective corrections. As we show elsewhere (4), the CCM dataset 
of daily deaths appears to suffer from underreporting, but only to a limited extent, 
and it appears that the CCM dataset is a proper subset of the SARI deaths.D
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We obtained all-cause mortality data in Iquitos from 2017 to 2021 as given in 
ref. 6 and plotted in SI Appendix, Fig. S4. There is minor seasonality (SI Appendix, 
Fig. S5). When fitting the all-cause deaths in Iquitos, we allowed for a daily base-
line of deaths due to other causes with Pois (rate = 3.36), a rate that was calculated 
based on prepandemic daily all-cause death. The resulting excess death mortality 
time series is very similar to the excess mortality dataset presented by Álvarez-
Antonio et al. (1). By excess deaths is meant “all-cause deaths—baseline deaths”.

Model. The model is based on a susceptible–exposed–infectious–recovered–dead 
(SEIRD) formulation with a flexible time-varying transmission rate �(t) to the 
reported mortality data. The model equations are as follows:

Ṡ = 3�R2 − �SI∕N − � ṽS,

Ė = �SI∕N − �E,

İ = �E − � I,

Ṫ = �� I − 3�T ,

̇T1=3�T −3�T1
̇, T2=3�T1−3�T2,

Ḋ = 3��T2,

Ṙ = � ṽS+ (1−�)� I+3�(1−�)T2−3�R,

Ṙ1 =3�R−3�R1, Ṙ2 =3�R1−3�R2.

On day t*, an impulsive immune evasion occurs, whereby a proportion � 
of those with immunity (R, R1, and R2) are shunted to the susceptible class as 
follows:

S(t∗+) = S(t∗) + �
(

R(t∗)+R1(t
∗)+R2(t

∗)
)

, R(t∗+) = (1−�) R(t∗), R1(t
∗
+)

= (1−�) R1(t
∗), R2(t

∗
+) = (1−�) R2(t

∗).

Parameters and Fitting. The method uses a plug-and-play likelihood-based 
inference framework [(49); SI Appendix, section 1]. We use iterated filtering [imple-
mented in the R package POMP (partially-observed Markov processes) (50, 51)] 
which was built based on the sequential Monte Carlo (particle filtering) for par-
tially observed Markov processes. It is difficult and often impossible to estimate 
all the parameters that typically arise in complex epidemiological models due 
to statistical identifiability issues. Following common practice, we fixed some of 
the parameters to known and well-accepted estimates when they were available 
[(e.g., Yang and Shaman (37)], although careful consideration is needed [Elderd 
et al. (52)]. The parameters were set to reflect the most current knowledge of 
COVID-19 dynamics, with details given in the main text. In particular, exposed 
individuals move to the infectious class after a mean latent time of 1

�
= 2 d . 

Infected individuals move to the recovered or severe class after a mean infectious 
period of 1

�
= 3 d . The generation time (GT) equals the sum of mean latent period 

and mean infectious period, which here equals 5 d, in line with previous studies 
(53, 54). According to ref. 55, the delay between the first symptom onset and the 
death is ~15 d, which justifies the choice of 1

�
= 12 d from loss of infectiousness 

to death. That is, the onset of infectiousness was taken to be 2 d ahead of the first 
symptom onset. The infection fatality ratio (IFR) is given by IFR = �2 (Fig. 2) and 
also fitted. This assumes that the proportion of severe cases among all infections 
equals the proportion of mortality among severe cases. The rationale is that the 
two proportions are not jointly identifiable in this situation. Since we do not fit 
data of the severe cases (an intermediate class between infection and mortality), 
the assumption will not affect other results.

We follow closely our previous work for fitting a “flexible” time-varying trans-
mission rate �(t)  (13) based on fitting the mortality data. The former requires 
defining �(t) = exp(cubic_spline) as an exponential cubic spline with n� nodes 

largely distributed evenly over the 89-wk study period (we divided n� nodes 
into two halves; one half distributed evenly in the pre-P.1 time interval and the 
other half evenly in the P.1 time interval). To be specific, n� = 14 nodes, with 
seven nodes evenly over the pre-P.1 period and seven nodes evenly over the 
P.1 period (SI Appendix, section 1: Reproductive Number). This corresponds to 

fitting one parameter (spline node) every 6.4 wk to estimate R0(t) =
�(t)

�
 . This 

setting was the conclusion of an AIC analysis to determine the best fitting model 
after penalizing for the number of parameters (SI Appendix, section 4). We also 
found that the results were remarkably robust and change little whether there is 
one parameter estimated per 6.4 wk ( n� = 14) or one parameter estimated every 
11 wk ( n� = 8) (cf. SI Appendix, section 4 and Fig. S3).

The time step size for the model was set as 1 d. We integrated Ḋ (with base-
line deaths in Iquitos) for a week to obtain the simulated weekly deaths Dt . The 
reported deaths were defined as RDt , where

RDt ∼NegativeBinomial
(

mean=Dt, variance=Dt
(

1+�Dt
))

.

Here, � denotes the overdispersion and accounts for the observation noise due 
to surveillance and heterogeneity among individuals. A weekly log-conditional 
likelihood can be defined with RDt and Dt . The overall log likelihood is the sum 
of all weekly log-conditional likelihoods. The relative log likelihood was defined 
and plotted as Δ log likelihood = log likelihood (parameter)−log likelihood 
(parameters at Maximum log-likelihood MLL).

To add realism, it was also assumed that ~1% proportion of the population has 
preexisting immunity, which only changes the initially large available susceptible 
pool by a small amount.

We tested a closely related model and provided details in online notes (4) that 
demonstrate the ability of this method to fit synthetic mortality data generated 
from a model using arbitrary functions for 0(t) . In all cases, the methodology 
succeeds in reconstructing 0(t) from simulated mortality data.

Single Age-Class Assumption. Following refs. 25 and 33, the model only 
includes a single age-class which helps to keep the number of parameters 
within reason for fitting purposes. In an earlier study of COVID-19 in Manaus, a 
model with two age-classes was implemented, and similar results were achieved 
in terms of estimating the attack rates (4). We recognize that a single age-class 
model will be unable to capture possible shifts in the age structure of infections 
and deaths between waves that might arise because later variants often spread 
more readily among children (56), as was hypothesized in the Amazonian region 
(24). However, “[s]uccessive SARS-CoV-2 IgG serosurveys in the Brazilian Amazon 
showed that age-specific attack rates and proportions of symptomatic SARS-CoV-2 
infections were similar before and after Gamma variant emergence” (24). “Of 
note, symptomatic infections did not affect young children disproportionally more 
during the second wave” (24). Freitas et al. (44) found an age shift over the two 
waves in terms of hospitalized severe cases and death rates. Even if there were 
some difference in age-class dynamics, such as found by Freitas et al. (44), they 
could as a first approximation be accommodated by suitable adjustment in the 
process of fitting IFR1 and IFR2 of the two waves.

Simplifying Assumptions in Preliminary Data Overview. The calculations 
in the Preliminary Data Overview make the simplifying assumption that at the 
end of the second wave almost all Manaus residents were infected. If this were 
not the case, the AR1 should be even less than the calculation indicates. A more 
complete calculation is as follows.

We suppose the infection fatality ratio in the first wave is IFR1 and in the 
second wave is IFR2 and for reinfected individuals is IFR3. Let the relative rate be 
RR = IFR2/IFR1. Suppose Z% of the population was infected at least once at the 
end of the two waves. Let r be the proportion of individuals in the first wave who 
were reinfected. Let � be the ratio of the total deaths in the second wave compared 
to the first wave. For Manaus, � = 1.8 . Then, a calculation reveals the following:

 [1]
AR1=

RR. Z
[

RR+�− r∗
]

%
≈

RR. Z
[

RR+�
]

%
,

where r* = r.IFR3/IFR1. Here, the RHS approximation holds when the proportion 
of reinfections r is small and their contributions to the death rates are small. For D

ow
nl

oa
de

d 
fr

om
 h

ttp
s:

//w
w

w
.p

na
s.

or
g 

by
 "

H
O

N
G

 K
O

N
G

 P
O

L
Y

T
E

C
H

N
IC

 U
N

IV
, P

A
O

 Y
U

E
 K

O
N

G
 L

IB
R

A
R

Y
 A

C
Q

 S
E

C
" 

on
 A

pr
il 

9,
 2

02
4 

fr
om

 I
P 

ad
dr

es
s 

15
8.

13
2.

16
1.

18
0.

http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2211422120#supplementary-materials


PNAS  2023  Vol. 120  No. 10  e2211422120 https://doi.org/10.1073/pnas.2211422120   9 of 9

Z = 100% and RR = 1, 1.5, or 1.8, one obtains, AR1 = 36%, 45.5%, and 50%, 
respectively. If 10% of the population remain uninfected after the two waves  
(Z = 90%), one obtains AR1 = 33%, 41%, and 45%.

Data, Materials, and Software Availability. Data and code are publicly availa-
ble online at https://github.com/linlixina/model-Manaus-Iquitos or https://www.
zotero.org/groups/4832328/lixin_lin.  Data may be found in the file sari_city2.
csv   and code operation described in README.md. Previously published data 
were used for this work (6, 48).
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