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Abstract—Software-Defined-Networking (SDN) is progressively
dominating the dynamic management for timely network trouble
shooting and fine grained traffic scheduling in data center net-
works. One critical issue in SDN is to reduce the communication
overhead between the switches and the controller. Such overhead
is mainly caused by handling miss-match packets, because for
each miss-match packet, a switch will send a request to the
controller asking for forwarding rule. Existing approaches to
address this problem generally need to deploy intermediate proxy
or authority switches to hold rule copies, so as to reduce the
number of requests sent to the controller.

In this paper, we argue that using the intrinsic buffer in a
SDN switch can also greatly reduce the communication overhead
without using additional devices. If a switch buffers each miss-
match packet, only a few header fields instead of the entire packet
are required to be sent to the controller. Experiment results show
that this can reduce 78.7% control traffic and 37% controller
overhead at the cost of increasing only 5.6% switch overhead
on average. If the proposed flow-granularity buffer mechanism
is adopted, only one request message needs to be sent to the
controller for a new flow with many arrival packets. Thus the
control traffic and controller overhead can be further reduced
by 64% and 35.7% respectively on average without increasing
the switch overhead.

Index Terms—Software Defined Networking, data center net-
works, communication overhead, switch, buffer.

I. INTRODUCTION

DN enhances network flexibility and scalability by sep-

arating control plane from data plane. It is progressively
dominating the dynamic management for timely network trou-
ble shooting and fine grained traffic scheduling in data center
network infrastructure [3, 6, 28], which is the foundation for
building today’s cloud computing services. One critical issue
in SDN is to reduce the communication overhead between the
switches and the controller. Such overhead is mainly caused
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by miss-match packets that cannot match any forwarding
rules of the flow tables. For each miss-match packet, the
switch will generate a request message and send it to the
controller. After the controller decides how to forward the
packet, it will send operation messages back to the switch.
According to these operation messages, the miss-match packet
and the subsequently arrival packets of this flow can be
forwarded. If many new flows arrive simultaneously, they
may introduce massive miss-match packets, which will trigger
the corresponding number of request messages sent to the
controller. The overhead, including the transmission load on
the control path and the computation load on the controller
will inflate quickly. The reasons of keeping the control traffic
at a low level includes two aspects. On the one hand, it can
reduce the bandwidth consumption of the control path, as well
as relieve the load on the controller. This is especially valuable
for the SDN applications with only one controller. In addition,
for some SDN applications, the control path shares the same
physical links with the data path. The control messages may
be congested if the control path carries too much control
traffic, even though a certain percentage of the bandwidth is
reserved for the control messages. On the other hand, existing
studies have proved that the control messages compete for
the limited resources of the switch, which will increase the
communication delay between the switch and the controller
[9]. Therefore, it is critical to reduce the switch-controller
control traffic. The challenge is that it is hard to quantify
the impact of the control traffic on performance. Alternatively,
In this paper, we observe the performance changes after the
control traffic is reduced by introducing the buffer mechanism.

Existing studies have tried to reduce the communication
overhead by cloning more forwarding rules in intermediate
proxy [10] or authority devices [15], which in partly take
responsibility of the controller. The switch first requests the
intermediate devices for how to forward the miss-match pack-
ets, and will not request the controller unless the devices
fail to give a response. Although these methods reduce the
requests sent to the controller, they don’t reduce the requests
generated by the switches. Furthermore, additional devices will
increase the overall budget. Different from previous works,
we utilize the intrinsic buffer of SDN switches to reduce both
the size and the number of the request messages generated
by the switches. Our methods can substantially reduce the
communication overhead and will make a supplement to ex-
isting approaches. To our best knowledge, we conduct a first-
ever study on reducing the switch-controller communication
overhead through SDN switch buffer. The main contributions
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of this paper are summarized as follows.

(1) We investigate the benefits of adopting SDN switch
buffer. Without the buffer, each miss-match packet is entirely
included in the request message sent to the controller, while
if adopting the buffer, only several header fields are involved,
which will shrink the request message size. We measure the
performance impact on a variety of metrics under different
buffer size settings, including control path load, controller
overhead and flow setup delay, etc. Results reveal that the
switch buffer can reduce 78.7% control path load and 37%
controller overhead at the cost of increasing only 5.6% switch
overhead on average. And if there is enough buffer space,
controller delay, the switch delay and the flow setup delay
can also be reduced by 58%,87% and 78% respectively on
average.

(2) We propose a flow-granularity buffer mechanism for
SDN switches. Assuming that a new flow contains many pack-
ets arriving concurrently. With the default buffer mechanism,
every miss-match packet will trigger a request message sent
to the controller. While using the proposed buffer mechanism,
only one request message is sent to the controller for all the
miss-match packets of this flow, which will reduce the number
of the request messages. We evaluate the proposed buffer
mechanism through a comparison analysis with the default
one. Results show that the proposed buffer mechanism can
further reduce 64% control path load and 35.7% controller
overhead on average without increasing the switch overhead.
In addition, the proposed buffer mechanism can improve the
buffer utilization by 71.6% on average. And Although the
proposed buffer mechanism introduces complexity to process
the miss-match packets, it does not significantly increase the
flow setup delay, while reducing the flow forwarding delay by
18% on average.

One may doubt that buffer is not necessary under the
assumption that a flow sets up beginning with several small
packets negotiating first. For example, a TCP connection starts
with the three-way handshake, which only needs three small
packets to establish the connection. In this case, the buffer is
not necessary indeed. However, for an UDP connection, one
communication end may suddenly send massive packets to
another end without negotiation, in which case, buffer becomes
inevitable. In addition, forwarding rule of a TCP flow may
be kicked out from the size limited flow table, occurring
during the short time period of data transmission interruption.
Large volume of data may be transmitted after that transient
time period because the TCP connection is not terminated
in actual. Therefore, buffer is also useful for such kind of
TCP connections. According to OpenFlow switch specification
1.5.1 [26], the buffer is well defined. However, until now, it
is not well studied at all. Therefore, we analyze the effects
of the default buffer mechanism and propose a new buffer
mechanism in this paper. The default buffer mechanism can
reduce the size of the request message, and the OpenFlow
protocol just needs to be configured correctly. The proposed
buffer mechanism can further reduce the number of request
messages, and the OpenFlow protocol needs to be extended
mainly from two aspects: 1) how to buffer each miss-match
packet; 2) and how to forward each buffered packet.

The remainder of this paper is organized as follows. Related
work is presented in Section II. Benefits of adopting SDN
switch buffer are analyzed in Section III. Section IV presents
and evaluates the proposed flow-granularity buffer mechanism.
We discuss the adoption of SDN switch buffer in Section V
and conclude the whole paper in Section VI .

II. RELATED WORK

SDN has become a promising network technology and it
has been deployed to a wide range of network environment,
including campus networks [1], enterprise networks [2], data
center networks [3], cellular networks [4], satellite networks
[5], etc. However, there are still many issues need to be
addressed for SDN.

One critical issue is to reduce the communication overhead
between the switches and the controller. In SDN, frequent
interactions between switches and controller are necessary for
miss-match packets. Kim et al [13] addressed the controller
overhead when packets cannot match any rule of the flow
tables. Song et al. [30] proposed and developed a control path
management framework to enhance SDN reliability, including
several control path reliability algorithms and a novel control
message classification and prioritization system. Curtis et al.
[10] argued that fine-grained control of SDN cannot meet the
demands of high performance networks, e.g., micro flows may
create excessive load on the controller and the switches. They
decreased the communication overhead between switches and
controller by cloning forwarding rules in intermediate proxy,
which can reduce the need to invoke the control plane for most
flow setups. DIFANE [15] distributed necessary rules to the
intermediate authority switches. Forwarding rules are partly
made in data plane, which can reduce the flow setup latency
and respond quickly to network dynamics. Mazu [8] reduced
the latency of generating request messages by redirecting miss-
matched packets to a fast proxy that is tasked with generating
the necessary messages for the controller, while it reduces
the latency of execution of forwarding rules by enabling fast
parallel execution of updates. In summary, current studies
reduce the requests sent to the controller through deploying
intermediate devices, which cache more forwarding rules and
play a part role of the controller. Different from previous
works, this paper takes full utilization of switch buffer to
reduce the size of the request message, as well as the the
number of the requests generated by the switches. Actually,
the buffer mechanism could also be utilized as a supplement to
existing approaches, because it takes effect before the request
messages sent out. This paper proves the value of adopting
switch buffer and propose a new buffer mechanism to further
reduce the switch-controller communication overhead.

Fine-grained control and real-time sensitivity applications
require quick adaptation to the changes of network topologies
or traffic patterns [6, 7]. Therefore, researchers also pay atten-
tion to understand SDN switch performance, which is more
or less related to or affected by the communication overhead
between the switches and the controller. Rotsos et al. [11]
proposed an open framework to evaluate OpenFlow switch
implementations. They found that the switching performance



depends on applied actions and firmware. Huang et al. [12]
investigated three commercial OpenFlow switches and pointed
out that control path delays and flow table designs affect
switching performance. Tai et al. [14] uncovered the source
of forwarding latency caused by forwarding rule insertions on
data plane. Xu et al. [31] proposed two cost-optimized flow
statistics collection schemes using wildcard-based requests,
which could reduce the bandwidth overhead and switch pro-
cessing delay. He et al. [8, 9] studied four SDN switches
and showed the latencies underlying the generation of request
messages and execution of forwarding rules. Different from
previous works, we try to analyze the benefits of adopting
switch buffer through an in-depth measurement study, which
could make a complementary exploitation of SDN switches.
Observed from the analysis results, we find that switch buffer
can reduce the communication overhead between the switches
and the controller.

The root cause of communication overhead stems from
the size limitation of SDN flow tables. Rules in flow tables
have to be updated adapting to network dynamics, i.e., rules
for inactive flows will be kicked out and replaced by rules
for active flows. As a result, packets cannot always match
the rules of the flow tables. Therefore, optimizing flow ta-
ble utilization (such as caching more rules, updating rules
quickly, etc.) can reduce the requests sent to the controller
indirectly. Luo et al. [16] shrank the flow table size and
provided practical methods to achieve fast flow table updates.
Li et al. [17] proposed an efficient flow-driven rule caching
algorithm to optimize the SDN switch cache replacement.
CacheFlow [18] spliced long dependency chains to cache
smaller groups of rules while preserving the per-rule traffic
counts. FlowShadow [19] achieved fast packet processing and
supports uninterrupted update by caching microflows. Zhang
et al. [32] propose a delay-guaranteed approach called D3G
to reduce the latency of chained services while obtain fairness
across all the workloads, by means of designing a latency
estimation algorithm and a feedback scheme. Yan et al. [29]
proposed a new rule caching scheme, as well as an adaptive
cache management method. The mechanism can reduce the
cache miss rate by one order of magnitude and the control
path bandwidth usage by a half. Different from these studies,
this paper exploits the benefits of switch buffer to directly
reduce the communication overhead. Buffer has been adopted
to improve performance and achieve QoS guarantee in legacy
switches [20, 21]. However, it receives little notice in SDN.

III. PROBLEM AND EXPERIMENT DESCRIPTION

In this section, we first describe the problem and then show
the measurement methodology.

A. Problem Description

A flow contains many packets of {p1,pa,...,pn} arriving
at {t1,t2,...,t, }. If p; matches a rule of the flow table, it
will be forwarded at a line rate. Otherwise, the switch will
generate a pkt_in message sent to the controller. After the
controller decides how to forward the packet, it will send a pair
of control operation messages (flow_mod and pkt_out) to the

TABLE I: Configurations of Experimental Devices

Device Name CPU Cores | RAM NIC
Hosty 3.3GHZ 4 4GB 1x 100Mbps
Hosta 3.3GHZ 4 4GB 1x 100Mbps

Open vSwitch | 3.3GHZ 4 4GB | 3x100Mbps

Floodlight 3.3GHZ 4 4GB 1x 100Mbps

X

Host; Open vSwitch Host:

Fig. 1: Topography of the Experimental Platform.

switch: flow_mod message carries the forwarding rule that will
be installed in the switch; pkt_out message instructs to directly
forward the miss-match packet through a specified interface of
the switch. The time of the flow_mod message taking effect is
te. If to > to, po will trigger another pkt_in message. In the
worst case, if t. > t,, n pkt_in messages will be triggered.
When massive packets fails to match any rules of the flow
tables simultaneously, a great deal of request messages will
be sent to the controller. Moreover, corresponding control
operation messages will be sent back to the switch. Such
communication overhead needs to be reduced by the following
three reasons.

1) Control path may share the same physical links with the
data path. When the physical links carry heavy data traffic,
control messages may be congested. 2) Even if we reserve the
bandwidth or increase the priority for control traffic, we still
have the requirements of reducing the control messages to
relieve the load on the centralized controller. 3) Concurrent
switch activities, i.e., generating control request messages
and handling control operation messages will increase the
communication delay between the switch and the controller
[9]. This is caused by the competition of the limited resources
of the switch. So it is important to keep the control traffic at
a low level.

B. Experiment Description

Fig. 1 shows our experiments setup. Open vSwitch(OVS)
[22] is an open source OpenFlow virtual switch. Floodlight
[23] is an open source SDN controller. We run OVS and
Floodlight on two commodity PCs respectively. Table I shows
the configurations of the experimental devices. Host; and
Hosty connect to OVS with 100Mbps interfaces. We run
pktgen [24] on Hosty to generate traffic at rates of SMbps
- 100Mbps with the Ethernet frame size of 1000 Bytes. We
run fcpdump [25] to listen on the interfaces that are connected
to the hosts and the controller respectively.

In this paper, we utilize switch buffer to reduce the com-
munication overhead from the following two ways: (1) reduce



the size of the request messages; (2) reduce the number of
the request messages. We observe the benefits of adopting the
default buffer mechanism and the proposed buffer mechanism
from many metrics, including:

Control path load: control traffic on the control path.

Controller usages: CPU utilization of the floodlight process.

Switch usages: CPU utilization of the switch.

Flow setup delay: the time consumption starting from the
first packet of a flow entering the switch to the packet leaving
the switch.

Controller delay: the time consumption starting from the
pkt_in message leaving the switch to the flow_mod or pkt_out
message arriving at the switch.

Switch delay: the difference between the flow setup delay
and the controller delay.

Buffer utilization: the number of buffer units used to store
the miss-match packets.

IV. BENEFITS OF ADOPTING SWITCH BUFFER

Adopting the default buffer of OVS, the switch buffers each
miss-match packet, and can let only several header fields
instead of the entire miss-match packet include in the pkt_in
message. Note that the actual length of the data field in the
message depends on how to configure the parameter of the
pkt_in message. It is easy to implement if the controller want
to see the entire packet (considering the security applications).
In our experiment, the buffer is set to no-buffer, buffer-16
(storing at most 16 packets) and buffer-256 (storing at most
256 packets). As shown in Fig. 1, Host; sends 1000 new flows
to Host, at each sending rate. Each flow includes one packet.
To generate new flows, we use pktgen [24] to forge source IP
addresses. We repeat the experiments at each sending rate for
20 times.

A. Control Path Load

Control path load refers to the control traffic (i.e., pkt_in
messages sent from the switch to the controller, flow_mod
and pkt_out messages sent from the controller to the switch)
on the control path. We analyze the control path load from
two directions respectively. As depicted in Fig. 2 (a), we find
that the control path load nearly presents a linear relation
to the sending rate when the buffer is not utilized. Without
buffer, the entire miss-match packet will be included in the
pkt_in message, resulting in large packets sent to the controller.
When the buffer is used, only several bytes of each miss-
match packet are included in the pkz_in message. Results show
that buffer-16 and buffer-256 limit the control path load under
40Mbps. Control path load of buffer-16 gradually increases
when the sending rate exceeds 35Mbps, while buffer-256 al-
ways generate less control traffic with the mean of 10.86Mbps
and the standard deviation of 6.05Mbps. Deep analysis results
reveal that using buffer-16, the buffer is exhausted around
the sending rate of 35Mbps. So once the buffer is adopted,
the buffer size should be correctly set according to the traffic
patterns. Fig. 2(b) shows the similar patterns to Fig. 2(a). A
pkt_in message will introduce a pair of flow_mod and pkt_out
messages. Without buffer, the pkt_out message includes the

entire miss-match packet, while it mainly contains a specific
port number when using buffer. In summary, providing enough
buffer space, we can reduce 78.7% of the control path load
of one direction on average and 96% on average for another
direction.

B. Controller Usages

We measure controller usages (i.e., CPU utilization of the
floodlight process) to evaluate the load on the controller. As
depicted in Fig. 3, controller usage tends to be a linear growth
when the sending rate is lower than 50Mbps. After that point,
controller usage of no-buffer presents an approximate expo-
nential variation with a standard deviation of 33.41%. While
controller usages of buffer-16 (mean of 53.07% and standard
deviation of 16.62%) and buffer-256 (mean of 34.59% and
standard deviation of 9.87%) are relatively low and stable.
Without buffer, the controller needs to capture the header
fields of each miss-match packet from the pkz_in messages.
When the sending rate becomes higher, the controller will
handle more concurrently arrival pkt_in messages and require
much more computing resources as a result. If adopting buffer,
the pkt_in message only contains the necessary header fields,
which simplifies the process of decision making. Due to
the exhaustion of the buffer space, buffer-16 shows a poor
performance when the sending rate is high. Note that since the
experimental devices are multi cores, controller usages exceed
100% sometimes. In summary, buffer can reduce 37% of the
controller overhead on average. And if we set the buffer with
enough space, we can keep the controller usages at a relatively
stable level.

C. Switch Usages

We use switch usages (i.e., CPU utilization of the switch)
to evaluate the load on the switch. We should make sure how
much extra load will be added to switch when adopting buffer.
As depicted in Fig. 4, switch usages of no-buffer, buffer-16
and buffer-256 present similar patterns, increasing quickly at
the beginning, while slowly when the sending rate exceeds
40Mbps. During the whole testing process, buffer-256 (mean
of 274.64% and standard deviation of 44.62%) introduces
more load to switch than buffer-16 (mean of 263.84% and
standard deviation of 51.88%), which behaves similarly to no-
buffer (mean of 260.13% and standard deviation of 51.92%).
The reason is that buffer related operations cause higher switch
CPU utilization than no-buffer. Buffer-16 is exhausted when
the sending rate is high, so it performs similarly to no-buffer
after that point. In summary, buffer adoption complicates the
switch design and its packet process, but we find that it only
introduces 5.6% extra load to switch on average. This is a
positive indicator to adopt buffer in SDN switches.

D. Flow Setup Delay

Flow setup delay is used to evaluate the responsiveness of
switches to arrival flows. As shown in Fig. 5, when sending
rate is lower than 70Mbps, the flow setup delay variations
present similar patterns across different buffer sizes. Without
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buffer, the mean is 5.28ms and the standard deviation is
8.74ms. When the sending rate exceeds 70Mbps, the delay
of no-buffer is quite variable with the maximum of 30.46ms.
The mean delay of buffer-16 is 1.98ms. It presents a similar
pattern to no-buffer with a standard deviation of 1.85ms. The

delay of buffer-256 maintains a stable variation with a mean
of 1.17ms, a standard deviation of 0.37ms and the maximum
of 5.35ms. Normally, buffering the first miss-match packet
and forwarding the buffered packet of a flow introduce buffer
related operations, which will increase the flow setup delay of
the flow. But we find that the flow setup delay can be reduced
by 78% on average when using buffer-256. We next explain the
reasons and give the effective condition of buffer on reducing
the flow setup delay.

The flow setup delay of a new flow is mainly composed of
five parts: the delay of buffering the first miss-match packet,
marked as T}, f fer; the delay of generating the pkz_in message
by the switch, marked as Tpy ;,; the controller delay defined
in Section IV.E, marked as Ts_,.,s; the delay of processing
the pkt_out message by the switch, marked as Tp; u; the
delay of releasing the buffered packets according to the pkt_out
message, marked as T}.cjeqse. Without buffer, each miss-match
packet is entirely included in the pkf_in message and the
pkt_out message. These control messages compete for the
limited bus bandwidth between the ASIC and switch CPU,
the bandwidth of the control path, and the computing resource
of the controller, which greatly affects the generation of the
pkt_in messages, the generation of the pkt_out messages and
the processing of the pkt_out messages [8]. Correspondingly,
the values of Tpy_in, Ts—c—s and Tpy oy Will be larger than
adopting buffer. Because when using buffer, only several bytes
of each miss-match packet are included in the pkz_in message,
and the pkt_out message carries even less information than
the pkt_in message. As a result, less control traffic competes
for the limited resources. However, buffer adoption brings in
Touffer and Trejeqse. SO the effective condition of buffer on
reducing the flow setup delay can be expressed as that the
buffer delay (Thy f fer + Treicase) 18 less than the additional and
variable part of the request delay (Tpk;_in, Ts—c—s and Tpi;_our)
caused by competing the limited resources. Our experimental
results show that when the sending rate is high, buffer can
reduce the flow setup delay obviously. This is easy to explain
according to the given effective condition. Without buffer, high
throughput means that more large control messages compete
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for the limited resources. This needs more extra delay to
generate and process the control messages. We also find that
buffer-256 performs better than buffer-16, this is because
buffer-16 is over utilized when sending rate is high, which
complicates the buffer operations and introduces more buffer
delay than buffer-256 with enough buffer space.

In summary, in addition to reducing the communication
overhead, adopting a large enough buffer can also reduce the
flow setup delay. However, the flow setup delay is affected by
many factors, such as flow patterns, line rate and processor
capabilities, etc. So it is difficult to quantitatively evaluate the
flow setup delay under different conditions. Given that, we
conduct a qualitative analysis of how the buffer benefits the
flow setup delay. The experimental result has shown another
positive incentive to adopt SDN switch buffer.

E. Controller Delay

We record the timestamp (1) when the pkt_in message
is sent from the switch, and the timestamp (f2) when the
flow_mod or pkt_out message arrives at the switch. The
difference (to — t1) is roughly considered as the controller
delay. As shown in Fig. 6, the controller delay of no-buffer
is always higher than that of buffer-16 and buffer-256. The
controller delay of no-buffer (mean of 1.65ms, maximum of
4.84ms and standard deviation of 1.1ms) presents an obvi-
ous increase beginning at the sending rate of 60Mbps. The
controller delay of buffer-16 (mean of 1.11ms and standard
deviation of 0.66ms) follows the same trend with no-buffer,
while the controller delay of buffer-256 (mean of 0.70ms
and standard deviation of 0.12ms) keeps stable during the
whole testing process. When the buffer is not adopted, the
controller should first capture the required information from
the pkt_in message, which includes the entire miss-match
packet. After the decision is made, it also needs to encapsulate
the entire miss-match packet into the pkt_out message. These
operations are more time consuming than adopting the buffer,
which lets some necessary header fields of each miss-match
packet include in the pkr_in message. Buffer-16 cannot provide
available buffer units when the sending rate is high, so it
behaves poorly compared with buffer-256. In summary, if we

—+H— Nobuffer
—O— Buffer-16
4| —A— Buffer-256

Controller Delay (ms)

100
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Fig. 6: Controller Delay under Different Sending Rates.

provide enough buffer space, we can reduce 58% controller
delay on average.

FE. Switch Delay

In our study, the flow setup delay consists of switch delay
and controller delay. The switch delay refers to the generation
time of the pkt_in message and execution time of the pkt_out
message. Execution time of the flow_mod message, i.e., rule
installation time has been studied in an existing work [8]. As
depicted in Fig. 7, when sending rate is lower than 75Mbps,
switch delay presents no differences among the three buffer
sizes. After that point, switch delay of no-buffer increases
quickly. It reaches to 25.07ms when the sending rate is
95Mbps. Switch delay of buffer-16 (mean of 0.87ms and
standard deviation of 1.18ms) outperforms no-buffer. Switch
delay of buffer-256 (mean of 0.47ms and standard deviation
of 0.27ms) always keeps at a low and stable level. Without
buffer, large pkt_in messages are sent out, while at the same
time, flow_mod messages and large pkt_out messages are
sent back. The going out and coming in control messages
compete for the limited switch resources, especially the bus
bandwidth between the ASIC and switch CPU [8], which will
delay the control messages to take effect. This situation will
cause obvious consequence when the control traffic exceeds
a threshold. In summary, the switch delay can be reduced by
87% on average by adopting a large enough buffer.

G. Buffer Utilization

Aforementioned analysis results reveal that when buffer
is exhausted, performance metrics like control path load,
controller usages and flow setup delay, etc., start to increase
gradually or sharply. Therefore, avoiding buffer exhaustion is
crucial. As a basis, buffer utilization should be investigated
first. As depicted in Fig. 8, when the sending rate exceeds
30Mbps, buffer-16 is exhausted. After the buffer is exhausted,
the buffer can still work in the full utilization condition.
When a pkt_out message arrives, the buffered packet will be
forwarded and corresponding buffer units will be released.
New miss-match packets will be buffered when there are
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available buffer units. However, when the sending rate exceeds
a threshold, the replacement of the buffer units cannot catch
up with the speed of the coming miss-match packets. Each
miss-match packet will be entirely included in the pkt_in
message, causing the performance to decrease quickly. In our
study, buffer-256 is sufficient to meet the requirements of the
experimental flow patterns. For buffer-256, when the sending
rate is over 70Mbps, more buffer units are needed. And no
more than 80 buffer units can meet the maximum sending rate.
That is to say, if each packet size is 1000 Bytes on average,
a 80 KBytes buffer is satisfied for a 100Mbps SDN switch
interface. This is a positive indicator for considering adopting
the SDN switch buffer.

V. FLOW-GRANULARITY BUFFER MECHANISM

We have proven the benefits of adopting switch buffer.
However, the default buffer only reduces the size of the
request messages. It still requires to send pkt_in messages
for every miss-match packet. We name the default buffer
mechanism packet-granularity. For a new flow with many
packets, the first arrival packet triggers a pkt_in message,
while the subsequent packets of this flow arrive before the
control operation messages are sent back and take effect. These

subsequent miss-match packets of the flow continue to trigger
redundant pkt_in messages sent to the controller. Therefore, in
addition to reducing the request message size, we further aim
to reduce the number of the request messages.

A. Mechanism Description

In this section, we present a flow-granularity buffer mech-
anism. It buffers all the miss-match packets of a flow and
lets only one request message send to the controller. After
a timeout period, if the switch doesn’t receive the control
operation messages, it will send another request message. The
flow-granularity buffer mechanism is divided into two parts as
depicted in Algorithm 1 and Algorithm 2.

Algorithm 1 describes how to buffer each miss-match
packet of a flow. A flow F' with n packets arrives a switch.
Each packet p; of F' will first match the flow table (line 2). If
p; matches a rule, it will be directly forwarded by the switch
(line 3). Otherwise, the switch will extract the buffer_id for
p; (line 4~5). In the OpenFlow specification [26], buffer_id is
used to identify a packet buffered at the switch and sent to the
controller by a pkt_in message. A pkt_out message including
a valid buffer_id removes the corresponding packet from the
buffer and processes the packet by the actions of the message.
If p; is the first arrival packet of the flow, the switch cannot
get the buffer_id from the buffer_id map (line 6). Then, the
switch buffers p; and creates a buffer_id for p; (line 7). Note
that all the miss-match packets of F' share the same buffer_id.
It is calculated based on the tuple of (src_ip, src_port, dst_ip,
dst_port, protocol), which is usually used to identify a flow.
The switch stores the buffer_id for p; (line 8) and sends a
pkt_in message to the controller (line 9). The pkt_in message
includes the header of p; and the buffer_id. If p; can get
the buffer_id from the buffer_id map, it means p; is not the
first arrival packet of F', then the switch directly buffers p;
without triggering a pkt_in message (line 10~11). Operations
of the proposed buffer mechanism are a bit more complex than
the default buffer mechanism. Therefore, it requires to extend
the OpenFlow protocol. If the controller does not send back
control operation messages after a timeout period (line 12), the
switch needs to send another pkz_in message to the controller
(line 13).

Algorithm 2 describes how to forward the buffered packets
of a flow. A pkt_in message will introduce a flow_mod
message and a pkt_out message. When receiving the flow_mod
message, the switch installs the forwarding rule in the flow
table (line 1). However, this rule only applies to the subsequent
arrival packets of F', not to the already buffered packets of F'.
When the pkt_out message arrives, it carries the buffer_id (line
2) and the out_port (line 3). The switch uses buffer_id to get
the first buffered packet of F' (line 4), and forwards it through
the out_port of the switch (line 5). Then, the switch forwards
other buffered packets of F' one by one (line 7~8). Meanwhile,
corresponding buffer units are released (line 6 and line 9).

B. Performance Evaluation

We implement the proposed buffer mechanism in Open
vSwitch, and evaluate its performance compared with the



Algorithm 1 Buffer Each Miss-match Packet

Input: a flow F' with n packets arriving
Initialization: buffer each miss-match packet of F'
1: for each arrival packet p; of F' do

2 if p; matches a rule of flow table then

3 the switch forwards p;;

4 else

5: buffer_id <+ getBufferldFromMap(p;);

6: if buffer_id= —1 then

7. buffer_id < bufferFirstPacket(p;);

8 storeBufferldIntoMap(p;, buffer_id );

9: send a pkt_in message including header of p; and buffer_id;
10: else

11: bufferSubsequentPacket(p;, buffer_id);

12: if timestamp expires then

13: send a pkt_in message including header of p; and buffer_id,
14: end if

15: end if

16: end if

17: end for

Algorithm 2 Forward Each Buffered Packet

Input: flow_mod and pkt_out messages arriving

Initialization: Forward each buffered packet of F'

: modify the flow table based on flow_mod message;

. buffer_id < getBufferld (pkt_out);

: out_port < getOutPort (pkt_out);

. firstPacket <— getPacketFromBuffer (buffer_id);

forward (firstPacket, out_port);

. releaseBufferUnit(firstPacket);

while (nextPacket <— getPacketFromBuffer(buffer_id)) is not null do
forward (nextPacket, out_port);
releaseBufferUnit(nextPacket);

: end while
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default buffer mechanism. In this experiment, the buffer is
set to 256 for both buffer of the mechanisms. As shown in
Fig. 1, Host; sends 50 flows to Hosts. Each flow includes
20 packets. During the test, we first send out 5 flows (i.e.,
100 packets) in cross sequences. Then, another 5 flows will
be sent to Hosts in the same way. The test will not terminate
until all the 50 flows are sent out. We repeat the experiments
at each sending rate for 20 times.

1) Control Path Load: As depicted in Fig. 9(a), the pro-
posed buffer mechanism introduces less control traffic sent
from the switch to the controller. Using the flow-granularity
buffer, control path load (mean of 0.045Mbps and standard
deviation of 0.005Mbps) is kept at a low and stable level,
while for the packet-granularity buffer, control path load
(mean of 0.123Mbps and standard deviation of 0.009Mbps)
increases quickly when the sending rate exceeds 30Mbps. The
flow-granularity buffer sends only one pkz_in message to the
controller for a flow with many miss-match packets, so it
can reduce the number of pkt_in messages. As shown in Fig.
9(b), the flow-granularity buffer also introduces less control
traffic sent to the switch. This is because fewer control request
messages introduce fewer control operation messages, i.e., the
pkt_out messages and the flow_mod messages. In summary,
flow-granularity buffer can reduce 64% of the control path
load of one direction on average and for another direction, the
control path load can be reduced by 80% on average.

2) Controller Usages: As depicted in Fig. 10, the proposed
buffer limits the controller usages below 30%. While using the
default buffer, the controller needs more computing resources

(mean of 24.82% and maximum of 65.1%) in most cases,
especially when the sending rate is over 70Mbps. The flow-
granularity buffer reduces the number of pkt_in messages,
which effectively decreases the controller overhead by 35.7%
on average.

3) Switch Usages: As depicted in Fig. 11, the two buffer
mechanisms present similar switch usage patterns. Since the
experiment flows do not burden the switch, the switch utiliza-
tion is low. The mean switch usage of the proposed buffer
is 11.67%, while the mean value is 17.31% for the default
buffer. Considering the error caused by the instability of the
experiment platform which is built based on software switch,
the flow-granularity buffer mechanism doesn’t introduce extra
overhead to the switch compared with the packet-granularity
buffer mechanism, although the new buffer complicates the
packet processing.

4) Flow Setup Delay: Fig. 12(a) shows the flow setup delay
variations of the buffer mechanisms under different sending
rates. Using the proposed buffer, the mean is 2.05ms and the
standard deviation is 0.46ms, while using the default buffer,
the mean is 1.53ms and the deviation is 0.69ms. Although the
flow-granularity buffer reduces the number of pkf_in messages,
it introduces extra operations to the switch, which delays the
generation of pkt_in messages. So the packet-granularity buffer
performs better than the flow-granularity buffer in most cases.
However, when the sending rate is high, the competition for the
bandwidth and computing resources increases, and the benefits
of reducing the number of pkt_in messages start to appear. For
example, when the sending rate exceeds 80Mbps, the flow-
granularity buffer outperforms the packet-granularity buffer.

We also use flow forwarding delay (starting from the first
packet of a flow entering the switch to the last packet of that
flow leaving it) to compare the proposed buffer mechanism
to the default one. As depicted in Fig. 12(b), the flow-
granularity buffer behaves similarly to the packet-granularity
buffer in most cases. However, when the sending rate exceeds
80Mbps, the flow-granularity buffer presents its advantages.
For example, the forwarding delay of the packet-granularity
buffer is 54.71ms at the sending rate of 95Mbps, while the
value is 34.23ms for the flow-granularity buffer. There are two
reasons explaining the differences. 1) When the sending rate is
high, packets of a flow arrive almost at the same time, which
means that the number of the miss-match packets increases,
and the packet-granularity buffer introduces more control
messages competing for the limited resources. As a result,
the decision making and taking effect process is delayed. 2)
For the packet-granularity buffer, each buffered packet of a
flow can be forwarded only after its corresponding pkt_out
message is sent back. However, for the flow-granularity buffer,
the switch sends only one pkr_in message for a flow, and it
forwards all the buffered packets of that flow immediately
when the unique pkt_out message arrives.

In summary, the flow-granularity buffer introduces com-
plexity to process the miss-match packets, but it doesn’t
significantly increase the flow setup delay, while reducing
the flow forwarding delay by 18% on average. We also find
that the flow-granularity buffer mechanism performs better
than packet-granularity buffer mechanism when the sending
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rate exceeds a threshold. For example, when the sending
rate reaches to 95Mbps, the proposed buffer mechanism can
reduce 10.8% of the flow setup delay and 37.4% of the flow
forwarding delay.

5) Buffer utilization: We calculate the average and maxi-
mum number of the buffer units that are used at each sending
rate. As depicted in Fig. 13(a), the flow-granularity buffer uses
fewer buffer units during the whole testing process. The flow-
granularity buffer always uses no more than 5 buffer units,
while for the packet-granularity buffer, the buffer utilization
(standard deviation of 5.57) presents a rapid growth with the
sending rate increasing, and it uses 43 buffer units at the
sending rate of 95Mbps. Using the flow-granularity buffer,
only one pkt_in message is triggered for a flow with many
miss-match packets. The pkt_in message is given a buffer_id
and all the buffered packets share this buffer_id. After the
pkt_out message arrives, it instructs to forward the buffered
packets with the same buffer_id. That is to say, this pkt_out
message applies to all the buffered packets of this flow.
Through this way, the buffer units can be quickly released,
leading to a low utilization of the buffer space. While for the
packet-granularity buffer, each miss-match packet triggers a
pkt_in message, which is given an exclusive buffer_id. So a
pkt_out message only applies to its corresponding buffered
packet. This causes the buffer units released slowly and leads
a high utilization of the buffer space. When the sending rate
is high, the packet-granularity buffer mechanism will trigger
more pkf_in messages in a short time period, which presents
an increasing demand on buffer space. In summary, the flow-
granularity buffer mechanism can quickly release the buffer
units. It improves the efficiency of the buffer utilization by
71.6% on average. Note that due to the experiment conditions,
the buffer utilization of the packet-granularity buffer presents
differences under different sending rates as shown in Fig. 8
and Fig. 13.

VI. DISCUSSION OF ADOPTING SDN SWITCH BUFFER

In OpenFlow switch specifications [26], buffer is not utilized
by default. This paper evaluates the value of buffer adoption
on UDP flows. We may consider that a TCP flow setup begins
with several small packets negotiating first. So the buffer might
not be necessary for TCP flows. To address the doubts, this
section discusses how the buffer benefits both of the UDP
flows and the TCP flows.
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A. Buffer for UDP Flows

UDP is a connectionless oriented protocol, i.e., packets of
UDP flow transmit directly without the process of connection
establishment. Without buffer, each miss-match packet will
trigger a request message, which includes the entire packet.
Massive packets of a new UDP flow may arrive around the
same time. Many request messages for this flow will be sent
to the controller, causing heavy load on the control path and
to the controller.

In this study, we use UDP flows to evaluate the benefits of
switch buffer and the efficiency of the proposed buffer mech-
anism. Results reveal that for UDP flows, using buffer could
obviously reduce the communication overhead. Therefore, a
good switch buffer mechanism is really needed to apply for
UDP flows. Existing studies have found that although TCP still
dominates network traffic in terms of packets and bytes, UDP
now often accounts for the largest fraction of flows in a given
link [27]. So using UDP flows to evaluate the effectiveness of
the switch buffer is convincing. If switch buffer benefits UDP
flows, it also benefits the mix of TCP and UDP flows.

B. Buffer for TCP Flows

TCP is a connection oriented protocol, which adopts a three-
way handshake process to establish a connection. In general,
the first few packets of TCP flows which are used to establish
the connection are very small (e.g. TCP SYN, TCP ACK) and
no data will be transferred until the connection is established.
After the connection is established, subsequent large packets of
this flow arrive successively, and the corresponding forwarding
rule has taken effect. These packets sent after the connection
establishment can match the rule of the flow table and will
no longer be treated as the packets of a new flow. From this
view, switch buffer is not necessary for TCP flows. However,
buffer can also apply to TCP flows for the following reasons.

1) For some TCP connection flows, the flows may present
inactive for a transient time period. The rules may be kicked
out from the size limited flow tables due to the inactivity,
but the connections are not terminated in actual. After that
transient period, corresponding ends may restore large volume
of data transmission. In this case, switch buffer is useful.

2) The main objective of this study is to reduce the



communication overhead through adopting the switch buffer.
Experiment results show that using the default buffer, the
communication overhead is obviously reduced. Meanwhile,
the flow setup delay is decreased and kept at a stable level.
The proposed buffer can also reduce the flow setup delay when
the sending rate is high. Therefore, buffering TCP flows can
at least gain the benefits from reducing the flow setup delay.

VII. CONCLUSION AND FUTURE REMARKS

In this paper, we take a first step towards analyzing and
utilizing SDN switch buffer. 1) We first analyze the benefits
of adopting switch buffer. Using the default packet-granularity
buffer, only several header fields instead of the entire miss-
match packet are included in the request message, which
reduces the request message size. Experiment results show
that the default buffer could reduce the load on control path
and the controller, as well as decrease the flow setup delay.
2) Then, we propose a flow-granularity buffer mechanism,
which sends only one request message to the controller for
a flow with many miss-match packets. Through this way, the
number of the request messages is reduced. Experiment results
show that the proposed buffer mechanism could further reduce
the communication overhead without increasing the switch
overhead.

In this paper, we evaluate the benefits of the default and
the proposed buffer mechanisms on the Open vSwitch with
100Mbps Ethernet. In the future, we will further evaluate
the benefits of buffer adoption through commodity SDN
switches with Gigabit Ethernet. In addition, we can design
egress scheduling mechanisms combing with the ingress buffer
mechanism proposed in this paper to provide QoS guarantee
for different applications.
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