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Model construction is a kind of knowledge engineering, and building retrieval models is critical to 
the success of search engines. This article proposes a new (retrieval) language model, called binary 
independence language model (BILM). It integrates two document-context based language models 
together into one by the log-odds ratio where these two are language models applied to describe 
document-contexts of query terms. One model is based on relevance information while the other is 
based on the non-relevance information. Each model incorporates link dependencies and multiple 
query term dependencies. The probabilities are interpolated between the relative frequency and the 
background probabilities. In a simulated relevance feedback environment of top 20 judged 
documents, our BILM performed statistically significantly better than the other highly effective 
retrieval models at 95% confidence level across four TREC collections using fixed parameter values 
for the mean average precision. For the less stable performance measure (i.e., precision at the top 
10), no statistical significance is shown between the different models for the individual test 
collections although numerically our BILM is better than two other models with a confidence level 
of 95% based on a paired sign test across the test collections of both relevance feedback and 
retrospective experiments. 

Keywords: Information retrieval; Language model; Proximity Matching. 

1. Introduction

Language model (e.g., Ponte and Croft, 1998; Hiemstra, 1998) is applied widely and 
successfully not just in information retrieval (e.g., Zhao et al., 2012; Peng and Liu, 2015) 
but in natural language processing tasks like automatic speech recognition (e.g., Jelinek 
and Mercer, 1980). It is one of the effective retrieval models. In relevance feedback (that 
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feedback judged top documents in the initial retrieval for the second retrieval by 
modifying the query with terms from the top judged documents), most language models 
only make use of the relevant documents only. We believe that the judged nonrelevant 
documents in relevance feedback have information that may improve retrieval 
effectiveness. Our research problem is to extend language model in a principle manner so 
that it can make use of both judged relevant and nonrelevant documents in relevance 
feedback for better retrieval effectiveness. Such model construction is a kind of 
knowledge engineering which is of critical importance to many search engines as the 
ranking algorithms are specified by the retrieval models. 

Our contribution is in extending the language modeling approach by using two 
document-context based language models which are language models applied to model 
the document-contexts of query terms (i.e., terms surrounding the query term within a 
specified distance from the query term in the document). One document-context based 
language model captures the relevance information and the other captures the non-
relevance information. Apart from capturing both relevance and non-relevance 
information, our other contribution is in the formulation of the document-context based 
language models. In a novel way, we embedded the document-contexts in the 
probabilities of the document-context based language models, and estimated them similar 
to other language models. Our model has more flexibility in terms of modeling. For 
example, it can be extended to model link dependencies (e.g., Gao et al., 2004) which are 
the linkages of two possibly non-consecutive dependent terms within a query context 
(i.e., words surrounding a query term) and multiple query term dependencies within a 
single framework. It can also be integrated with the log-odds ratio (Robertson and Sparck 
Jones, 1976) which is the logarithm of the probability of relevance divided by the 
probability of non-relevance. It has the potential to improve retrieval effectiveness which 
is hard to do so as the state-of-the-art retrieval models are already highly effective.   

We evaluate our document-context based language models using a simulated 
relevance feedback environment. The mean average precision (MAP) of our proposed 
model is statistically significantly better than the MAPs of the highly effective baseline 
models at 95% confidence level, using top 20 documents to feedback the judged 
documents. The retrospective experiment shows that our model is comparable to support 
vector machine in terms of MAP, and the MAP of our model is statistically significantly 
better than the MAPs of other highly effective baseline models. 

The significance of our contribution is the creation of a highly effective retrieval 
model that integrates two document-context based language models. These two language 
models are instantiated from the log-odds ratio which originally forms the basis for 
ranking of the binary independence model (Robertson and Sparck Jones, 1976) (i.e., a 
classical probabilistic retrieval model). This suggests that the language modeling 
approach can be extended in a novel way by combining it with the classical probabilistic 
retrieval. The creation of the effective model here is also relevant to relevance feedback 
for spoken document retrieval which can now leverage both the relevance and non-
relevance information for more effective retrieval by using the proposed retrieval model.  
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The rest of the article is organized as follows. The next section is the related work. 
The main section following the related work presents the binary independence language 
model in details, including how to estimate the probabilities. The experiment section 
presents the evaluation of the model against other highly effective ones (e.g., language 
model and Markov random field model). One experiment is carried out in a simulated 
relevance feedback environment, and the other is a retrospective study. The last section 
makes the concluding remarks and mentions the future work. 

2.   Related Work 

We first discuss the related work about language model since our novel model is a kind 
of language model. In the next subsection, we discuss the proximity-matching models. 
Finally, we discuss the context-dependent term frequency adjustment methods. 

2.1.   Language Model 

Ponte and Croft proposed the use of language model (Ponte and Croft, 1998) in 
information retrieval as well as Hiemstra (1998). As language model received much 
attention, it was investigated by many (e.g., Zhai and Lafferty, 2003). Its strength lies in 
the principle method to estimate the probabilities as well as the application of smoothing 
techniques. However, its retrieval effectiveness performance was sometimes comparable 
to the performance of other state-of-the-art retrieval models (e.g., BM25 in Robertson 
and Walker, 1994). There had been extension to language models using bigrams (e.g., 
Song and Croft, 1999), which are two consecutive terms occurring one after the other, but 
usually they did not advance much the retrieval effectiveness of the language model for 
heterogeneous collection. 

There were concerns over the theoretical basis of language models because it did not 
have the relevance (random) variable in its probability. Lafferty and Zhai (2003) showed 
that the language model could be made to be rank equivalent to the log-odds ratio by 
making two general assumptions. Later, Azzopardi (2007) and Luk (2008) showed that 
these two assumptions could eliminate the relevance (random) variable making the log-
odds ratio rank equivalent to the probability (i.e., p(d | q) where p() is the probability, d 
refers to a document and q refers to a query) of the language model of Ponte and Croft. 

Language models were applied in the relevance feedback environment. Specifically, 
Zhai and Lafferty (2001) looked at model-based (relevance) feedback where a generative 
model of feedback documents was used or the average divergence of the feedback 
document was optimized. In this article, we compared one of the model-based feedback 
by Zhai and Lafferty (see Relevance Feedback Experiments Subsection). Regularization 
(Diaz, 2008) was applied to improve retrieval effectiveness in the relevance feedback 
environment. However, the measured performance of regularization included the judged 
documents whereas our evaluation was based on the residue collection without the judged 
documents. Also, our proposed method could be added with regularization, so 
regularization was not compared with our proposed method. Similarly, local concept 
expansion (Metzler and Croft, 2007) has been applied to MRF. We do not compare the 
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use of such method as it can be applied to MRF and to our model as well. In general, 
there are many additional methods that can be applied to language model, MRF and our 
model, and it is impractical to compare with all of the additional methods, as well as 
whether it is valid and whether it has value to compare the different retrieval models with 
such additional methods. 

We combine the relevance and non-relevance information in the log-odds ratio 
similar to the work of Robertson and Sparck Jones (1976). Lv and Zhai (2015) also 
combined the use of relevance and non-relevance information in the query likelihood log-
odds ratio which is rank equivalent to the log-odds ratio of Robertson and Sparck Jones 
(1976). In general, our work here and the work of Lv and Zhai (2015) are both derived 
from the log-odds ratio, but they derive the query likelihood probabilities which are used 
in ranking. Unfortunately, Lv and Zhai (2015) only reported marginal improvement (i.e., 
0.0009 points better than 0.2521) using both positive and negative information (i.e., the 
query likelihood log-odds) for short queries in the Robust04 test collection, the document 
collection of which is the same as the document collection of TREC-7 (i.e., the 7th annual 
conference of TREC which stands for Text Retrieval Conference) and TREC-8 as used in 
this work. In addition to marginal improvement, they did not report any statistical 
significance. As the work of Lv and Zhai (2015) only has marginal improvement over the 
language model for short queries (as in here) for Robust04 track, we believe that it is 
sufficient to compare our proposed model with the language model in this paper. 

Wang et al. (2007, 2008) also made use of negative information (or non-relevance 
information) in (relevance) feedback but (1) their methods only operate with negative 
information without positive information, (2) they have not tried their method to use both 
with relevance information and non-relevance information to perform feedback and 
retrieval, so we are unable to compare with their results, and (3) they admitted that their 
proposed method is only a(n) (effective) heuristic rather than a principled method. 
Therefore, we do not compare our work with theirs. 

2.2.   Context-dependent Model 

Document-context language models are a special type of document-context based models 
which are proposed and developed by various researchers. Vechtomova and Robertson 
(2000) proposed a document-context based model using collocates or word co-
occurrences filtered by mutual information or Z statistics (i.e., the score minus the mean 
and then divided by the standard deivation). Our document-context based language model 
did not have any collocates or word co-occurrences to be filtered. Pickens and 
MacFarlane (2006) also made use of document contexts for ranking. The MAP of their 
model was similar to the state-of-the-art model, and their ideas were independently 
developed from ours.  Earlier, we (Wu et al., 2006) developed a number of document-
context based models. However, the MAPs of these models in a retrospective study were 
not as effective as our proposed model here (see Retrospective Experiments Subsection). 
Therefore, we focused on developing our proposed model for relevance feedback. 
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There are various attempts that try to generalize the term-independent model with 
proximity matching within document-contexts. For example, the BM25 (Robertson and 
Walker, 1994) is generalized to BM25 with proximity matching (Rasolofo and Savoy, 
2003). Huston and Croft (2014) compared a number of proximity matching models and 
found that the Markov Random Field model (Metzler and Croft, 2005) is among the best. 
Therefore, we will use the Markov Random Field model as our baseline for comparison. 

2.3.   Context-dependent Term Frequency Adjustment Method 

Another approach is to formulate the document-context dependent term weight proposed 
by Dang et al. (2010, 2014 and 2016). The main idea is to use terms in the context (called 
context terms) to boost or discount the term frequency factor (i.e., the occurrence 
frequency component) of the term weights (i.e., a measure of the importance of the term) 
of the query terms. In a relevance feedback environment, context terms that occur only in 
relevant documents will be used to boost the term frequency factor. Likewise, context 
terms that occur only in non-relevant documents will be used to discount the term 
frequency factor. The amount of boost and discount is shaped by the logistic regression 
function. Our work here is different from Dang et al. (2010, 2014 and 2016) who seek to 
modify existing term weights with context dependencies because our work derives and 
instantiates the document-context language model from the log-odds ratio instead of 
modifying existing term weights. Also, the MAP of our novel retrieval model is better 
than the MAP of MRF with statistical significance for all the tested collections whereas 
the modified term weights of Dang et al. with context dependencies sometimes may not 
perform better than MRF for some tested collections. Therefore, we believe that our 
model here is better than the modified term weights of Dang et al. (2010, 2014 and 2016). 

Similar to but different from Dang et al (2010), Lv & Zhai (2009, 2010) modified the 
counting of the language model and the relevance model based on proximity matching, 
respectively, to rank documents. For the positional language model, Lv & Zhai (2009) 
shows only marginal improvement using the smaller TREC collections which are known 
to be difficult to show performance enhancement by proximity matching due to their 
small size (Buttcher et al., 2006) similar to our test collections used here. Therefore, Lv 
& Zhai (2010) shows better performance improvement for the positional relevance model 
after using the larger test collections (i.e., GOV2 and Clueweb09) which can show better 
performance for proximity matching as there may be more noise terms in the larger 
collection (Buttcher et al., 2006). Unfortunately, Lv and Zhai (2009, 2010) did not 
compare their proximity matching language model with other proximity matching model 
like MRF, so there is no direct comparison available. However, if we dig into the GOV2 
terabyte 2006 TREC archive, then we can find the MAP of MRF is 0.3670 by Li and Yan 
(2006), which is much higher than 0.3322 that is the best MAP of the positional 
relevance model of Lv and Zhai (2010) so that their difference is unlikely to be due to 
some preprocessing. Therefore, we believe that it is sufficient for us to compare the 
performance of our work with MRF. Similarly, there are other proximity matching 
models (e.g., Rasolofo and Savoy, 2003) such as those based on BM25 (Robertson and 
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Walker, 1994). However, Huston and Croft (2014) showed that MRF was able perform 
among the best compared with various proximity matching models. Therefore, we will 
focus on comparing with MRF. 

3.   Binary Independence Language Model Initial Formulation 

Our binary independence language model (BILM) is formulated initially as follows. First, 
we introduce the event space of the binary independence language model. Next, we start 
the derivation from the log-odds ratio which is originally used by the binary 
independence model. This derivation leads to the use of document context models in the 
ranking formula. 

3.1.   Event Space 

We follow the notation and interpretation of probabilities for relevance decisions in 
Section 2.2 of Wu et al. (2008). For convenience, we mention the following. First, 
probabilities are defined by the axioms of Kolmogorov (1950). A probability is a measure 
in some event space  (Robertson, 2005) and it is denoted by p(). We define the local 
relevance as the relevancy of the information (to the query) at or near a particular 
position in the document. The event space of the local relevance is  = D × N × Q × R 
where D is the set of documents, N is the set of nonnegative integers (indicating the 
position of the relevance in the document), Q is the set of queries, and R is the set of local 
relevance values (i.e., for binary relevance, },{ rrR  ). We will show how the local 
relevance is related to the document-wide relevance later. 

To make the local relevance to depend on the information in the document instead 
of the position in the document, we formulate the event space of the (local) relevance 
decisions which are independent of the position in the document. The event space, ,n, 
of the relevance decisions is determined by the context-based local relevance decision 
(CLRD) assumption in (Wu et al., 2008). It states that a local relevance decision at any 
location k in any document d for any query q is made on the basis of the information in 
the context that is centered at k in d for some maximal context size n (i.e., the context has 
2n+1 terms). We denote the following in order to specify the event space of the relevance 
decisions: 

- the set of terms in the collection D be V(D); 
- the set of possible strings of length 2n+1 over V(D) be V(D)2n+1 where V(D)2n+1 is 

the cross product of V(D) itself by 2n+1 times. 
According to the CLRD assumption, the event space, ,n, of the local relevance 
decisions is a subset of the following cross-product space: 

RQDV n
n  


12

, )( , 
since some events in the cross-product space are undefined in ,n. The context string, 
c(d, k), of length 2n+1, is in V(D)2n+1. Near the beginning or the end of the document, the 
context string is padded with a unique character so that the length of the context string is 
2n + 1. We assume that this special character is already in V(D). The previous cross-
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product space includes the set N of positive integers because events are specified by the 
document locations. 

In this article, the document-wide relevance values are rg and gr , and the set of 
these two values is denoted by H. Similar to local relevance, the event space, , of the 
document-wide relevance is 

HQD  , 
which is the same as the event space of the evaluation model of Dang et al. (2009). Note 
that all events in the above cross-product space are defined in . Both D and Q in  
are the same as those in . We denote the probability of document-wide relevance as 
p(Rd,q) where Rd,q is the global relevance (random) variable for document d and query q. 
Similarly, we denote the probability of local relevance as p(Rd,k,q), where  identifies the 
underlying event space as  and Rd,k,q is the local relevance (random) variable for 
document d at location k for query q. 

3.2.   Derivations from the Log-Odds Ratio from BIM 

Sections, sub-sections and sub-subsections are numbered in Arabic. Use double spacing 
before all section headings, and single spacing after section headings. Flush left all 
paragraphs that follow after section headings. 
Using our notation, the log-odds ratio (1992) of the binary independence model (BIM) by 
Robertson and Sparck-Jones (1976) is  

which is defined over the event space . Effectively, the log-odds ratio is pooling the 
logarithm of the relevance probability and the logarithm of the non-relevance probability. 
The log-odds ratio is used because it can incorporate nonrelevant information and it is 
rank equivalent to the probability of relevance given the query and the document 
according to Manning et al. (2008), so that the ranking based on the log-odds ratio 
complies with the probability ranking principle (Robertson, 1977). This principle is 
followed because Dang et al. (2009) shown that if the probability of relevance is 
estimated accurately, then the retrieval will yield optimal effectiveness in a  range of 
measures, such as Mean Average Precision (MAP), R-precision, etc. 
 

Our model aggregates the evidence found in events at each location in the 
document. These pieces of evidence can be grouped into two types according to the 
generalized query-centric assumption. This assumption states that for any topic q and any 
document d relevant to q, the relevant information for q locates only in the contexts c(d, 
k) where |d| is the city-block length of the document d, k[1, |d|], G(q) returns the set of 
terms related to q and d[k]  G(q). One type, E1(d, q), contains events, 
 )(][:)( ,, qGkdrR qkd  , of query terms or query-related term occurrences in the 
document, and these events are expected to be locally relevant to the query q. Another 
type, E2(d, q), consists of events,  )()(][:)( ,, qGdVkdrR qkd  , of non-query-

)1(,
)(

)(
log),|(

,

,

gqd

gqd
g rRp

rRp
qdrO









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related term occurrences in the document, and these events are expected to be locally 
non-relevant to q according to the generalized query-centric assumption. Using these two 

types of events, the probability of relevance in Eq. (1) is as follows 
where  stands for rank equivalence (Lafferty and Zhai, 2003),   stands for conjunction 
and Loc(t, d) is the set of locations where term t has occurred in document d. We assume 
that the events in the previous equation are all mutually (binary) independent (hence the 
name binary independence language model) in order to simplify that equation as follows: 
 
After making the CLRD assumption, we can assign ),),,(|(, qtkdcrp n  to 

)( ,, rRp qkd   in the previous equation which is re-arranged as follows: 
where p,n() is the probability defined over the event space ,n. Similarly, the same is 

done for non-relevance in Eq. (2). 
 
For the irrelevance decision component model, the probability of non-relevance in Eq. (1) 
is derived according to the Disjunctive Relevance Decision (DRD) principle in (Kong et 
al., 2004), which is formulated according to TREC ad hoc evaluation policy (Harman, 
2004). Basically, the DRD principle states that if any part of the document is relevant, 
then the entire document will be relevant. Effectively, the logical form of the DRD 
principle is 

qkd

d

k
R ,,

||

1 
 which is 

qkd

d

k
R ,,

||

1 
, where  stands for disjunction. Its probabilistic 

version is rank equivalent to the following,    
||

1 ,, )(log
d

k qkd rRp , where each 
qkdR ,,
 maps 

to )( ,, rRp qkd 
. These probabilities of local non-relevance are partitioned into two 

groups as follows by the generalized query centric assumption: one group for terms in 
G(q) and the other group for terms not in G(q), as follows. 

The above equation has a negative sign because the probability on the left of the equation 
is the denominator of the log-odds ratio in Eq. (1). 

4.   Context Modeling of Binary Independence Language Model 

Section 4.1 discusses the context dependent modeling. As there are different types of 
terms related to the query, several types of contexts are introduced in Section 4.2 and 

.)()(

)),(),,(()(

,,
),()()(

,,
),()(

21,













 



 







rRrRp

qdEqdEprRp

qkd
dtLockqGdVt

qkd
dtLockqGt

gqd

   .)(
)()( ),(

,,
)()( ),(

,,,   
 


 

 
qGdVt dtLock

qkd
dVqGt dtLock

qkdgqd rRprRprRp

    )2(,,),,(|,),,(|)(
)()( ),(

,
)()( ),(

,,   
 


 

 
qGdVt dtLock

n
dVqGt dtLock

ngqd qtkdcrpqtkdcrprRp

     .logloglog
)()( ),(

,,
)()( ),(

,,,   
 


 

 
qGdVt dtLock

qkd
dVqGt dtLock

qkdgqd rRprRprRp
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applied to the ranking formula. Extrapolating from the bigram terms for contexts, linked 
dependencies are introduced in Section 4.3 to determine the probability of the contexts. 

4.1.   Context Dependent Model Derivation 

Assuming that the CLRD assumption is true, we assign ),),,(|(, qtkdcrp n  to 
)( ,, rRp qkd   in the last equation of Section 3.2, which becomes 

where p,n() is a probability defined in the event space, ,n. Substituting Eqs. (2) and (3) 
into the log-odds ratio in Eq. (1), this ratio is rank equivalent to 

where f(t, d) is the occurrence frequency of term t in document d. Eq. (4) consists of two 
major components. The left component is a by-product of the re-arrangement of the 
conditional probabilities (i.e., from ),),,(|(, qtkdcrp n to ),,|),((, rqtkdcp n , 
and similarly for ),),,(|(, qtkdcrp n to become ),,|),((, rqtkdcp n ). The left 
component may be considered as the product of the term frequency and the log-odds that 
is similar to w4 in (Robertson and Sparck Jones, 1976). In here, we assign the probability 
of a half to both p,n(r | t, q) and ),|(, qtrp n  since we are uncertain of the relevance 
given only the term t and the query q. In this case, the left component in Eq. (4) vanishes 
after taking the logarithm. The right component is similar to the log-odds ratio of the 
document-context decision that appears in (Wu et al., 2006). This ratio is the ratio 
between the probability of document-contexts being relevant against it being irrelevant 
similar to the right component. The probabilities of this component are computed similar 
those in the language models, where they are the product of the probabilities of the 
individual term occurrences. Therefore, we call our model the Binary Independence 
Language Model (BILM). 

In this article, the query terms and their related terms (i.e., G(q)) are the union of (1) 
single query terms (i.e., S(q)), (2) coverage terms (i.e., C(q)) and (3) expansion terms 
(i.e., E(q)). That is, G(q) = S(q)C(q)E(q).  The single query term (i.e., S(q)) refers to 
the original individual query terms of the topic. The coverage term (i.e., C(q)) refers to 
the set of selected terms according to their number of occurrences with the single query 
terms. For each topic, the coverage terms are selected by the number of occurrences of 
the term in the contexts of the original query terms in the relevant documents from the 
top X ranked documents. In other words, the coverage of a term means the number of 
contexts of query terms containing the term. After the coverage of all terms occurred in 
the relevant documents from the top X ranked documents are calculated, top kcov terms are 
selected. We believe that the higher the coverage of a term, the higher is the correlation 
between the term and the query terms. Lastly, the expansion query term (i.e., E(q)) are 
the terms obtained from the relevant documents from the top X ranked documents 

      )3(.,,),,(|log,,),,(|loglog
)()( ),(

,
)()( ),(

,,   
 


 

 
qGdVt dtLock

n
dVqGt dtLock

ngqd qtkdcrpqtkdcrprRp

 
  )4(.

,,|),(

,,|),(
log

),|(

),|(
log),(

)()( ),( ,

,

)()( ,

,  
  



 

 
dVqGt dtLock n

n

dVqGt n

n

rqtkdcp

rqtkdcp

qtrp

qtrp
dtf
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according to the relevance model (RM) (Lavernko and Croft, 2001) for query expansion. 
Top kexp expansion terms are selected. 

4.2.   Different Context Types Derivation 

Given the three sets of terms which are believed to be highly related to the topic, we 
define five types of contexts according to their middle term of the context; they are (1) 
contexts with a query term tS(q) in the middle, (2) contexts with a query term tS(q) in 
the middle and there is another query term sS(q) where s  t occurs within a window 
size W with t, (3) contexts with a query term tS(q) in the middle and immediately 
followed by another query term sS(q) where s  t, (4) contexts with a coverage term 
tC(q) in the middle and (5) contexts with an expansion term tE(q) in the middle. 

The first three types of contexts have an original query term (i.e., S(q)) as the 
middle term of the context. The second type allows two different original query terms 
occur within a distance W while the third type requires the two different original query 
terms to occur as a phrase. To define the second and third types of contexts, we define the 
locations where such contexts occur as follows. Let Locp(t, q, d) returns the set of 
locations of term t in document d such that there is another term sS(q) where st 
immediately follows t. That is a 2-term phrase t s occurred in the following locations:  

}]1[),(]1[,][|,|1:{),,( tkdqSkdtkddkkdqtLoc p  . 
Let Locw(t, q, d) returns the set of locations of term t in document d such that 
there is another term sS(q) where st occurs with the term t within a distance of 
W: 

}.,][),(][,][|,|1:{),,( WxtxkdqSxkdtkddkkdqtLocw 
 

From Eq. (4), the right component used in the rank function of BILM is the log-
odds ratio of the document-context decision. In practice, we can only obtain an estimate 
of these probabilities, and we make a weaker assumption that the estimates are only rank 
equivalent to the actual probabilities as follows: 

The right hand side of the above equation corresponds are summing for all the five 
different context types. 
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When the context of an expansion term has less than three different expansion terms 
nor does it have a query term, this context is ignored because it is assumed to be not 
related to the query. Eq. (5) is used in retrieval for ranking documents. There are 5 
components on the right hand side as G(q) = S(q)C(q)E(q). For S(q), it is further 
divided into single query term, query terms occurs in proximity and query terms occurs in 
a phrase. 

We generalize )(ˆ ,,  Snp , )(ˆ ,,  Cnp  and )(ˆ ,,  Enp  to )(ˆ ,,  Gnp . If )(qSt  , 
)(ˆ)(ˆ ,,,,   SnGn pp . Similarly, if )(qCt  , )(ˆ)(ˆ ,,,,   CnGn pp , and if 

)(qEt  , )(ˆ)(ˆ ,,,,   EnGn pp . In the unigram model, the context probabilities are 
the multiplication of the probabilities of individual context terms by assuming that they 
are conditionally independent to each other, i.e., we write in a general way that 

The other two types of context probabilities (i.e., )(ˆ ,,  Wnp and )(ˆ ,,  Pnp ) in Eq. (5) are 
determined similarly. 

4.3.   Link Dependency Modeling 

One way of relaxing the unigram model is the bigram model (Srikanth and Srihari, 2002) 
which assumes a term is related to its previous term. In 2004, Gao et al. (2004) proposed 
a new dependence language modeling approach which extended the unigram model by 
relaxing the independence assumption. They introduced a dependency structure called 
linkage which models the relationship of any two terms. Later, Maisonnasse et al. (2007) 
refined the dependence model by representing the terms as a graph J = (C, E) where C is 
the set of terms and E is a binary relation from CC  in {0, 1}. That is, 1),( ji ccE  
if ci and cj are related, and 0 otherwise. The dependence model generalizes the bigram 
model (Srikanth and Srihari, 2002). In our proposed model, we use the linkage 
relationship between a term and its previous (four) terms for calculating the probabilities:  
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, 

where in general  

Specifically, when )(qSt  , jSjG ,,    such that 1
5

0
, 

j
jS . Likewise, when 

)(qCt  , jCjG ,,    such that 1
5

0
, 

j
jC , and when )(qEt  , jEjG ,,    

such that 1
5

0
, 

j
jE . The other two types of context probabilities (i.e., 

)(ˆ ,,  Wnp and )(ˆ ,,  Pnp ) are determined similarly. 

5.   Binary Independence Language Model Estimation 

The estimation of the probabilities of the contexts is described in Section 5.1. Finally, to 
increase the amount of data for probability estimation, a novel bootstrap method is 
applied to discover more contexts for probability estimation of the context terms. 

5.1.   Probability Estimation 

The probability ),]1[|])[,((ˆ ,, qtnclkdcp Gn  in Eqs. (6) and (7) is said to be the 
collection probability which is used to avoid zero values in the (relative frequency) 
estimation. This may happen when the conditional relative frequency estimates of a term 
u is zero. That is the term u does not occur in the contexts of relevant or irrelevant 
documents during re-ranking. The zero values will propagate to the context probabilities 
which can cause anomalies in ranking of the documents during retrieval. This is the 
problem of zero probability similarly found in the language modeling approach (Ponte 
and Croft, 1998), and smoothing (Chen and Goodman, 1996; Zhai and Lafferty, 2004) of 
the distribution of terms is a solution to this problem. The basic idea of smoothing is to 
adjust the distribution of terms so that zero probability will not be assigned to unseen 
terms.  In (Wu et al., 2006), we have tested a similar model using three interpolation-
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based smoothing techniques namely additive smoothing (e.g., Lidstone, 1920), Jelinek-
Mercer smoothing (Ponte and Croft, 1998; Zhai and Lafferty, 2004) and absolute 
discounting (Zhai and Lafferty, 2004; Ney et al., 1994), and we found that the 
performance of the three smoothing techniques is close to each other when the 
parameters are set appropriately. In this article, we used Jelinek-Mercer smoothing that 
linearly interpolates with the background probability, the relative frequency estimate of 
which is: 
Using the simplifying notation that u refers to some context term c(d, k)[l], let f(c(d, k), u) 
be the raw frequency of the term u in the context c(d, k). Let U = RX and IX be the set of 
relevant and irrelevant documents from the top X ranked documents of the initial retrieval 
list, respectively. The conditional relative frequency estimates of u are:  

 
Using the simplifying notation that u refers to some context term c(d, k)[l], and u(h) 
refers to some context term c(d, k)[l-h], let f(c(d, k), u, u(h)) be the raw frequency of the 
term u in the context c(d, k) such that the term u(h) occurs at h number of terms before u. 
The probabilities of seeing term u given u(h), t, q and r are: 
 

 

 
When estimating the irrelevance probability, we make use of the bottom end 

documents. The IrlBotStart parameter controls the number of bottom end documents 
used. For documents ranked below IrlBotStart, the contexts of these documents are 
treated as irrelevant and its terms are added to the irrelevance model. Since the number of 
contexts in the bottom end documents is greater than the number of contexts in the 
judged irrelevant documents from the top X ranked documents, we weight the frequency 
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count of terms in the contexts of the bottom end documents by IrlBotWeight[0,1] for 
irrelevance probability estimation so that these frequency counts will not overshadow the 
frequency counts from the contexts in the judged irrelevant documents from the top X 
ranked documents. As a result, the number of training data for the irrelevance model will 
not be too small. 

5.2.   Increasing Amount of Data for Estimation by Bootstrapping 

When the number of relevant contexts of a term tG(q) is too small, the relative 
frequency estimate, ),,|(ˆ , rqtup Gfreq , will be inaccurate. In order to solve this 
problem, we bootstrap using the contexts of the term t in the unjudged documents where 
such contexts are similar to the contexts of t in the judged relevant documents. The 
similarity of contexts is calculated using log-odds: 

),,|),((log),,|),((log rqtkdcprqtkdcp  . 
These contexts in the unjudged documents are ranked by this log-odd score, and their top 
T% is also considered as relevant contexts of t for raw frequency counting (i.e., f(c(d, k), 
u) and f(c(d, k), v)) when the number of relevant contexts of a term tG(q) is below a 
threshold, relCon. That is URX in Eqs. (8), (10) and (12) since U is now the set of 
documents which is the union of the judged relevant documents and the unjudged 
documents with the highest T% log-odds scores. 

When there is no relevant document in the top X ranked documents, the best 
performing parameter values are quite different from the ones when there are relevant 
documents. Therefore, we use two sets of parameter values: one set calibrated when there 
is at least a relevant document in the top X ranked documents and another set calibrated 
when there is no relevant document in the top X. 

Table 1 lists the parameters used in our proposed model and their range of values in 
the experiments during calibration. The calibration involves setting some of the 
parameters with different values and observing which parameter value gives the best 
results. Then, the next iteration will set the other parameter values to observe for better 
performance. Each setting involves stepping through different values in the given range. 
For example, the context size, C, may be set to 31, 51, 71 or 91 to observe the different 
performance within the given range between 11 and 101 (in Table 1). Although there is 
no guarantee that the global optimal setting is discovered, it is hope that a good enough 
local optimal setting is found as it is very difficult to find the global optimal setting. 

 
Table 1:  Parameters used in the model 

Parameters Description Range 

X Number of documents used for RF 20 

C Context size 11 - 101 

W Window size for query terms occur in 

proximity 

5 - 15 

kcov Number of coverage terms 10 - 150 

kexp Number of expansion terms 10 - 150 
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S,j (j =0, 1, 2, 3, 4, 5) Mixture parameters for S(q) 0.1 – 0.9 

C,j (j =0, 1, 2, 3, 4, 5) Mixture parameters for C(q) 0.1 – 0.9 

E,j (j =0, 1, 2, 3, 4, 5) Mixture parameters for E(q) 0.1 – 0.9 

IrlBotStart Documents ranked below the parameter are 

considered to be non-relevant 

1,000 – 100,000 

IrlBotWeight Frequency count of terms which occur in 

documents ranked below IrlBotStart 

0.1 – 0.9 

T (in percentage) Parameter used in bootstrapping 10% – 50% 

relCon Threshold for the number of contexts in order 

to perform bootstrapping 

10 – 1000 

6.   Experiments 

We performed two sets of experiments. One set is relevance feedback (RF) experiments 
which use the top 20, judged documents (i.e., X = 20) from the initial retrieval for 
training. Another set is a retrospective experiment which uses all the judged documents 
for training. This is done to get an upper bound of the performance of the model for 
comparison. 

6.1.   Experimental Set Up 

The proposed model is trained using the TREC-2005 ad-hoc retrieval text collection and 
we perform experiments on TREC-6, -7, -8 and -2005 (heterogeneous) collections using 
calibrated, fixed parameter values. Table 2 shows some information of the various 
collections. TREC-7 and TREC-8 use the same text collection which is a subset of the 
TREC-6 text collection. In particular, TREC-6 contains articles of the Congressional 
Records which are relatively long compared with news articles and which do not appear 
in TREC-7 or TREC-8. We want to use these collections, which are smaller than the 
terabyte data sets like GOV2 or Clueweb09, because it is harder to show improvement 
for proximity matching model like ours for smaller collections than for larger collections 
according to Buttcher et al. (2006). Therefore, we used harder collections for our work to 
claim better performance than non-proximity matching models like language models. 
Title queries are used in the initial retrieval which is performed using the query likelihood 
(QL) model (Lafferty and Zhai, 2001) of the Indri retrieval system (available at 
http://www.lemurproject.org/indri/ and details of which from Strohman et al., 2004). The 
mean average precisions (MAPs) of the initial retrievals are shown in Table 2. The MAPs 
are reported because they are relatively stable measures of performance. Top 20 
documents from the initial retrieval list are used for relevance feedback. Top 20 
documents are used as implicit feedback can easily provide such information. The 
relevance judgements are from the TREC judgement files for the corresponding 
collections. 
 

Table 2: Collections used in the experiments 
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 TREC-6 TREC-7 TREC-8 TREC-2005 

No. of documents 556,077 528,155 528,155 1,033,461 

Topics 301-350 351-400 401-450 50 past hard topics 

Storage (GB) 3.3 3.0 3.0 5.3 

Mean Average Precision 0.247 0.200 0.253 0.263 

 
We compare our results with those produced by the support vector machine (SVM) 

using the SVM_Light package (Joachims, 1999) which can be downloaded at 
http://svmlight.joachims.org. SVM is used because it is among the best for learning-to-
rank and it is a common baseline. After testing on TREC-2005, we use the radial basis 
kernel function for SVM because it is found to be more effective compared with other 
kernel functions. We also compare our results with the combination of query expansion 
(RM3) algorithm (Lavrenko and Croft, 2001) with Markov random field modeling 
(MRF) (Metzler and Croft, 2005) as in (Lease, 2008) which produced the best results in 
the relevance feedback track in TREC-2008. The model-based feedback in language 
model (LM) approach to information retrieval (Zhai and Lafferty, 2001) which uses the 
expectation-maximization (EM) algorithm is also compared. We produced the residue 
result, of which the judged documents are removed from the judgement list when 
calculating the performance measures such as the mean average precision (MAP). 

The calibration of parameters is performed on TREC-2005 and the same parameter 
values are used for all the test collections. Table 1 shows the range of values of the 
parameters during calibration. The calibration involves a grid search that explores the 
retrieval performance (as the vertical dimension of the grid) controlled by a set of 
parameters (as the other horizontal dimensions of the grid) with values taken at regular 
intervals forming a grid to find the best set of parameter values. Basically, the grid search 
steps through the possible parameter values within the given ranges in Table 1. The 
highest performance for a particular set of parameter values in the grid search is used as 
the result to further the search for better parameter values using finer steps of smaller 
regular intervals. Typically, the grid search iterates three times before arriving at the final 
calibrated parameter values. 

6.2.   Relevance Feedback Experiments 

Table 3 shows the results in terms of the mean average precision (MAP) of our model, 
SVM, the modified MRF and LM. All the four methods use the same amount of 
relevance information which is the top 20 judged documents from the initial retrieval list. 
Note that the MAPs are obtained for the residue collection and not the entire collection, 
so that the retrieval by these algorithms is more difficult than retrieving the entire 
document collections as the easy-to-identify relevant documents have been retrieved and 
judged. For our model and SVM, they use both relevant and nonrelevant documents from 
the top 20 during training. However, for LM and the modified MRF algorithm, only 
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relevant documents from the top 20 are considered. From the results, our model 
performed significantly better than the effective SVM, LM and the highly effective, 
modified MRF model with a 95% confidence interval (C.I).  This is achieved for TREC-
6, TREC-7 and TREC-8 test collections using fixed parameter values that are calibrated 
by the TREC-2005 retrieval performance. This demonstrates that our model is effective. 

 
Table 3: MAP of our BILM, SVM,  the modified MRF and Language Model (LM) 

TREC LM MRF SVM Ours 

6 .224 .229 .216 .252*+$ 

7 .241 .247* .236+ .278*+$ 

8 .239 .248* .228+ .273*+$ 

2005 .306 .318 .310 .345*+$ 

* - The result compared with SVM is statistically significantly different with a 95% C.I. 

+ - The result compared with MRF is statistically significantly different with a 95% C.I. 

$ - The result compared with LM is statistically significantly different with a 95% C.I. 

 
Note that in initial retrieval and pseudo-relevance feedback, the MAP performance 

of TREC-6 is usually higher than TREC-7 for the top TREC performers (e.g., Walker et 
al, 1998). This is because apart from document length normalization, the top TREC 
performers also used passage-based retrieval to handle widely varying document lengths. 
In our experiments, the MAP performance of TREC-6 is lower than TREC-7 because we 
did not have passage-based retrieval to combat the effect of document length wide 
variation. Therefore, the extra long documents in TREC-6 which do not appear in TREC-
7 document collection have an impact on retrieval effectiveness. So, it is appropriate to 
treat TREC-6 as a different collection to TREC-7. 

The differences of MAPs between our model and the other models in Table 3 are 
fairly consistent. For example, the MAP of our model is about 3 to 4 percentage points 
higher than LM across all the used test collections. The test collection used for calibration 
did not achieve a substantially higher performance when it is compared with the other 
models. So, the higher MAP performance can be generalized to other test collections. 
Note that MRF and SVM were able to perform statistically significantly better than LM 
only for TREC-7 and TREC-8 test collections but our model was able to perform 
statistically significantly better than the other models for all the used test collections. 

6.3.   Retrospective Experiments 

Retrospective experiments use all the judged documents for training in order to get an 
upper bound of the performance for comparison. Similar to Wu et al. (2006), these 
retrospective experiments are used to validate our retrieval models because: (a) the 
experiments can reveal the potential of the models; (b) they can isolate the problems of 
the models from those of the parameter estimation; and (c) they can provide information 
about the major factors affecting the retrieval effectiveness of the models. In the 
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retrospective experiments here, we use the entire initial retrieval list instead of using top 
20 documents from the initial retrieval list for relevance feedback. 
 

Table 4: Retrospective results from our BILM, LM, the modified MRF and SVM 
TREC LM MRF SVM Ours 

6 .584 .591* .813+$ .799+$ 

7 .537 .562* .806+$ .775*+$ 

8 .591 .598* .793+$ .788+$ 

2005 .608 .621* .812+$ .796+$ 

* - The result compared with SVM is statistically significantly different with a 95% C.I. 

+ - The result compared with MRF is statistically significantly different with a 95% C.I. 

$ - The result compared with LM is statistically significantly different with a 95% C.I. 

 
Table 4 shows the results of the retrospective experiments using our model, the LM 

model using EM algorithm, the modified MRF model and SVM. From the results, we can 
see that SVM on average outperforms our model and the MRF model in retrospective 
experiments for all four collections tested. SVM performs statistically significantly better 
than MRF in all collections tested with 95% C.I. When compared with our model, only 
TREC-7 is statistically significantly better for SVM whereas the other three test 
collections are not statistically significant. Good SVM performance is probably due to the 
fact that SVM optimizes its performance for each query in each of the collections 
whereas our model, the language model and the MRF model are calibrated using TREC-
2005 and are tested on the four collections using the same parameter values. Our model 
outperforms the highly effective language model and MRF model statistically 
significantly in the four TREC collections with a 95% C.I. 

6.4.   Precision-Oriented Results 

Table 5 shows the precision-oriented results for LM, MRF, SVM and our BILM in both 
the relevance feedback experiments and retrospective experiments. The precision-
oriented results are based on the precision for the top 10 documents (i.e., P@10). Only 
the top 10 documents are measured because there are generally more than 10 relevant 
documents per query to ensure that P@10 can reach 100% for each query. The language 
model results are presented in Table 5 and we observe that they are generally lower than 
others, because the MRF results can serve as an upper bound performance for the 
language model as the ranking formula for MRF is the same as the language model with 
the additional interpolated proximity matching components. 
 
Table 5: Precision-oriented results based on precision at top 10 (P@10) of our proposed 

model (BILM), SVM, (modified) MRF and Language Model (LM) 
 

TREC 

Relevance Feedback Experiments Retrospective Experiments 

LM MRF SVM Ours LM MRF SVM Ours 

6 .376 .414 .405 .426 .700 .816 .930 .922 
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7 .406 .472 .468 .477 .782 .863 .986 .896 

8 .454 .480 .475 .486 .770 .859 .992 .884 

2005 .568 .576 .566 .581 .844 .875 .992 .912 

 
For relevance feedback experiment, the P@10 performance of our BILM is the best 

compared with LM, MRF and SVM. However, there is not much difference between our 
BILM and others, so no statistical significant differences are shown. However, since our 
BILM numerically is better than the corresponding performance of LM, SVM and MRF 
for all the tested collections, we are more confident that our BILM is the best compared 
with LM, MRF and SVM for the relevance feedback experiment. 

For retrospective experiments, the P@10 performance of SVM is the best 
numerically, followed by our BILM, then by MRF and lastly by LM. Since the top 10 
precisions are not very stable, we cannot find statistical significant differences between 
the results of LM, MRF, SVM or our BILM for the retrospective experiments. However, 
since for all the tested collections, SVM is better than ours numerically, we believe that 
SVM is better as it has optimizes its performance. Similarly, our BILM is better 
numerically than MRF and LM for all the tested collections, therefore we are more 
confident that our BILM is better than MRF and LM. 

If we combine all the relevance feedback and retrospective experiments as 8 
samples differing by some factors (like query factor or document collection factor), then 
assuming (1) in our random model that the probability that the performance is better than 
the other is 0.5, and (2) testing based on the paired sign tests, SVM and our model has no 
statistical significance, and our model (BILM) compared with MRF and LM is 
statistically significant with a p-value of 0.004 or with a confidence level of 99.6%. In 
this way, we may conclude that our model (BILM) is numerically better than MRF and 
LM with statistical significance with a confidence level of at least 95%. While we can 
claim a confidence level of 99%, we feel that the random model is very coarse, and that it 
is more consistent to claim statistical significance of 95% for the confidence level which 
is the same as that of the MAP case. 

7.   Conclusion 

This article presents a new type of language model, called the binary independence 
language model (BILM), which integrates two document-context based language models 
into one using the log-odds ratio. Each of these two models incorporates link 
dependencies and multiple query term dependencies. The probabilities of these models 
are estimated by smoothing the relative frequency estimate with the background 
probabilities. We evaluated BILM against other highly effective retrieval models (i.e., 
support vector machine (SVM), modified Markov random field model and language 
model) in a simulated relevance feedback environment across four TREC collections. We 
observe that mean average precision (MAP) of the BILM was statistically significantly 
better than the MAP of the other highly effective, competing retrieval models at 95% 
confidence level across all TREC collections using fixed parameter values. This 
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demonstrates that BILM is highly effective. We also evaluated BILM in a retrospective 
study. The MAP of the BILM was statistically significantly better than the MAP of the 
language model and the modified Markov random field model across all the tested TREC 
collections. Although the MAP of BILM was statistically significantly lower than SVM 
for the TREC-7 collection, the MAP of BILM was not statistically significantly lower 
than SVM for the other TREC collections. For precision at the top 10 (P@10) documents, 
we cannot find any statistical significant differences between LM, MRF, SVM and our 
BILM. This may be due to the fact that the P@10 measure is not very stable unlike MAP 
which makes the measurement from the top 1000 documents instead of just top 10 
documents. However, we are more confident that our BILM is better than LM and MRF 
for the relevance feedback experiments because the P@10 performance of our BILM is 
numerically better than the corresponding P@10 performance of LM and MRF for all the 
tested collections in both relevance feedback and retrospective experiments with a 
confidence level of 95% based on a paired sign test. 

Our future work includes applying this model to pseudo-relevance feedback and the 
initial retrieval rather than relevance feedback. In this case, we may assume that the top 
documents are relevant and the bottom ranked documents are non-relevant. Our hope is 
that the estimation needs not be accurate to produce effective retrieval similar to other 
proximity matching models. We may also work on cheaper estimation methods for the 
probability values. Such estimation may be approximations rather than accurate 
estimation that guarantee certain statistical properties. Our hope is that the estimation 
needs not be very accurate to produce effective retrieval. 
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