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Collisions are Preferred: RFID-based
Stocktaking with a High Missing Rate
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Abstract—RFID-based stocktaking uses RFID technology to verify the presence of objects in a region e.g., a warehouse or a library,
compared with an inventory list. The existing approaches for this purpose assume that the number of missing tags is small. This is not
true in some cases. For example, for a handheld RFID reader, only the objects in a larger region (e.g., the warehouse) rather than in its
interrogation region can be known as the inventory list, and hence many tags in the list are regarded as missing. The missing objects
significantly increase the time required for stocktaking. In this paper, we propose an algorithm called CLS (Coarse-grained inventory list
based stocktaking) to solve this problem. CLS enables multiple missing objects to hash to a single time slot and thus verifies them
together. CLS also improves the existing approaches by utilizing more kinds of RFID collisions and reducing approximately one-fourth
of the amount of data sent by the reader. Moreover, we observe that the missing rate constantly changes during the identification
because some of tags are verified present or absent, which affects time efficiency; accordingly, we propose a hybrid stocktaking
algorithm called DLS (Dynamic inventory list based stocktaking) to adapt to such changes for the first time. According to the results of
extensive simulations, when the inventory list is twenty times that of actually present tags, the execution time of our approach is 36.3%
that of the best existing algorithm.
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1 INTRODUCTION

Radio Frequency Identification (RFID) is a digital identi-
fication technology that employs radio frequency to collect
identity information from RFID tags using RFID readers.
During the identification process, a reader sends out a
request to tags, and the tags reply with pre-stored IDs
and the associated information. Compared with barcode
technology, RFID has the advantages such as non-line-of-
sight capability, long distance and fast identification, and
high reliability.

Stocktaking is one of the prominent applications of RFID
[1], [2], [3]. The purpose of stocktaking is to verify the
presence of tags (each tag is attached to an object) in a
given region such as a warehouse, library, and shopping
mall, compared with a given inventory list. The existing
approaches for stocktaking mainly include ID collection
approaches and missing tag identification approaches. In an
ID collection approach, a reader collects all the IDs of tags
in its interrogation region, and then compared them with
the inventory list. Typical such approaches include tree-
based approaches [4], [5], [6] and ALOHA-based approaches
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[7], [8], [9], [10], [11]. These approaches suffer from large
execution time because the tag ID to be transmitted is long
(e.g., 96 bits) and the collisions among tags are serious.

Missing tag identification approaches [12], [13], [14] are
proposed for accelerating the stocktaking process. This kind
of algorithm requests a reply from tags to the reader in
a slotted time frame. Based on the given inventory list
of tags, the time slot during which each tag replies can
be computed in advance. Comparing pre-computed status
of time slots with the actual results, missing tags can be
determined. For example, if an expected tag reply is not
received, this tag can be verified to be missing. A short
message (e.g., 1-bit data) rather than the tag ID is used
as the content of the tag reply to reduce time cost. SFMTI
[14] achieves the best identification performance currently,
which is approximately one tag per time slot. We use missing
tags to denote the tags that are absent from the interrogation
region but present in the inventory list, and missing rate to
denote the ratio of missing tags to the tags in the inventory
list. Existing missing tag identification algorithms function
satisfactorily when the missing rate is small.

However, in many cases the missing rate is high in the
stocktaking. One typical example is using handheld RFID
reader for stocktaking in a warehouse. The inventory list in
its interrelation region cannot be known in advance owing
to the mobility of the reader. An approach to use existing
stocktaking technique in this scenario is to use the tags
in a larger region (e.g., the warehouse) rather than in the
interrogation region as its inventory list. However, the tags
in the inventory list are much more than the really existing
ones, i.e., the missing rate is quite high, which makes the
execution time of stocktaking increase significantly. Further-
more, even if we use a stationary reader to perform periodic
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stocktaking for the same region (e.g., the inventory of books
in a room of a library), an inventory list which is much
more than the really existing tags (e.g., the books of the
whole library) are probably required, if new objects enter the
interrogation region between two consecutive stocktaking
processes. Other examples include equipment management
in a hospital and human surveillance in a shopping mall.
The stocktaking with high missing rate also applies to the
scenario that many tags in the interrogation region are
moved out (e.g., stolen by some people in a shop). The
existing missing tag identification algorithms are not time-
efficient in these scenarios and should be improved.

In this paper, we investigate the problem of RFID-based
stocktaking with a high missing rate. We first analyze the
impact of missing rate on the execution time of stocktak-
ing. Subsequently we propose an algorithm called Coarse-
grained Inventory List based Stocktaking (CLS) to solve this
problem where coarse-grained inventory list denotes that
the inventory list is much more than the existing tags. In
the scenario with a high missing rate, CLS can identify
multiple tags during a single time slot. Contrary to the
existing works that consider only the time slots with k (
k ≤ 3) replies, CLS further utilizes the time slots with four
or more replies in order to improve the time efficiency of
identification. The number of states of time slots is also
minimized and thereafter, Huffman code is used to shorten
the request sent by the reader. Moreover, we observe that
the missing rate constantly changes during the identification
process, which has not been reported in the literature. This
is because an increasing number of tags are verified present
or absent with the progress of identification. We design
a hybrid algorithm called Dynamic Inventory List based
Stocktaking (DLS) adapted to the changing missing rate to
achieve the best performance. In summary, this paper offers
the following contributions.

• We investigate the RFID-based stocktaking problem
with a high missing rate. In many scenarios of s-
tocktaking, the inventory list is much more than the
really existing objects, and hence required to handle
the performance under a high missing rate.

• We proposed a new missing tag identification
algorithm called CLS for solving this problem. CLS
outperforms the existing algorithms when the miss-
ing rate is high.

• We observed that constantly changing missing rate
during the identification affects the execution time.
Accordingly, we propose an adaptive and hybrid
identification algorithm called DLS for solving this
problem for the first time.

• We conduct extensive simulations to compare the
time efficiency of our approach with those of the
existing algorithms. The results show that our ap-
proach outperforms the existing approaches espe-
cially when the missing rate is high. In a typical
handheld RFID reader based stocktaking scenario
where the inventory list is 20 times the really existing
ones, DLS requires 36.3% execution time compared
with the existing approaches.

The rest of the paper is organized as follows: Section 2
describes the system models used in this study and formu-

lates the problem. Our solution is illustrated in Section 3.
The simulation results are reported in Section 4. Section 5
reviews the related works and Section 6 concludes the paper.

This paper is based on our conference paper [15]. In this
version, we extend the approach to automatically adapt to
the change of missing rate during the identification. Addi-
tional discussions and evaluation results are also included
in this paper.

2 SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we introduce the system models used in this
paper and subsequently formulate the problem.

2.1 Application Model
There are many objects in a large region such as a ware-
house, library, and shopping mall. An RFID tag is attached
to each object. The IDs of these RFID tags are recorded in
an inventory list and known in advance. For example, the
inventory list of a warehouse can be obtained by monitoring
the shipping in and out of objects at the entrances and exits.
These RFID tags are called candidate tags and are denoted as
N∗.

For the purpose of stocktaking, an RFID reader is used
to identify the tags in its interrogation region. The interro-
gation region is much smaller than the total area, e.g., one-
tenth of the total area. The tags residing in the interrogation
region are called present tags, denoted as N. Accordingly, the
tags in N∗ −N are called missing tags. N is not known and
required to be identified. The only known information is
N ⊆ N∗ and |N | << |N∗| where |x| denotes the cardinality
of x. In this paper, we define the missing rate as follows:

p =
|N∗| − |N |

|N∗|
. (1)

The identification process is repeated multiple times to
cover the region and obtain a list of all the present tags. The
tag list can be compared with N∗ for audit proposes.

2.2 Communication Model
Following the literature, we assume that the RFID reader
communicates with the RFID tags using the Reader Talks
First (RTF) mode [16]. In this mode, the RFID reader queries
the tags first, and the tags reply during a slotted time frame.
An optional acknowledgement from the reader to the replies
from the tags follows. The aforementioned processing is
called a round of identification, and multiple rounds are
required to finish the entire process. In each round, the
identified tags remain silent and only the others participate
in the identification. Each query sent by the reader contains
a random number r and a frame size f. On receiving the
query, tag t uses its hash function Ht to determine the time
slot of the reply, by computing Ht(r) mod f . Ht can be
implemented by a pseudo-random method based on the
pre-stored data in the tag [12]. The hash functions of all
the candidate tags are known by the reader (e.g., provided
by the manufacturer of the tags). We assume reliable com-
munications in the identification in this study.

According to the replies of tags, time slots are classified
into empty slots, singleton slots, or k-collision slots. Empty
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slot is a time slot that no tag replies to, singleton slot is a
time slot that only one tag replies to, and k-collision slot
is a time slot that k tags reply to. In order to distinguish
them, we refer to the empty slots computed based on the
candidate tags as expected empty slots, and the empty slots
in the real identification as actual empty slots. Similarly, we
have expected singleton slots, expected k-collision slots, actual
singleton slots, and actual k-collision slots.

The time cost of reader requests and tag replies is consid-
ered in the identification process. We use Ttag to denote the
time required by a reader to transmit a 96-bit request to the
tags. Requests of other lengths consume time proportional
to Ttag according to the amount of data. The time cost of
a tag reply varies when satisfying different identification
requirements. If the reader requires to distinguish empty
slots from the others, the tags should transmit only 1-bit
data, whereas if the reader requires to distinguish empty
slots, singleton slots, and collision slots, the tags should
transmit at least 10-bit data. The time duration required
to transmit 1-bit data is denoted as Tshort, and the time
duration required to transmit 10-bit data is denoted as Tlong

in this paper.
We follow the parameter setting in [14], where Ttag is 2.4

ms (including the wait time between any two consecutive
transmissions), Tshort is 0.4 ms, and Tlong is 0.8 ms.

In this study, we assumed that the communication is re-
liable, i.e., the requests from the readers and responses from
the tags are intact. Although this assumption is commonly
used in the existing missing tag identification algorithms
[3], [12], [14], [17], it may not be true for real applications.
To solve this problem, we use a probability model similar to
those in [18], [19], [20] for the communication. The readers
and tags will be required to communicate multiple times
according to a required readability. The detailed design is
out of the scope of this paper and will be addressed in future
work.

2.3 The Problem
Given the system models illustrated above, we need to
design an algorithm to identify the present tags in the in-
terrogation region of an RFID reader as quickly as possible.

Our problem is different from the existing missing
tag identification problem, wherein the inventory list and
present tags are almost the same, i.e., the missing rate
is small. This is true if the RFID system performs high-
frequency periodical stocktaking for the same region (there-
fore, the inventory list can be obtained from the previous
stocktaking), and there is no object entering the interroga-
tion region between two consecutive stocktaking processes.
However, such an inventory list is often difficult to deter-
mine. For example, stocktaking is performed for the first
time, tags move freely in the region, a handheld RFID reader
is used, etc. In such scenarios, our algorithm can be used to
improve the time efficiency of identification process.

3 THE SOLUTION

We first analyze some existing works for stocktaking, and
thereafter illustrate our algorithm in detail. Subsequently,
we discuss how to determine the key parameters in the
algorithm and other technical considerations.

3.1 Existing Approaches

A straightforward approach for stocktaking is to collect all
the IDs of present tags [10], [11]. Owing to the collisions
among tags, each tag requires to transmit its ID 2.72 times
on average before being identified [10], [11], and a short
message from the reader is required to acknowledge the
success or failure of each transmission. Therefore, the ex-
ecution time of this approach is approximately 2.72|N |(ttag
+ tshort). When |N | is large, it requires a significant amount
of time.

Another approach we can use is the polling approach,
wherein the reader sends the IDs of the candidate tags one
by one, and a tag replies with a short message on receiving
its ID. Its execution time is approximately |N∗|(ttag+tshort).
This approach requires even more time than the ID collec-
tion approach since |N∗| >> |N | in our problem.

In order to avoid transmitting tag IDs, missing tag
identification algorithms are proposed. The best perfor-
mance among such algorithms is achieved by SFMTI [14],
i.e., the execution time is approximately |N∗|tshort†. It has
desirable performance when |N∗| is approximately |N |, but
when |N∗| >> |N |, its performance deteriorates quickly.
However, we believe its basic idea is useful for solving our
problem, and thus we describe it as follows.

SFMTI first generates random numbers r1 and r2, and
frame size f . The expected time slots are computed based
on r1 and f for all the tags in N∗. Since the hash functions
of all the tags in N∗ are known, this work can be performed
at the reader side. The tags corresponding to an expected
2-collision slot or expected 3-collision slot perform a second
hashing using r2, and the frame sizes of 2 and 3, respective-
ly. If the tags are hashed to entirely different values (e.g.,
tag t1, t2, t3 are hashed to 0, 1, and 2, respectively), each of
them is allocated a different time slot; therefore, the expect-
ed collision slot is transformed into an expected singleton
slot. This process is called reconcilement. Subsequently, the
reader sends the corresponding information to the tags and
requests them to reply. Only the tags corresponding to the
expected singleton slots reply with a short message, and
all the other tags remain silent. For each expected singleton
slot, the corresponding tag can be identified as present or
missing, and is not required to participate in subsequent
identification.

In our problem, the number of missing tags is signifi-
cantly large and SFMTI spends much time to identify them.
Therefore, we believe that the identification priority should
be given to the missing tags rather than the present tags.
If possible, we can enable multiple missing tags to hash to
a single slot and thus verifies them together to improve the
time efficiency. Moreover, in SFMTI, the expected k-collision
slots (k > 3) are not used, which not only misses the
identification opportunities in these slots, but also perplexes
the processing because tags require to distinguish their
processing from that of the expected 2-collision slots. We
will attempt to combine the processing of all the expected
collision slots.

†. The average time for SFMTI to identify a tag is 0.474 ms, and tshort
is 0.4 ms [14]
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Fig. 1: Identification process of CLS. a) The candidate tags are allocated to time slots. The number notated in a time slot denotes
the number of tags allocated to it. b) The changed allocation vector. c) The filter vector to be sent to the tags.

3.2 Basic Solution

We propose an algorithm called Coarse-grained Invento-
ry List based Stocktaking (CLS) to solve the formulated
problem. CLS includes three phases: slot allocation phase,
filter vector generation phase, and tag verifying phase. In
the slot allocation phase, each candidate tag is allocated a
time slot. In the filter vector generation phase, a filter vector
is generated based on the expected time slots. In the tag
verifying phase, the reader broadcasts the filter vector to
the tags, and the tags reply to the reader. Subsequently, the
reader computes the identified tags and simultaneously the
tags change their status. We describe the details as follows.

In the slot allocation phase, the reader first generates a
random number r and a frame size f, and then computes
the expected time slots based on r, f, and N∗. According
to our system model depicted in Section 2, the time slot
allocated to tag t ∈ N∗ can be determined by Ht(r) mod f .
Subsequently, an allocation vector A of length f is generated.
The ith element of A, A(i), represents the number of tags
corresponding to the ith time slot where A(i) = 0, 1, 2, 3,......
Further, we use L to store the detailed allocation where L(i)
denotes all the tags corresponding to the ith time slot. An
example of the expected time slots and the corresponding
allocation vector are shown in Fig. 1(a).

In the filter vector generation phase, we change all the
elements of A greater than 1 into m. For example, Fig. 1(b)
illustrates the changed A corresponding to that in Fig. 1(a).
Subsequently, we construct a filter vector V. V is the Huffman
coding of the changed A, where m is encoded into “1”,
0 is encoded into“00”, and 1 is encoded into “01”. We
use Huffman coding because its decoding can be easily
implemented in the tag side. Moreover, we observed that
when p is large, the number of k-collision slots (k ≥ 2) is
almost half of all the time slots; hence, k-collision slots are
represented using a code of 1-bit length and the other two
kinds of slots are represented using a code of 2-bit length.
Such encoding can save about one fourth data amount to be
sent. An example of the filter vector is shown in Fig. 1(c).

In the tag verifying phase, the reader broadcasts r, f, and
V to the tags in its interrogation region. Each present tag t
computes an index s using s = Ht(r) mod f . Subsequently,
tag t decodes V and determines its time slot by counting the
nonempty time slots before s in V. As shown in Fig. 1(b),

tag t0 will reply in the first time slot because there is only an
empty time slot before its index, and tags t4, t5, and t6 will
reply in the third time slot because there is a singleton slot
and an m-collision slot before their indexes. Each tag replies
with a short message rather than its ID. According to our
system model, the time duration of this message is tshort.

The operations of tags after replying differ according to
their values in V. Suppose that tag t is allocated the jth time
slot (i.e., j = Ht(r) mod f ). If V (j) = 1, tag t changes its
status to “silent” and does not participate in the subsequent
identification process. If V (j) = m, tag t does not change its
status and is still required to participate in the subsequent
identification process. CLS does not require the reader to
acknowledge the replies of tags, and the tags can update
their statuses immediately after replying.

At the reader side, the replies from tags are received
in each time slot, and compared with A. If the number of
received tag replies in time slot i is denoted as k , we have
the following conditions.

If A(i) = 1 and k = 1, the tag corresponding to i is
identified as present.

If A(i) = 1 and k = 0, the tag corresponding to i is
identified as missing.

If A(i) = m and k = 0, all the tags corresponding to i
are identified as missing.

If A(i) = m and k > 0, no tag is identified.
Notably, only expected singleton slots and expected m-
collision slots exist in CLS and hence, A(i) can only be 1
or m.

All the tags identified as present or missing are removed
from N∗. The process is repeated until N∗ is empty, by
which time all the candidate tags are identified as missing
or present. The candidate tags identified as present tags
are the objective of the identification process of tags in the
interrogation region.

There are several differences between CLS and SFMTI.
First, CLS removes the reconcilement process in the slot allo-
cation phase. To avoid collisions among the candidate tags,
SFMTI reconciles a few of the expected 2-collision slots and
expected 3-collision slots into the expected singleton slots.
In CLS, we prefer such collisions because they are likely to
lead to the successful identification of multiple missing tags.
Second, CLS utilizes k-collision slots (k > 3) to improve its
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time efficiency. SFMTI does not use such slots because the
processing of k-collision slots (k > 3) is different from that of
the other types of slots at the tag side. To support these slots,
SFMTI requires 3 bits (to distinguish empty slots, singleton
slots, 2-collision slots, 3-collision slots, and k-collision slots
(k > 3)) rather than 2 bits of data (to distinguish empty
slots, singleton slots, 2-collision slots, and 3-collision slots)
to represent an element of the filter vector. This incurs more
time cost compared with benefits. CLS supports k-collision
slots (k > 3), however, does not introduce an additional
cost, because the processing of all the collision slots is the
same. Third, CLS uses the Huffman code to further reduce
approximately one-fourth of the amount of data sent by
the reader. Fourth, in CLS, some tags that replied to the
reader are required to reply again in subsequent rounds;
whereas, in SFMTI, none of the replying tags are required to
participate in subsequent rounds. This is because only the
expected singleton slots exist in the tag verifying phase of
SFMTI, and therefore, all the replies lead to the successful
identification of a candidate tag. In contrast, CLS allows k-
collision slots (k ≥ 2) in the identification. Owing to the use
of a short reply, we cannot distinguish between a reply from
one tag and that from multiple tags. Therefore, these tags
are required to reply again in subsequent rounds. However,
such a cost is negligible compared with the benefits that can
be incurred.

3.3 Optimal Frame Size of CLS
In each round of the aforementioned process, frame size f
affects the time efficiency; therefore, in this subsection we
determine its optimal value. The analysis process is similar
with [14] but with additional processing of missing rate. As
previously mentioned, N∗ denotes the candidate tags and p
denotes the missing rate. We first compute the probability
that a time slot is a k-collision slot (k = 0, 1, 2....), Pk, as
follows:

Pk = Ck
N∗(

1

f
)k(1− 1

f
)N

∗−k. (2)

The number of expected k-collision slots, Nk, can be
computed as follows:

Nk = f × Ck
N∗(

1

f
)k(1− 1

f
)N

∗−k. (3)

Considering that some candidate tags are missing, we
compute the probability that no reply is detected in an ex-
pected k-collision slot in the tag verifying phase as follows:

P ′
k = Ck

N∗(
1

f
)k(1− 1

f
)N

∗−k × pk. (4)

The number of such time slots is

N ′
k = f × Ck

N∗(
1

f
)k(1− 1

f
)N

∗−k × pk. (5)

Therefore,

P ′
k = Pk × pk. (6)

In CLS, a tag can be identified present or missing in two
cases. First, the tag corresponding to an expected singleton
slot can be identified as a present or missing tag, according
to whether its reply is received or not. Second, the tags
corresponding to an expected k-collision slot (k > 2) can

be identified as missing tags if no reply is received. Subse-
quently, the number of identified tags can be calculated as
follows:

ℜ = N1 +
N∗∑
k=2

kN ′
k. (7)

CLS uses Huffman code to encode the expected empty
slots, expected singleton slots and other slots. The former
two kinds of time slots are encoded with 2 bits and the latter
is encoded with 1 bit. Therefore, the time duration required
for the reader to send a request is

Tr = (N0 +N1)×
ttag
96

× 2 + (f −N0 −N1)×
ttag
96

. (8)

The total time taken by the tags to reply in the tag
verification phase is

Tv =
N⋆∑
k=1

Nk × tshort. (9)

Thus, the average time required for identifying a tag is

T

ℜ
=

Tr + Tv

N1 +
N⋆∑
k=2

kN ′
k

=

(f +N0 +N1)× ttag/96 +
N⋆∑
k=1

Nk × tshort

N1 +
N⋆∑
k=2

kN ′
k

=
(1 + P0 + P1)× ttag/96 + (1− P0)× tshort

P1 +
N⋆∑
k=2

kP ′
k

. (10)

Let ρ = N∗/f . When N∗ is large and k is small, we
obtain

Pk = Ck
N∗(

1

f
)k(1− 1

f
)N

∗−k

≈ 1

k!
ρke−ρ(k = 0, 1....). (11)

N∗∑
k=2

kP ′
k =

N∗∑
k=1

kP ′
k − P ′

1

= N∗ p

f

N∗∑
k=1

Ck−1
N∗−1(

p

f
)k−1(1− 1

f
)(N

∗−k) − P ′
1

= N∗ p

f
(1− 1

f
+

p

f
)N

∗−1 − P ′
1

≈ pρe−ρ(1−p) − pρe−ρ. (12)

Substitute Equation (10) with Equations (11) and (12), we
obtain

T

ℜ
≈ (1 + e−ρ + ρe−ρ)× ttag/96 + (1− e−ρ)× tshort

ρe−ρ + pρe−ρ(1−p) − pρe−ρ

=
(1 + e−ρ + ρe−ρ)× ttag/96 + (1− e−ρ)× tshort

ρpe−ρ(1−p) + (1− p)ρe−ρ
.

(13)
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Fig. 2: Change of missing rate in the identification

We equate the derivation of T
ℜ to 0 to obtain its maximum

and corresponding ρ. Although we cannot provide a closed-
form expression of the result owing to the existence of p,
it can be solved easily when p is given. Subsequently, the
optimal value of f is determined by N∗/ρ.

In the above analysis, we assume that the missing rate
p is known. In practice, we should estimate it first. It can
be approximately determined based on the area of interre-
lation region and the entire stocktaking region. The existing
approaches for estimating the cardinality of tags [16], [21],
[22], [23] can also be used to estimate the missing rate based
on the replies in the identification process.

3.4 Adaptive Stocktaking
After verifying the identification process in detail, we ob-
serve that the missing rate changes in different rounds.
This is because an increasing number of tags are verified
present or absent with the progress of identification. As
shown in Fig. 2, the missing rate gradually decreases with
the execution when its initial value is 0.8, 0.9, or 0.95. This
phenomenon has not been investigated previously. If a fixed
frame size is used as in the existing works [12], [14], the time
efficiency of identification will be affected.

We propose an algorithm called Dynamic Inventory List
based Stocktaking (DLS) to solve this problem. It is a hybrid
algorithm based on CLS and existing algorithms. First, it
estimates the missing rate at the beginning of each round
and adjusts the frame size accordingly.

We assume that before round i, the candidate tags are Ni

and the missing rate is pi. During the identification of round
i, the tags verified as missing are Mi and the tags verified as
present are Hi, which are recorded by the reader. Thus, the
missing rate after this round can be computed as follows:

pi+1 =
|Ni| × pi − |Mi|

|Ni| − (|Mi|+ |Hi|)
. (14)

According to the updated missing rate, a new frame size
can be computed. We can also compute the values of frame
size in advanced based on a set of missing rates (e.g., from
0.6 to 1 with a step length of 0.5), and subsequently, in the
identification process, the frame size is adjusted to that with
the closest missing rate.

After that, DLS uses a hybrid and adaptive strategy
for identification. CLS is designed for the scenarios with a

high missing rate, and SFMTI is designed for the scenarios
with a low missing rate. Therefore, when the missing rate
is sufficiently small, the performance of CLS is worse than
that of SFMTI. And when the missing rate is extremely large
(i.e., the number of present tags is quite small), ID collection
approaches can be directly used rather than using CLS.
The strategy of DLS is as follows: when the missing rate is
between t1 and t2, CLS is used and the frame size is adjusted
as illustrated in the previous subsection; when the missing
rate is less than t1, SFMTI is used; when the missing rate is
greater than t2, ID collection approach is used. Using this
method, CLS cooperates with other approaches to achieve
the optimal performance in all scenarios.

We then compute the values of t1 and t2 as follows. Sim-
ilar to the analysis of CLS, we have the following equation
for SFMTI [14]:

TSFMTI

ℜSFMTI
≈

ttag/48 + (ρe−ρ + 1
2ρ

2e−ρ + 1
9ρ

3e−ρ)× tshort

ρe−ρ + 1
2ρ

2e−ρ + 1
9ρ

3e−ρ
.

(15)
By equating this equation to Equation 13, we obtain the
value of p as t1 i.e., 0.679.

An ID collection approach requires 2.72(ttag + tshort) to
identify a tag on average. Combining Equation 13, we solve
p in the following equation and obtain t2 of 0.994.

T

ℜ
× |N∗| = 2.72(ttag + tshort)× (1− p)|N∗|. (16)

Notably, while the difference between using SFMTI and CLS
is large when the missing rate is small, the difference be-
tween using ID collection approaches and CLS is negligible
when the missing rate is extremely large. If we intend to
simplify the design, we can use CLS when the missing rate
is greater than t1, and use SFMTI otherwise.

3.5 Discussion

Finally, we analyze the compliance of DLS to the EPC C1G2
RFID Protocol and its implementations. A few modifications
are required in the protocol to implement DLS. In DLS, apart
from frame size, a filter vector should be sent to the tags.
The Query command in the protocol should be modified
to include the filter vector. Correspondingly, the process
logic of tags should be modified. A tag in the ready state
supports Huffman decoding and computes the replying
time slot based on frame size, index s, and nonempty time
slots before s. A tag in the reply state responds with a short
message rather than an RN16, and then, updates its status.
If the filter vector is too long to be transmitted in one time
slot, similar to existing works [12], [13], [14], [24], the filter
vector can be divided into multiple segments of 96 bits and
sequentially transmitted. In this case, the Query command
and its process logic should be further modified to support
the multiple segments.

In the implementation of DLS, the method to compute s
is consistent with the existing ALOHA-based approaches.
For the Huffman decoding, a similar function is already
required for tags in the EPC C1G2 RFID Protocol, and
hence, can be reused or revised. For example, the commands
sent from the reader are distinguished by their codes with
different lengths, including “00” for QueryRep, “01” for
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ACK, “1000” for Query, “1001” for QueryAdjust, and others.
Detailed implementations of this differ for different types of
tags. For example, bit-by-bit matching is possible to imple-
ment DLS, considering that there are only three symbols: “1”
for m, “00” for 0, and “01” for 1. m can be represented by 2
in the implementation. 96 bits temporal storage for storing
a segment of filter vector and a counter of non-zero time
slots before s are required in tags. 16 bits are sufficient for
the counter if the maximum value of N∗ is 65536. The time
complexity of this processing is proportional to the length
of the filter vector (and N∗).

4 PERFORMANCE EVALUATION

Simulations are carried out to validate the effectiveness of
the proposed approach. We first compare the execution time
of our approach with that of the other approaches, and
subsequently analyze the impact of different parameters
on the execution time in the algorithm design. A hundred
simulations are repeated to obtain each data point of the
figures. The confidence level is 0.95.

4.1 Impact of Missing Rate

We first compare the performances of CLS and DLS with
those of SFMTI [14], IIP [12], and EDFSA [10] in terms of the
execution time. IIP verifies the presence of a tag if a reply
is received in an expected singleton slot, but does not verify
the miss of tags. For the sake of fairness, we revise it slightly
by allowing it to verify the missing of tags if no reply is
received in a time slot. If such verification is performed at
only the expected singleton slots, the algorithm is denoted
as IIP-revised1, and if the verification is performed also
at the expected collision slots, the algorithm is denoted
as IIP-revised2. For EDFSA, the time required to estimate
the number of tags is not considered assuming that this
information can be calculated based on the area of the
interrogation region. We set the frame size of SFMTI to
N∗/1.68 [14], and the frame size of IIP-revised1 and IIP-
revised2 to N∗/1.516 [12] to achieve the best performance.
For the sake of fairness, we also set the frame size of CLS
the same as that of SFMTI. DLS uses the simplified design,
by using CLS when the missing rate is greater than 0.679
and by using SFMTI otherwise. The frame size of DLS
is dynamically adjusted. We compare the performances of
these approaches by varying the missing rate. N* is set to
10000. The result is shown in Fig. 3.

It can be observed that the execution times of IIP-
revised1 and SMFTI are stable, i.e., approximately 8760 ms
and 4900 ms, respectively. This is because they identify the
candidate tags in the expected singleton slots. Although the
missing rate changes, the number of candidate tags keeps
the same and hence, the execution time remains the same.
The execution time of IIP-revised2 is always less than that
of IIP-revised1. It gradually decreases when the missing
rate increases, because more expected collision slots become
empty. However, its performance is still worse than that of
SFMTI, which shows that many time slots in IIP-revised2
are still wasted. CLS aims to identify multiple tags in one
time slot. However, it is effective only when the missing
tags account for a large proportion of total tags. When the

missing rate is small, the execution time of CLS is much
greater than that of SFMTI, because most of the slots are
collided by multiple tags. When the missing rate increases,
the execution time of CLS decreases quickly. When using
the same frame size, CLS outperforms SFMTI when the
missing rate is more than 0.71. DLS always shows the
optimal performance in this figure. Owing to the dynamic
adjustment of the frame size, DLS slightly reduces the
execution time when the missing rate is less than 0.9, and
more apparently when the missing rate is greater than 0.9.
When the missing rate is 0.95, the execution time of DLS is
approximately 67.8% that of CLS and 36.3% that of SFMTI.
EDFSA has the worst performance when the missing rate
is small. When the missing rate is extreme large, it shows
desirable performance because the number of present tags
is small. According to our simulation results, it outperforms
DLS when the missing rate is larger than 0.9985.

If we do not have prior knowledge of the missing rate,
we can use LOF [22] to estimate it. We can invoke LOF to
do 10 trials (a rough estimation of tags according to [23] and
also used in the first phase of SRCS [23]) to calculate the
missing rate, and then use DLS for stocktaking. We denote
this approach as LOF-DLS. We compare the performances
of LOF-DLS and DLS by varying the missing rate; the result
is shown in Fig. 4. It can be seen that their performances
are quite close. The execution time of LOF-DLS is 3.5%-7.7%
more than that of DLS when the missing rate is between
0.70 and 0.95. This shows DLS can achieve desirable perfor-
mance after a rough estimation of missing rate if there is no
prior knowledge of the missing rate.

We further compare the performances of different ap-
proaches when the missing rate is between 0.994 and 0.999.
The results are shown in Fig. 5 and Fig. 6. We sperate
them into two figures to show the differences of them more
clearly. Buzz [25] is also included in this comparison. Buzz
may obtain wrong results of the present RFID tags. We
repeat the processing and only count Buzz’s execution time
when the result is correct. Since Buzz obtains only a short
ID of a tag, we use SFMTI or a polling approach to further
obtain the full tag IDs, denoted by Buzz-SFMTI and Buzz-
Polling. For Buzz-SFMTI, the time slots are computed based
on the short IDs, and the responses from tags are the full tag
IDs. For Buzz-Polling, a reader sends the short IDs one by
one, and the corresponding tags reply their full tag IDs.

It can be observed that the execution times of IIP-
revised1 of SMFTI are the same with those in Fig. 3. The
execution time of IIP-revised2 is close with that of SMFTI
because IIP-revised2 benefits from that many expected col-
lision slots become empty. Their execution times are much
more those of CLS and DLS. Buzz-SFMTI and Buzz-Polling
have similar performance, which shows obtaining short IDs
of tags dominate the execution time of Buzz. The execution
time of Buzz (Buzz-SFMTI or Buzz-Polling) is less than those
of SMFTI and CLS, but greater than that of DLS. It shows
that the dynamic change of frame size is effective. The
execution time of LOF-DLS is about 32 ms more than that
of DLS, due to the cost of missing rate estimation. EDFSA
outperforms DLS when the missing rate is larger than 0.998.
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Fig. 3: Execution times of different approaches when varying
the missing rate of tags from 0 to 1
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Fig. 4: Execution times of DLS and LOF-DLS when varying the
missing rate of tags from 0 to 1
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Fig. 5: Execution times of different approaches when varying
the missing rate of tags from 0.994 to 0.999
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Fig. 6: Execution times of different approaches when varying
the missing rate of tags from 0.994 to 0.999

4.2 Impact of Number of Candidate Tags

We change the number of candidate tags from 2000 to
10000 to verify the performances of different approaches.
The missing rate is set to 0.9. The result is shown in Fig. 7.

It can be observed that the execution times of all the
approaches increase with the increase in the number of
candidate tags. This is because the number of tags to be
identified increases. The execution time of IIP-revised1 is
close to that of EDFSA. The other approaches have better
performance compared with EDFSA. DLS always has the
best performance in this simulation. The gap between its
execution time and that of the other approaches becomes
larger when the number of candidate tags increases.

4.3 Impact of Different Hashing Strategies

We subsequently check the impact of different hashing
strategies that can be used for solving our problem. As
mentioned previously, in CLS, time slots are classified into
k-collision slots (k = 2, 3, 4......). We can maintain such
time slots for subsequent verification, or reconcile them
using a second random number, similar to the processing
in SFMTI [14]. We refer to the algorithm that maintains 2-
collision slots but reconciles 3-collision slots as CLS-K2R3,
and the algorithm that maintains both 2-collision slots and
3-collision slots as CLS-K2K3. Both these algorithms do
not use k-collision slots (k > 3) for identification. If the

algorithm maintains all k-collision slots (k ≥ 2), we refer
to it as CLS-K2+. CLS-K2R3, CLS-K2K3, and CLS-K2+ use
the optimal frame size through a similar calculation as in
Section 3.3. We compare their execution times for different
missing rates. The data of SFMTI is also plotted as the
baseline. Since the missing rate changes in different rounds,
we perform only the first round of identification with these
algorithms and subsequently analyze the average execution
time required to identify a candidate tag. Notably, in all
these algorithms, the Huffman coding is not used. N* is set
to 10000. The result is shown in Fig. 8.

According to the figure, when the missing rate is small,
CLS-K2+ underperforms CLS-K2K3 and CLS-K2. This is
because most of the actual time slots are collision slots and
no tag can be identified. When the missing rate increases,
the execution times of all these algorithms decrease and
they outperform SFMTI gradually. CLS-K2+ exhibits the
best performance among these algorithms when the missing
rate is greater than 0.7. In this case, most of the expected col-
lision slots are actually empty, and hence multiple candidate
tags corresponding to such a slot are identified. CLS-K2R3
and CLS-K2K3 require more time to complete the identi-
fication process because the former considers only expected
2-collision slots and the latter considers only expected 2-
collision slots and 3-collision slots. The expected k-collision
slots (k > 3) are not considered in both the algorithms, but
these slots can contribute to the time saving if properly used.
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Fig. 7: Execution times of different approaches when varying
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When the missing rate is small, the gap between CLS-K2K3
and CLS-K2+ is much less than that between CLS-K2K3 and
CLS-K2R3 and that between CLS-K2R3 and SFMTI, which
shows that the benefit of time saving is attributed mostly
to the identification of the expected 2-collision slots and
expected 3-collision slots, and marginally to the expected k-
collision slots (k > 3). When the missing rate increases, the
benefit of identifying the expected k-collision slots (k > 3) is
more evident.

4.4 Impact of Huffman Coding

We also check the effect of Huffman coding used in CLS.
Huffman coding is used to reduce the amount of data sent
from the reader. This technique cannot be used for SFMTI
and CLS-K2R3 because they need to distinguish four states:
empty slots, singleton slots, 2-collision slots, and 3-collision
slots. CLS combines the processing of all k-collision slots
(k ≥ 2) and hence, only three states are required. Using
Huffman coding, a code of 1 bit is used to represent k-
collision slots (k ≥ 2), and the codes of 2 bits are used
to represent empty slots and singleton slots. When adding
Huffman coding to CLS-K2K3, we refer to the algorithm as
CLS-K2K3Huffman. DLS is equivalent to CLS-K2+ together
with Huffman coding when the missing rate is large. We set
N* to 10000. The result is shown in Fig. 9.

It can be observed that the performance of DLS is always
better than that of CLS-K2+. This is because Huffman coding
is only used to reduce the amount of data sent from the
reader but maintains the other processing the same. This
result also can be verified by the difference between CLS-
K2K3Huffman and CLS-K2K3. The benefit of Huffman cod-
ing is approximately 4.0%–8.1% for DLS over CLS-K2+, and
2.7%–4.6% for CLS-K2K3Huffman over CLS-K2K3, when
the missing rate is between 0.7 and 0.95.

4.5 Impact of Frame Size

The performance of CLS is affected by the frame size.
According to our analysis in Section 3.3, the optimal frame
size should be set to N∗/ρ, where ρ is computed based on
the missing rate. We first check the execution time of CLS
under different values of ρ when the number of candidate
tags is 10000 and the missing rates are 0.8 and 0.85. Similar
to previous simulations, we enable all these algorithms
to perform only the first round of identification and then
analyze the average execution time to identify a candidate
tag. The result is shown in Fig. 10.

It can be observed that there exists an optimal ρ that
minimizes the execution time. It is 5 when the missing rate is
0.8, and 7 when the missing rate is 0.85. We further compare
the optimal value of ρ in the simulation with the value
computed in Section 3.3. The result is shown in Table 1. It
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TABLE 1: The optimal ρ computed and obtained in simulations

Missing rate 0.65 0.7 0.75 0.8 0.85 0.9 0.95
Theorical value 1.3 2.2 3.4 4.8 6.7 10.0 20.0
Simulation val-
ue

1.0 2.0 3.5 5.0 7.0 10.0 19.5

can be observed that the difference between them is small,
which shows the correctness of our computation of the
optimal frame size.

5 RELATED WORKS

ID collection algorithms can be directly used for stocktaking.
These algorithms are classified into tree-based algorithms
[4], [5] and ALOHA-based algorithms [7], [8], [9], [10],
[11], [26]. They follow a tree traversal model or ALOHA
communication model, respectively, to request tags to send
their IDs to the reader. Since a tag ID is long and many
collisions exist in the transmissions, these algorithms cost
significant time.

Recently, some researchers have investigated the prob-
lems of missing tag detection and missing tag identification.
Missing tag detection [27], [28], [29], [30], [31], [32] aims to
detect whether any tag is missing in a given region, but
does not care about which tags are missing. It is different
from the problem addressed in this paper. Missing tag
identification requires obtaining all the IDs of missing tags,
which can be used for stocktaking. In the solutions for this
problem, the expected time slots computed based on the
inventory list are compared with the actual time slots to
verify the presence or missing of tags. A tag reply carries
1-bit data rather than the entire ID. IIP [12] verifies the
presence of tags corresponding to the expected singleton
slots. In order to increase the number of expected singleton
slots, IIP requests the expected collided tags to reply with a
50% probability. The drawback of IIP is that the number of
expected collision slots accounts for a large proportion, and
the expected empty slots are entirely unused. According to
[14], these unused time slots account for approximately 48%
of all the time slots. The authors in [12] also investigated
other algorithms including TPP, TPP/TR, and TPP/CSTR
by introducing a polling phase and/or eliminating some
collision slots. The reported performances of them are worse
than that of IIP. In [13], Zhang et al. used multiple RFID
readers to identify missing tags. The readers are coordinated
to work concurrently and thus reduce the execution time.
This approach does not improve the time efficiency of
identification for a single reader. SFMTI [14] is proposed
to improve IIP. SFMTI reconciles some 2-collision slots and
3-collision slots into singleton slots using a second hashing
process. The tags corresponding to the expected empty slots
and collision slots are requested not reply and their time
slots are skipped. This algorithm is designed for a stationary
environment with rare missing tags, and its performance
deteriorates when the missing rate increases. Buzz [25] used
compressive sensing to determine the RFID tags. There are
two problems for this approach. One is that much memory
space is required to perform 0-1 integer linear programming
to obtain the results. The other is that Buzz only obtains a
short ID of a tag, and additional processing (e.g., ID polling)

is required to obtain the full tag ID. According to our simula-
tions, its execution time is similar with that of EDFSA when
the missing rate is large. PCMTI is proposed to arrange a
pair of tags to reply in a time slot simultaneously and use
manchester coding to determine which tags replied [24].
This protocol requires modification in the physical layer.
Moreover, k-collisions (k > 2) are not utilized. RUN [17],
HARN [3], OMTI [33] are proposed to solve the problem
when some unexpected tags are present. These tags may
enable some missing tags to be detected as present tags.
iVEKI determines the missing of key tags among a number
of ordinary tags using a privacy preserved way [34]. These
problems are different from the problem investigated in this
study.

6 CONCLUSION

In this study, we investigated RFID-based stocktaking with
a high missing rate. It is different from previous missing
tag identification problem because the candidate tags are
significantly more than the present tags. We propose an
algorithm called CLS (Coarse-grained Inventory List based
Stocktaking) to solve this problem. CLS enables multiple
missing tags to hash to a single time slot and thus verifies
them together. The processing for all the collision time
slots is combined and hence, k-collision slots (k > 3) can
contribute to the identification. CLS reduces the number
of states of the time slots from 4 to 3 and subsequently,
a Huffman coding technique can be used to reduce the
amount of data to be sent from the reader. We also pro-
pose an extension to CLS, called DLS (Dynamic Inventory
List based Stocktaking) to adaptively handle the constantly
changing missing rate during the identification process for
the first time. We have performed extensive simulations
for validating the effectiveness of the proposed approach.
According to the results, when the missing rate is 0.95
and the number of candidate tags is 10000, our approach
requires only 36.3% of the execution time compared with
the state-of-the-art solutions.
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