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Abstract: Three dimensional (3D) surface body scanning technology has 

become an easy and rapid method for capturing the human shape. However, 

because most scanning systems rely on a direct line of sight, data is consistently 

missing in shadowed areas. When the head is scanned, data points at the back of 

the ear and the concha are consistently missing. To create an accurate head shape 

including the ear shape, the ear shape must be obtained separately. Efficiently 

merging the ear and head shapes is imperative before modelling and statistical 

analyses are performed. In this study, the ear and head shapes of the participants 

were obtained, and then the iterative closest point (ICP) method, a technique for 

aligning different objects in computer graphics, was applied to merge the ear and 

the corresponding head. This paper describes the principle and implementation of 

the procedure. The results indicated that the alignment error between the original 

ear from the head scan and the accurate ear was approximately 1.6 mm. The 

results of this study revealed that the method is beneficial to automatically 

aligning human 3D point cloud data accurately and efficiently. This method can 

be used for creating an accurate head and ear model for head- and face-related 

product design.  
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1 Introduction 

 

With the invention of three dimensional (3D) body scanning technologies, 

studies on human shape based on scanned databases have developed 

rapidly during the last few decades. On the basis of the scanning data, 

human 3D shapes, including head, body, and foot shapes, have been 

studied and modelled by researchers (Wang et al., 2003; Luximon and 

Goonetilleke, 2004; Zhang and Molenbroek, 2003; Azouz et al., 2006). 

Human modelling can be applied widely in areas including medical 

equipment, helmet, clothing, and shoes.  

Although using 3D body scanning technology is easy and rapid, 

limitations exist (Luximon et al., 2011). Most of the current 3D scanning 

devices are governed by the principles of optics, because many such 

devices use laser or other optical methods. Thus, these scanners cannot 

capture data in shadowed areas of an object, resulting in missing data 

points. In addition, the scanning results are affected by ambient lighting 

levels (Luximon and Goonetilleke, 2004). When the missing or noise areas 

are small, the data can be corrected according to interpolation methods; 

however, large missing regions cannot be accurately filled. This is 

particularly obvious during head scans. A human face can be clearly 

captured in a head scan, but the data for the concave area and area behind 

the ears are consistently missing. Reichinger et al. (2013) compared 

various methods of scanning human ears, and discussed difficulties to scan 

living ears such as long scanning duration and poorer accuracy comparing 

to scanning plaster ears. Although studies have been conducted on 

traditional anthropometric manual measures for obtaining the ear 

dimensions (Farkas, 1994; Liu, 2008; Ismaila, 2009; Alexander, 2011), 

more accurate 3D ear data are needed for designing ear-related products, 

such as eyewear, headphones, and hearing aids.  

To compensate for the missing ear data, conventional casting methods 

can be applied to ascertain ear shapes (Kouchi and Mochimaru, 2004). 

Although accurate ear data are essential for ear-related products, use of 

such data is impractical for ear and head related products unless the two 

datasets (ear and head) are merged. Although the data can be merged 

manually, such a process is tedious. The iterative closest point (ICP) is a 

technique for preprocessing and aligning two dimensional (2D) images 

and 3D shapes (Besl and McKay, 1992). In the fields of computer vision 

and graphics, the ICP method is used for recognising 3D patterns, 

registering shapes, and matching 3D shapes (Zhang 1994; Rusinkiewicz 

and Levoy, 2001; Jost and Hügli, 2002; Rusinkiewicz et al., 2003; Guo et 

al., 2014). Digital human data with inherently wide shape variations poses 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

challenges in data acquisition and model building (Luximon and 

Goonetilleke, 2004). Some researchers have applied the method in human 

recognition (Cook et al., 2004; Islam et al., 2008; ter Haar and Veltkamp, 

2010; Yan and Bowyer, 2007). Harder et al. (2013) used the method in 

merging the children’s multiple head scans but accuracy were not 

discussed in detail. This study applied the ICP technique to combine the 

head and ear shapes from different methods of data acquisition, assessing 

the implementation and accuracy of the ICP procedure in digital human-

related data.  

 

2 Methodology 

 

2.1 Scan data collection 

 

Ten Chinese adults participated in the data collection. The head shapes of 

participants were first scanned using a high resolution Cyberware 3030 3D 

colour laser scanner. Individual 3D head shape data were collected in 

approximately 17 seconds (Figure 1(a)). Because the scanner uses laser 

technology, the data at the back region of both ears were almost missing 

completely (Figure 1(b)). The holes were filled using interpolation 

methods; thus, the generated ear shape was inaccurate and inappropriate 

for design (Figure 1(c)).  

 

Figure 1 Sample of (a) Head scan (b) Enlarged ear region with holes (c) 

Ear region with holes filled 

 
(a)                                      (b)                             (c) 

 

 

The ear shapes were later obtained using the conventional casting 

method. A negative mould was developed using a mixture of Blueprint® 

cremix alginate powder (Dentsply International) and water. After the 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

mixture set, the mould was removed and formed into a plaster cast (Figure 

2). When the plaster casts had dried, a highly accurate Scan 3D II laser 

scanner was used to scan the ear casts. To avoid missing data, each ear 

cast was scanned several times from various angles. Although complete 

ear data can be obtained using different methods, this study used 

Rapidform software to combine the data from different views into one file. 

All ear shapes were obtained from the participants after they underwent 

head scanning.  

  

Figure 2 Sample of ear cast 

 
 

 

2.2 Problem formulation  

 

After data collection, the original head scan (H) and ear scan (E) datasets 

were obtained. Assume that the set HE represents the data point cloud of 

the ear from head scan H, and EC represents the data point cloud of the ear 

from ear cast data E.  

The algorithm merges the ear data from ear cast EC into the point 

cloud data of head scan HE. In other words, the objective is determining 

the optimal rotation ( RM ) and transformation matrices ( TM ) to align EC 

near HE. Therefore, HE was set as the model shape and )(ˆ
CΕf  was set as 

the aligned shape.  

The problem formulation is learning the optimal function Ff ˆ , 

where F is a mapping function for the ear shape dataset, which is mapped 

from sample space S (ear coordinate system) into feature space Φ (head 

coordinate system) (Figure 3). The sample space S and feature space Φ are 

elements of R3 (Equation (1)). Let EC be the ear shape dataset in the 

sample space S and the mapping function )(ˆ
CΕf  be a function of EC, 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

rotation matrix (
33RMR ), and translation matrix (

13RMT ) (Equation 

(2)). The mapping function )(ˆ
CΕf represents the minimisation of the error 

of the given mapping of the model shape. 

 

Let 33: RRSf →      (1) 

+= TCRC MEMEf :)(ˆ        (2) 

 

Figure 3 Mapping the ear dataset from the sample space into the feature 

space 

 

)(ˆ
CΕf  

EC 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

 

 

The ICP method (Besl and McKay, 1992) was used to find f̂  for 

merging two datasets. ),( ICP  is a function of the model shape (the 

incomplete ear from the head scan HE) and the dataset that must be aligned 

(the complete ear scan EC) (Equation (3)).  

 

),()(ˆ
CEC EHICPEf           (3) 

 

ECHE
Hp

CE ppΕfHd
EHE

−=


min:))(ˆ,(  for jandi  ,  (4) 

where 
EHEiHEiHEiHE Hzyxp = ),,( , )(ˆ),,( CECjECjECjEC Εfzyxp =   

 
222 )()()(),( ijijijjiji zzyyxxppppd −+−+−=−=  (5) 

 

ECmerged HΕfΗΗ −= )(ˆ:        (6) 

 

The ICP algorithm minimises the distance metric (or Euclidean norm) 

of the two datasets. The distance metric d , from HE to )(ˆ
CΕf  uses HE to 

calculate the distance (Equation (4)). The equation 

HEEC
Ep

EC ppHΕfd
CEC

−=


min:)),(ˆ(  yields slightly different results from 

those of ))(ˆ,( CE ΕfHd  because the reference shape is different. The 

distance between two data points is calculated using Equation (5). After 

the optimal RM  and TM are found (Equation (2)), denoted as RM
~

and TM
~

, 

respectively, the point cloud data of the head scan 𝐻  and )(ˆ
MEf are 

combined into one dataset
mergedΗ by using Equation (6).  

 

2.3 Algorithm  

 

2.3.1 Initial estimation of HE and EC 

 

According to the problem formulation, the ear shape data from the head 

scan (HE) and from the cast (EC) must be selected. For the ear cast data (E) 

(Figure 4(a)), the supports were manually and digitally deleted and the ear 

data points were aligned to approximately match the coordinate system of 

the head scan (Figure 4(b)) and create dataset EC. The centre of the ear in 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

the casting (𝑥𝐸𝐶̅̅ ̅̅̅ , 𝑦𝐸𝐶̅̅ ̅̅ ̅ , 𝑧𝐸𝐶̅̅ ̅̅ ) is calculated using the mean of Cartesian 

coordinates (x, y, z) of all date points in dataset EC.  

 

To select HE from H (Figure 5(a)), first, an approximate centre of the 

ear was manually located. The centre of the ear in the head scan is at (𝑥𝐻𝐸̅̅ ̅̅ ̅, 
𝑦𝐻𝐸̅̅ ̅̅ ̅, 𝑧𝐻𝐸̅̅ ̅̅ ̅). A region (𝑥𝐻𝐸̅̅ ̅̅ ̅ ± 𝜕, 𝑦𝐻𝐸̅̅ ̅̅ ̅ ± 𝜕, 𝑧𝐻𝐸̅̅ ̅̅ ̅ ± 𝜕) was selected to consider 

the data points surrounding the ear centre. If 𝜕 = 50 mm, then the ear 

shape from the head scan is within the extracted shape (Figure 5(b)). 

Larger 𝜕 values can be used but slow the programme, whereas smaller 𝜕 

values might not enable selecting the complete ear shape. The initial 

estimate of the dataset for HE is denoted as HE0.  

 

Figure 4 Ear scan (a) Ear cast dataset E (b) Ear dataset from ear cast EC 

  
(a)       (b) 

 

Figure 5 Head scan (a) Head scan dataset H (b) First estimate of ear 

dataset from head scan HE0 

  
(a)       (b) 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

 

2.3.2 Second estimation of HE  

 

The centre point (𝑥𝐸𝐶̅̅ ̅̅̅, 𝑦𝐸𝐶̅̅ ̅̅ ̅, 𝑧𝐸𝐶̅̅ ̅̅ ) of dataset EC was translated to the centre 

point (𝑥𝐻𝐸̅̅ ̅̅ ̅, 𝑦𝐻𝐸̅̅ ̅̅ ̅, 𝑧𝐻𝐸̅̅ ̅̅ ̅) of the dataset HEO (Figure 6). By using all points in 

dataset EC, the shortest distance from EC to HEO was calculated. Equations 

similar to Equations (4) and (5) were used. In addition, the points in 

dataset HEO, in which the shortest distance occurs, were recorded. This 

dataset was denoted as HE1, where 𝐻𝐸1 ⊂ 𝐻𝐸0. Figure 7 shows the dataset 

HE1.  

 

Figure 6 Initial alignment of HE0 and EC 
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Figure 7 Selected datasets for HE (HE1) and EC 

 
 

 

2.3.3 ICP algorithm implementation  

 

After selecting the head scan (HE1) and ear scan (EC) datasets, the ICP 

method (Besl and McKay, 1992) was used for aligning these two sets of 

data point clouds. The dataset HE1 more favourably represented the ear 

dataset from the head scan (HE) and was hence used in the ICP algorithm 

with the dataset EC according to Equation (3). All programmes were 

written in MATLAB. The ICP code is based on Bergström (2007) 

MATLAB codes. This ICP algorithm uses a Delaunay tessellation of 

model points, fitting the data points to the model points. The fit is based 

on minimization of the sum of square of errors with the closest model and 

data points. Figure 8 shows the alignment after the ICP procedure was 

applied.  
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Figure 8 HE1 and EC alignment by using the ICP method 

 

 
 

 

3 Results 

 

3.1 Error estimation result 

 

Figure 6 shows the result of the initial alignment between the ear data 

from the head scan (HE0) and ear cast (EC). The minimum error (d) from 

each point of dataset EC to that of dataset HE0 was calculated. Table 1 lists 

the minimum (Min), maximum (Max), average (Mean), and standard 

deviation (SD) values of the error d. The mean of maximum error was 

13.20 mm for the right ear and 15.17 mm for the left ear. 

The results showed that the error was large after the initial alignment. 

Dataset HE1 was calculated as discussed previously (Figure 7). The 

minimum error (d) from each point of dataset EC to each point of dataset 

HE1 was the same (Table 1). Table 2 displays the minimum error (d) 

calculated from each point of dataset HE1 to each point of dataset EC. The 

mean of maximum error was 10.27 mm for the right ear and 11.23 mm for 

the left ear.  

 

 

HE1 
)(ˆ

CΕf  



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

 

Table 1 Minimum (Min), maximum (Max), average (Mean), and standard 

deviation (SD) values of the error d from EC to HE0 
 Right Left 

Subject 

Number 
Min Max Mean SD Min Max Mean SD 

1 0.07 13.26 4.59 2.32 0.06 14.07 5.05 1.97 

2 0.09 11.98 5.86 2.54 0.08 13.12 5.60 2.41 

3 0.05 12.02 5.50 2.71 0.04 14.41 6.22 3.26 

4 0.03 14.20 6.02 3.23 0.03 12.50 5.88 2.68 

5 0.05 12.14 4.86 2.51 0.07 13.02 5.97 2.73 

6 0.03 14.56 6.32 2.96 0.05 14.82 6.26 2.64 

7 0.05 15.47 5.67 2.60 0.03 14.40 5.47 2.43 

8 0.08 10.59 4.81 2.10 0.06 22.20 5.07 2.19 

9 0.04 14.88 6.20 2.86 0.05 12.60 5.77 2.34 

10 0.07 12.94 6.72 2.77 0.08 20.55 6.51 3.04 

Mean 0.06 13.20 5.66 2.66 0.05 15.17 5.78 2.57 

SD 0.02 1.55 0.71 0.32 0.02 3.39 0.49 0.39 

 

 

Table 2 Minimum (Min), maximum (Max), average (Mean), and standard 

deviation (SD) values of the error d from HE1 to EC  

 Right Left 

Subject 

Number 
Min Max Mean SD Min Max Mean SD 

1 0.03 8.01 2.62 1.50 0.03 8.92 2.59 1.69 

2 0.01 9.95 3.73 2.15 0.03 11.42 3.42 1.96 

3 0.05 11.14 4.04 2.27 0.02 11.57 4.45 2.57 

4 0.02 12.93 4.44 2.54 0.02 9.18 3.59 1.84 

5 0.02 9.27 2.51 1.55 0.04 11.34 4.21 2.33 

6 0.04 9.31 3.27 1.95 0.01 10.35 3.13 1.94 

7 0.03 10.09 3.32 2.00 0.04 10.81 2.91 1.65 

8 0.02 8.89 2.87 1.76 0.04 17.17 3.02 1.84 

9 0.06 11.84 4.72 2.45 0.03 9.92 2.93 1.74 

10 0.01 11.26 3.69 1.97 0.03 11.61 3.75 2.13 

Mean 0.03 10.27 3.52 2.01 0.03 11.23 3.40 1.97 

SD 0.02 1.50 0.74 0.35 0.01 2.30 0.60 0.30 

 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

 

The ICP method was applied to HE1 and EC (Figure 8). The distance 

error was calculated from HE1 to )(ˆ
CΕf . Table 3 shows that the mean of 

maximum error was 7.05 mm for the right ear and 8.29 mm for the left 

ear.  

 

Table 3 Minimum (Min), maximum (Max), average (Mean), and standard 

deviation (SD) values of the error d from HE1 to )(ˆ
CΕf  

 Right Left 

Subject 

Number 
Min Max Mean SD Min Max Mean SD 

1 0.03 5.86 1.46 0.93 0.03 6.90 1.11 0.87 

2 0.01 8.68 1.95 1.92 0.03 8.62 1.38 1.30 

3 0.05 5.97 1.58 1.17 0.02 8.16 1.74 1.32 

4 0.02 5.48 1.60 1.05 0.02 7.42 2.02 1.74 

5 0.02 6.43 1.30 0.91 0.04 8.47 2.05 1.97 

6 0.04 9.44 1.45 1.12 0.01 4.13 1.09 0.74 

7 0.03 5.91 1.64 1.18 0.04 10.79 1.63 1.10 

8 0.02 6.60 1.36 1.00 0.04 12.88 1.28 1.20 

9 0.06 9.45 2.36 2.09 0.03 10.18 1.27 1.22 

10 0.01 6.65 1.84 1.41 0.03 5.29 1.73 1.19 

Mean 0.03 7.05 1.65 1.28 0.03 8.29 1.53 1.27 

SD 0.02 1.54 0.32 0.41 0.01 2.58 0.35 0.36 

 

 

3.2 Comparison to manual method 

 

To compare the accuracy of the ICP method and manual method, the ear 

dataset EC of each participant was manually aligned with dataset HE1. The 

distance error was calculated from HE1 to manually aligned EC. Table 4 

shows that the mean of maximum error was 9.35 mm for the right ear and 

9.95 mm for the left ear. Results showed that the ICP method provided 

less distance error than the manual method. 

 

 

 

 

 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

Table 4 Minimum (Min), maximum (Max), average (Mean), and standard 

deviation (SD) values of the error d from HE1 to manually aligned EC 
 Right Left 

Subject 

Number 
Min Max Mean SD Min Max Mean SD 

1 0.04 10.02 2.42 1.78 0.02 10.03 2.06 1.95 

2 0.03 9.28 2.09 1.38 0.03 10.05 2.00 1.69 

3 0.02 9.18 2.39 1.97 0.01 8.82 2.42 2.01 

4 0.02 9.53 2.22 1.61 0.02 8.90 2.14 1.67 

5 0.02 9.48 1.95 1.44 0.02 9.00 1.84 1.42 

6 0.02 9.75 2.54 2.27 0.01 9.61 2.39 2.01 

7 0.02 8.23 1.89 1.95 0.02 8.26 2.00 1.83 

8 0.03 7.49 2.39 1.54 0.04 14.10 2.36 1.81 

9 0.02 10.04 2.49 2.18 0.02 10.07 2.36 2.12 

10 0.03 10.54 2.50 2.20 0.02 10.64 2.58 2.16 

Mean 0.03 9.35 2.29 1.83 0.02 9.95 2.22 1.87 

SD 0.01 0.90 0.24 0.33 0.01 1.63 0.24 0.23 

 

 

3.3 Merged model 

 

The complete head dataset including the ears was created after mergedΗ  

was calculated. Figure 9(a) depicts an example of the surface result 

generated using a 3D point cloud dataset. Figures 9(b) and 9(c) illustrate 

the complete head and ear shape model from different views. 

 

Figure 9 Example of the merged model in (a) Point cloud data (b) Front 

view (c) Back view 

   
       (a)    (b)         (c) 



   

 

   

   

 

   

   

 

   

        
 

    
 
 

   

   

 

   

   

 

   

       

 

 

 

4 Discussion and conclusion 

 

Although 3D scanning technologies and human modelling research have 

been applied and performed widely, previous studies have not provided 

highly accurate 3D shapes of the head and ears. Comparisons of different 

scanning methods showed that scanning living ears is difficult and time 

consuming (Reichinger et al., 2013). Although ear shapes are particularly 

difficult to render accurately, they are crucial for designing products such 

as hearing aids and in studies such as ear surgery simulations. To create a 

complete dataset of head and ear shapes, a combination of the 

conventional cast technique and 3D scan technology was adopted in this 

study. Designers and industries can use these datasets to design well-

fitting ear-related products innovatively and easily.  

The ICP method was applied in this study to merge head scan and ear 

cast datasets. The head scan had missing data points at the ear region that 

were replaced by the ear cast dataset. The results revealed that the two 

datasets were combined with a 1.6-mm distance error on average. 

Although software including Rapidform, MeshAlign, and MeshMerge can 

be used to align and merge 3D scans, these software packages are 

semiautomatic (ter Haar et al., 2005) and require manual operation for 

selecting corresponding points. In addition, such software packages may 

not be useful for batch processing of numerous datasets from 

anthropometric studies. In the present study, the ICP method required no 

landmarks during data processing. The entire alignment process was 

computed automatically, and data from multiple participants were 

analysed using MATLAB programmes. Furthermore, the method was used 

to manage the point cloud data directly; it is swifter and easier than 

manual operation. Results also demonstrated that the ICP method had 

higher accuracy than the manual method. 

However, the ICP process also has drawbacks. The alignment error 

between the head scan and ear cast can be affected by head movement 

during the head scanning and ear casting processes. Therefore, the 

alignment results of merging two datasets varied individually. The 

measurement error is typically large when human subjects are involved 

because of wide variation of human shapes, deformations of the soft tissue 

surface, and possible hair influence. Better performance head scanner with 

multiple cameras could increase the data points at ear area and achieve 

higher alignment accuracy. Future studies can focus on improving these 

drawbacks. 
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