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Abstract—After 20 years of testing a framework for affective user responses to artificial agents and robots, we compiled a full formalization

of our findings so tomake the agent respond affectively to its user. Silicon Copp�elia aswe dubbed our systemworks from the features of the

observed other, appraises these in various domains (e.g., ethics and affordances), then compares them to goals and concerns of the agent,

to finally reach a response that includes intentions towork with the user aswell as a level of being engagedwith the user. This ultimately

results in an action that adds to or changes the situation both agencies are in. Unlikemany other systems, SiliconCopp�elia can deal with

ambiguous emotions of its user and has ambiguous ‘feelings’ of its own,whichmakes its decisions quite human-like. In the current paper, we

advance a fuzzy-sets approach and show the inner workings of our system through an elaborate example.We present a number of

simulation experiments, one of which showed decision behaviors based on biaseswhen agent goals had low priorities. SiliconCopp�elia is

open to scrutiny and experimentation by way of an open-source implementation in Ptolemy.

Index Terms—Affect, modeling, goal-driven robots, fuzzy algorithms

Ç

1 INTRODUCTION

FOR two decades, our group studies fictional characters in
various audiences, ranging from movie heroes to robots

to user-interface assistants. The main aim is to understand
how humans can relate to non-existing others such that they
become ‘friends’ with the system or ‘blame’ the computer.
Anthropomorphization is the false attribution of human
qualities to a non-human entity as if it were a real person.
This affective attribution process with regard to fictional
characters was laid down in [1] and empirically tested in [2],
and [3]. This process was extended and tested with user-
interface assistants and game characters (e.g., [4]) after which
we dared to do a first formalization and have a software sim-
ulate affect with humans the way humans show affect for
embodied agent systems [5]. We are now ready to attempt a
more complete formalization of the empirically validated
software model we coined ‘Silicon Copp�elia’, named after
dancing Copp�elia who set her human lover’s heart on fire,
although shewas a doll.

Previously, we studied how people respond to virtual
others from which we know which variables are impor-
tant and how they relate [2], [3]. That model was named

Interactively Perceiving and Experiencing Fictional Char-
acters or I-PEFiC for short [4]. However, I-PEFiC did not
tell what functions we should write for the relationships
between variables nor how a variable is built up.

The first objective of the current contribution, then, is sci-
entific: To have more precision and a better understanding
of how people may relate to non-existent others such as
robots. Earlier attempts (e.g., [6], [7]) modeled certain aspects
of the users’ responses in I-PEFiC but not all that were laid
down in [4]. Moreover, the implementation did not allow for
different mathematical approaches. The unique position of
the current paper in this line of inquiry is that we offer a for-
mal account that is complete and is implemented such that
algorithms can be replaced or relations between variables
can be altered according to new empirical results or different
theoretical insights. For example, if a researcher decides that
normalized Hammings is a better estimate of similarity than
our set-theoretical approach, the algorithm can be replaced
without harming the integrity of themodel as awhole.

The second objective, then, is technical: To deliver a tool
that researchers may use to refine their hypotheses, simulate
the results, and use those as test predictions for lab and field
tests. Complementary to this article we also provide a soft-
ware implementation [8] of the presented theory that pro-
vides an easy starting point for such experiments.

The third objective is in design. If we know how users
come to like or dislike their agent systems and robots, we can
use that information to simulate behaviors that the user
might appreciate. If desired, it may make robot behaviors
seemmore human-like. The formal model may assist design-
ers and application programmers in developing and fine-
tuning the affective behavior of their agent systems (cf. [9]).
Our systemwill be applicable in technical domains related to
perceptual and/or behavior generation stages, seeking inter-
mediatemodules.

The general findings of I-PEFiC are as follows: There are
nine relevant dimensions in user affect for a virtual being.
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We will explain those later in Section 3 but two important
ones are the ethical conduct of an agent system (i.e., does it
do harm or not) and its affordances (i.e., the things you can
do with it such as ‘conversation’ or ‘playing a game’). The
same features of an agency are assessed on more dimen-
sions. Features or clusters of features raise positive and neg-
ative responses concurrently. A robot may be appreciated
for working effectively but simultaneously that effective-
ness may induce fear of job loss. The relational and func-
tional side of virtual others are intermingled (e.g., a good
tool also is a better friend) (cf. [9]). Being involved with a
character does not exclude feeling some distance in parallel.
Involvement and distance are not mutually exclusive.

For modeling these results, we describe an agency by a set
of qualitative features each ofwhich leads to its own affective
appraisal. Unlike neural networks and other correlational
approaches, this approach keeps everything traceable dur-
ing simulation (i.e. the causality remains observable). To
account for features being assessed on more dimensions or
to formalize the Involvement-Distance trade-off, it should be
possible for one and the same feature to have membership
functions inmultiple sets, which fuzzy approaches allow for.
When researchers beg to differ, they can replace ours with
their approach and in a simulation experiment observe what
different behaviors the agent system may exhibit with the
alternative algorithm.

2 RELATED WORK

The field of affective computing is growing rapidly; in
extensiveness, completeness, and excellence of research. It
is almost undoable to give a fair account of the state of the
art here but luckily [7] did a tremendous job in this respect.
In this section, nonetheless, we attempt to position Silicon
Copp�elia within the set of comparable affective systems.

Picard [10] defined three perspectives on affective com-
puting, namely to recognize user emotions, to simulate
emotions that humans would recognize, and to process
emotions the way humans do. Silicon Copp�elia acts in the
latter two areas, mostly the third, however, Copp�elia is not
oriented on discrete emotions as such like, for example,
Cathexis is [11], but rather on the cognitive-affective pro-
cesses that lead to such emotions. If we follow the criteria
that [12] identified in their excellent overview of affective
systems, we can position Copp�elia with respect to theory,
operation, cognition and emotion, architecture, and agent
technology, which we will pursue next.

In line with models such as Mamid [13] and Emotion and
Adaptation (EMA) [14], Copp�elia discerns an affective mode
of processing that maps onto a cognitive-reflective mode of
processing, running in parallel. In [13], however, the rela-
tions between affect and reflection are not stipulated in
detail, which is something the current paper attempts to do
by specifying the internal architecture of the agent system.
Mamid does account for higher magnitudes of an emotion,
impacting the reasoning more strongly. In Copp�elia, magni-
tudewould be represented by the notion of Relevance.

Different from, for example, Flame [15] (Fig. 1), Copp�elia
does not assume a strict taxonomy of emotions based on a
hierarchy of conditions [16]. It also does not work from indi-
vidual personality asMamid [13] does. Instead, the theoretical

foundations of Copp�elia are found in Frijda [17], Smith and
Lazarus [18] (Fig. 1), and Gross [19] and connected to user
experiences of virtual agents by [4] and [20]. These are
mainly dimensional theories that assume factors such as
valence and relevance (‘arousal’) to underlie various distinct
emotions. In that sense, Silicon Copp�elia leans on EMA [14]
(Fig. 1) for a subset of appraisal dimensions (e.g., relevance,
current and future valence) and for the attempt to explain
hope, joy, fear, sadness, anger, and guilt. Placed in the over-
view of Gratch and Marsella ([21], p. 60), Silicon Copp�elia
would be a descendant from EMA (Fig. 1). In EMA, the state
of the surroundingworld is observed and appraisals are con-
tinuously brought up-to-date. EMA appraises the utility of
an agency or event as support or hindrance (’desirability’),
estimates the probability that a given world-state actually
occurs, and whether that world-state is predictable from
cause-and-effect (’expectedness’). However, Copp�elia’s
scope goes further than emotion appraisal and coping, which
is EMA’smain focus.

In being a goal-directed autonomous agent, Copp�elia
somewhat resembles PEACTIDM [22] for that matter.
PEACTIDM (Fig. 1) produces appraisals in various ways
and the values of appraisal dimensions may differ as well.
Variables such as ‘causal agent’ are nominal (self, other,
nature) whereas outcome probability, relevance to goals,
and unexpectedness range between 0 and 1. PEACTIDM
follows EMA by enclosing an agent or an event in a (some-
times incomplete) appraisal frame, which is used for focus-
ing attention and selecting an interaction partner. Similar to
PEACTIDM, Copp�elia estimates appraisal information
straightforwardly from its processes with a focus on deliv-
ering appraisals, selecting actions to perform on a targeted
agency, while the associated emotions are supplementary.

In the operating cycle [12], the type of stimuli Silicon
Copp�elia can assess are agencies such as humans or human-
oids (e.g., android robots) and their actions. The main fac-
tors involved in the processing of affect are ethical
behaviors of the observed human(oid) (Ethics), its Aes-
thetics, levels of realism (Epistemics), and action possibili-
ties (Affordances). Silicon Copp�elia outputs affective states
such as ‘feeling involved’ and ‘at a distance’ and selects
actions to change or continue a situation (cf. approach or
avoid). In terms of [23], visual cues, audio, gestures, eyes,
etc. can be evaluated as long as their multi-modality is

Fig. 1. Silicon Copp�elia is partly based on EMA (abbreviated lineage of
affective models adapted from Gratch and Marsella ([21], p. 60)).
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represented by sets of fused features, translated into a set of
general features [23]. The combined features are then used
for further processing (ibid.). Those sets are assumed fuzzy
(cf. [24]) to model simultaneously occurring affective pro-
cesses (and hence, multiple emotions occurring at the same
time). Copp�elia has intensity and decay functions modeled
as feature weights.

The interaction between cognition and affect [9], [12]
takes place between two groups of factors. The agency
under observation is approached by Silicon Copp�elia as a
potential friend (the affective component) but also as an
instrument to achieve goals (the cognitive component).
However, both sides inform and influence one another,
which is accomplished by the use of fuzzy sets and fuzzy
operators (cf. Flame, [15]).

Silicon Copp�elia has been used in a speed-dating setting
[25], in playing games with robots [26], and in agent-only
soap stories [27]. Although Copp�elia provides the informa-
tion to act upon, in itself, it has no capabilities to speak or
act, which have to be designed with each new application.
This is different from WASABI [28] (Fig. 1), for instance,
which does provide processes to express affect (e.g., facial
expression) and different from Alma [29] (Fig. 1), which has
dialog systems in place.

3 SILLICON COPP�ELIA

The layout of the affective process can be retrieved from the
aforementioned publications so this paper will limit itself to
understand the basic principles that drive Silicon Copp�elia.
We will not delve deeply into the theoretical ins and outs of
each variable; that was done in [1]. Illustrated with two real-
istic use cases, the current section provides a quick over-
view of the variables involved and how they relate to one
another. Although Fig. 2 shows four dimensions for encod-
ing an agency, the two most important are moral behavior
(in our terms ‘Ethics’) and possibilities to act (what we call
‘Affordances’).

Next, we describe the variables of I-PEFiC that Copp�elia
uses to simulate an affective state. For illustration purposes,
the use cases we discuss are friendship formation with a
robot of older adults that feel lonely [31] and self-disclosure
to a robot but not to human beings [32]. The first and fore-
most appraisal dimension in I-PEFiC is Ethics (Fig. 2). It is

the evaluation of features of another agency as morally good
(e.g., benign, not harmful, just, honest) and/or bad (e.g.,
vicious, mean, unjust, snooping). For example, a user may
assume that a robot does not gossip, which is ‘good’ behav-
ior. Therefore, s/he trusts the robot and discloses life secrets
to it (cf. [32]). However, if the user also suspects monitoring
functions in the robot, s/he may be concerned about privacy
and so the ‘spying’ is regarded as ‘bad’ behavior.

Aesthetics pertains to the appearance of the other agency.
Particularly in early friendship formation, how the other
looks (pretty, beautiful) plays a role in being attracted or
not. For all variables, it may be that features are classified as
members of more classes (fuzziness); hence, a feature may
be partially good, partially bad as well as pretty (cf. ‘femme
fatale’).

Epistemics has multiple layers but the most researched
one is perceived realism, meaning the degree of fidelity to
which an agent system simulates human behavior or looks
human-like. Designers usually maintain some balance
between human-realistic features to stimulate interaction
and some unrealistic features (e.g., cartoonish looks) to
avoid uncanny effects. However, Epistemics can also relate
to ‘the validity of one’s words,’ meaning that the other
agency may maintain an unrealistic outlook on life (which
becomes germane when a robot should converse with an
Alzheimer’s patient).

Affordances relate to the instrumental side of the agency,
particularly to the things a user can do with the agency, its
action possibilities. If a robot has a mouth, the user will
assume it can speak. In [31], one of the older women wanted
to feed the robot cake, a mistaken affordance much to her
disappointment. If a tabletop robot like iCat or Karotz has
no legs, it does not afford to go for a stroll in the park. Cer-
tain affordances will help the user achieve goals; we call
them ‘aids’. Other will stand in the way; we call them
‘obstacles.’ Note that users may assess all variables, and
particularly Affordances, for many different features, which
may become a mixed conglomerate of aids and obstacles
when the agency is assessed as a whole.

After encoding the features, comparisons start between
the observing agency and the agency that is observed. Does
he look like me, does she have a different character? Similar-
ity is a measure of the degree to which one agency thinks
s/he is like (or different from) the other. This could be
appearance as well as social background or personality. It is
not necessarily so that more similarity leads to better liking.
Not everybody wants to talk to a lookalike robot and some-
times distinct but desirable qualities in the other may lead
to attraction. In the current paper, we model similarity and
dissimilarity separately as the reflection of both intersecting
and distinctive features between two agencies following the
line of [33]. In our approach, neither symmetry between the
two agencies nor between similarity and dissimilarity is
required. This is a theoretical position that may be solved
otherwise, for instance, through correlation. We will later
discuss why we opt for a (fuzzy) feature set approach (see
also Section 5).

Another comparison is about the Relevance of a feature to
the goals, concerns, and needs of the observing agency. If
legs are irrelevant to the goal of having a conversation, mal-
functioning legs have no meaning for affect (see [34]). If the

Fig. 2. Graphical Representation of I-PEFiC ([4], [30]).
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goal is to walk in the park, bad legs become relevant and
disappointment may occur. Rooted in the importance of the
concern, Relevance regulates the intensity of affect (‘great’
or ‘little’), not so much its direction. Valence determines the
direction of affect (e.g., ‘sad’ or ‘happy’). Valence pertains to
what the agency expects a (set of) feature(s) may do in
achieving goals - will it facilitate a positive outcome or a
negative one? Both Relevance and Valence are practically
always involved in the assessment of an agency: They are
the ‘emotion engine.’ If privacy is a big concern, then spy-
ware on the robot is assessed as ethically ‘bad;’ it has high
relevance (thus, exerting intense emotions), and negative
valence (angrily, the user will not self-disclose).

After comparison, the response phase commences:
Three variables absorb the outputs from the comparison
phase. Use Intentions are mainly fed by Affordances (as
mediated by Relevance and Valence). Agencies may be
willing or not to continue interacting with the other
agency. In [31], one of the older women was disappointed
that after the experiment was over, the robot would not
return to her home and she had to ‘keep her mouth shut
again.’ Apart from this instrumental approach to others,
one may feel friendship as well. Involvement is to have
warm and friendly feelings for an agency and Distance is
to have cold and unfriendly feelings. Involvement also
may include affect that is related to empathy, flow, and
being challenged. Distance also refers to being aloof or
bored. Involvement is the felt tendency to approach an
agency, whereas Distance is the felt tendency to avoid it.
Involvement and Distance occur concurrently and com-
pensate one another. For example, a robot may break
down once in a while but also may give valid health
advice. The combination of local involvement-distance
conflicts into a more global trade-off is established with a
fuzzy-or operator. This internally experienced Involve-
ment-Distance trade-off feeds into a measure of Satisfaction
with the agency. The most interesting characters awaken
both feelings. From a viewpoint of bonding and relation-
ships, the highest Satisfaction comes from an optimal
Involvement-Distance trade-off. Thus, the processes of
Involvement (’you will be my new friend’) or to feel at a
Distance (’you bore me’) occur in parallel. For instance, the
need for self-disclosure may foster involving tendencies
whereas the suspicion of monitoring functionality may
strengthen distancing trends, the outcome being an ambig-
uous state of ‘a friend that you keep at a distance.’
Together with Use Intentions, Involvement and Distance
result in a container judgment of Satisfaction (‘He is Okay’,
‘She is so so’).

The level of Satisfaction with that agency in that particu-
lar situation governs affective decision making. Frijda [17],
Smith and Lazarus [18], and Gross [19] discern a number of
action tendencies, which Copp�elia may execute to change a
given situation: positive approach (e.g., to compliment the
other), negative approach (e.g., criticize the other), avoid
(e.g., turning away from the conversation), or do nothing. In
our implementation, we substituted doing nothing by
‘changing the other’ so that Copp�elia may be used for teach-
ing or therapeutic purposes as well. Under consideration of
the action tendencies an action is chosen and executed. The
result loops back into a novel situation at hand and the

encode phase may start again with a new assessment of the
other agency.1

The purpose of this framework is to simulate how an
agency relates to another agency and what actions to per-
form based on its affective states. Like this, we can model
ambiguous behaviors. An agency could choose to take the
action of asking another agency for help while also express-
ing an affective aversion to that action (e.g., embarrassment,
reluctance). Our framework is meant for determining affec-
tive state as well as for action selection.

Features of humans or other agent systems (together
‘agencies’) that enter Copp�elia are indexed for several varia-
bles that are important for the appraisal of someone else
(either organic or artificial). The remainder of this paper
offers the calculation steps for the affective process and
decision making. It merely addresses the interaction with
one single other agency, not more. In principle, Copp�elia
does nothing but throughput, output, and feedback loops.
As is, it has no means to express itself.

In sum, Fig. 2 shows a graphical representation of Inter-
actively Perceiving and Experiencing Fictional Characters
(I-PEFiC, [4]). On the input side, features are observed and
encoded with respect to the appraisal domains Ethics, Aes-
thetics, Affordances, and Epistemcs (encoding phase).
These observations are matched against the beliefs that the
agent holds to determine the Relevance and Valence of the
features. Also, the agent compares the other agency for Sim-
ilarity to its perceived self (compare phase). Based on the
previous two phases and the actions that the agent believes
are at its disposal, the agent evaluates its level of Involve-
ment and Distance towards the other agency as well as its
Intentions to make Use of the observed features of the other
agency. These values are combined into the Satisfaction
level that the agent expects, which is the basis for the agent’s
decision about which action to take (response phase).

In the following, we give a detailed formalization of the
calculation steps involved in the affective decision process.
The formalization is to a large extent based on previous
work, mainly [27], [35] and references therein. Here we
give, however, a rigorous mathematical formulation of the
steps in the affective process. In particular we give a
description of feature encoding and the variables involved
in the affective process based on fuzzy sets. We formalize
Similarity in this setting based on Tversky’s ratio index and
express Relevance and Valence in terms of fuzzy rules that
are based on an empirical model. During the individual
steps, we give references were we adopt specific parts from
previous work.

4 FEATURES AND ENCODING

In the encode phase (see Fig. 2), the artificial agent observes
features of another agency in a given situation. Those fea-
tures receive a series of numerical values that describe vari-
ous appraisal dimensions of the features. These values act
as the primary input to the affective process and are used

1. In the current form, Silicon Copp�elia is an attempt to model the
static problem of deciding on the best action in a given situation. To
apply this model in a dynamic context, it would need to be extended
with a way to prevent instabilities that could arise from the discrete
nature of the selected actions.
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for further processing of the agent’s observations, an
approach that to a degree is indebted to the work of Gratch
and Marsella in ([7], pp. 54-67).

4.1 Features

The features the agent observes are the product of a com-
plex observation process (cf. [30], [33]) and at this point, we
are not concerned how this process looks like in detail, this
is a task that needs to be solved outside of the theory pre-
sented here. We assume that the agent, into which the affec-
tive decision process is embedded, has a mental model (or
belief system) of the world that also has a model of the cur-
rent situation and tasks to be solved. The observed features,
as well as other inputs to Silicon Copp�elia, are derived in
the context of this belief system, and the systems that pro-
vide these inputs are aware of the current situation. They
can derive the available actions and their relations to fea-
tures, determine the goals of the agent, and have an estimate
of what effect actions might have. As such, the agent is
capable of extracting a (typically small) set of qualitative
features that are relevant in the given situation as input to
the affective decision process.

The observed features can be simple attributes like blue
or small, but are not restricted to that and can be “[...] gen-
erally rich in content and complex in form. It includes appear-
ance, function, relation to other objects, and any other property
of the object that can be deduced from our general knowledge of
the world.” [33].2 In the context of our example of a lonely
plastic surgeon looking for a date (Section 11), “she is an
attractive woman in her middle ages” would count as a
‘feature’. The features are elements of a space of possible
features V and the observation of the agent results in a
set of features3

F ¼ ff ð1Þ; fð2Þ; . . .; f ðNÞg � V: (1)

Again, in a simple case,V could be a set of discrete labels. In
a more complex case, features could be composed of other
features or attributes, i.e. V is a subset of the power set over
some other set V0. For example, a feature could be described
by a set of synonyms in a thesaurus. Let us, however, for
the sake of simplicity assume that V is finite.4

During the affective decision process, each feature is
treated individually and the results are combined at the end
in the response phase to form a decision. Note that if the
belief system treats a subset of features identically, i.e., if
the inputs to the affective process as described in the follow-
ing sections are the same for all of those features, then all
features in this subset will also result in the same outputs
and we can treat them as equivalent. In this case, we can
group them and replace them in (1) with a single f ðiÞ repre-
senting the equivalence class they form.

4.2 Labels and Weights

Before tackling the mathematics of encoding the observa-
tions of the agent, we need to introduce the overall frame-
work of representations that will be used in this paper.

First, we found that for our purposes we do not have a
need for any structure or constraints on the encoding of the
characteristics that make up features. For surrounding sys-
tems, they could be logical categories, segments of a statisti-
cal space, outputs of neural networks, or any other complex
structure. Nevertheless, to us they are just labels.

The magnitude of the significance of a label for a specific
calculation is more complicated. In that respect, our search
for a way of modeling affective behavior has been an exer-
cise in letting go of constraints. We started out with sets of
labels. Each characteristic is either inside or outside the rele-
vant set. It is immediately clear, however, that this is insuffi-
cient to model affective behavior. Every day we encounter
many situations where we would have acted otherwise.

The next approachwe consideredwas to assign probabili-
ties to labels, but then we would have to construct a model
where every term has a probabilistic interpretation. For
example, if our model calculates with a value of 0.65 for the
probability that a feature is ugly, we should be able to specify
what we should measure to arrive at a judgment of ugly 65
times out of a hundred. We fear that for many sensory sys-
tems that we would like to consider to provide the inputs for
Sillicon Copp�elia, this would be impractical. It also makes it
very hard to balance magnitudes of different kinds (e.g.,
compare how desirable a characteristic is with how beautiful
it is). This is also something humans do all the time.

Therefore we decided to build our model around weights.
A weight is a number that represents the significance of a
label in a given context without any constraints on the inter-
pretation of that number in terms of probabilities or logical
entailment. Like probabilities, we take most weights from
the interval [0,1]. In some cases, when one extreme has the
connotation of ‘very negative’ rather than ‘not significant’ it
is more natural to use weights in the interval ½�1; 1�. Pre-
cisely because of the lack of constraints on weights, they can
be used to represent subjective judgments. Although we
only address the static setting of how an agency decides
how to respond to a given situation in this paper, we envi-
sion that a dynamic system that continually guides behavior
will have to be described by a model that states how these
weights change with the unfolding of events. We will make
extensive use of the fact that a set of weighted labels maps
very naturally to a fuzzy set [36]. In the next section we
introduce appraisal weights. In subsequent sections other
types of weights will be introduced to model various
aspects of Silicon Copp�elia.

4.3 Encoding

During encoding, each feature is evaluated with respect to a
set D of indicative (+) and counter-indicative (-) appraisal
variables. Ethics relates to good (indicative) and bad
(counter-indicative), Aesthetics to beautiful and ugly, Epis-
temics to realistic and unrealistic, and Affordances to aid
and obstacle

D ¼ feth; aff; aest; epg � fðþÞ; ð�Þg: (2)

2. In fact, the exact form of the features will usually not be deter-
mined by the true nature of the involved entities rather than by the
model the belief system has about them and the task to solve.

3. For convenience, we will sometimes identify F with the index set
f1; 2; . . .; Ng.

4. This is not a necessary assumption but releases us from mathe-
matical complications. In digital data processing, V is always finite,
even though a mathematical model may assume infiniteV, for instance,
for continuous quantities.
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Each feature k 2 F receives5 a weight value between 0 and 1
for each appraisal variable, which leads to a vector

~d ðkÞ ¼ ðdðkÞi Þi2D; where d
ðkÞ
i 2 ½0; 1�; (3)

of appraisal weights. In terms of fuzzy sets, the weight values
~d ðkÞ can be considered as grades of membership of feature k
inD. For example, a feature to some degree may be regarded
as good (ethðþÞÞ as well as bad (ethð�ÞÞ at the same time.

In addition to the appraisal weights, which encode how
relevant a feature is to the agent with respect to the appraisal
variables, the agent can also consider certain features to be
more salient than others, because of personal focus, bias, ear-
lier observations, because the feature is partially occluded or
because of other observational restrictions. All these possibil-
ities are caught by additional feature weights wðkÞ for each fea-
ture k 2 F , where wðkÞ 2 ½0; 1�. The magnitude of a feature
weight could be derived from the strength of a signal (ampli-
tude, loudness), a probabilistic judgment or the frequency by
which a feature is observed by the agent, but, following the
reasoning of the previous section, the weight itself needs no
objective interpretation. Feature weights together with the
appraisal weights lead to perceived weights

~p ðkÞ ¼ ðpðkÞi Þi2D ¼ ðwðkÞ dðkÞi Þi2D; (4)

for each feature k 2 F .

5 COMPARING FOR SIMILARITY

Looking, feeling, and thinking alike or not; sharing the same
background or being different bare relevance on social rela-
tionships, virtual agents and robots included. This is mea-
sured by Similarity which is a further input variable that
enters the affective process during the compare phase in
Fig. 2. A popular way of modeling similarity between two
entities, particularly inmachine learning, is to use a symmet-
ric distance metric. However, the choice of a metric (e.g.,
Euclidian, Hammings) may depend on the (psychological)
theory one adheres to or the distribution of the data sets in
the comparison (e.g., ‘Gaussian’ may require sum of squared
differences and ‘exponential’ perhaps sum of absolute differ-
ences). Our system is designed such that researchers can
insert different algorithms to test different performance.

In the following, however, we assume that underlying the
perceived (dis)similarity are the intersection and differences
between the observed set of qualitative features and a feature
set representing the agent itself. The first to consider intersec-
tion in relation to distinctive sets was Amos Tversky [33] in
his critique on similarity estimates being symmetric. Unlike
in geometric distances, empirically, people make asymmet-
ric similarity judgments, stating that the son looks more like
his father than vice versa. According to Tversky, asymmetry
is explained from the different sizes of the distinctive sets,
which are indicative of the different amounts of knowledge
one has about the compared entities.6

Nonetheless, classic set theory is insufficient as feature
detection is driven by appraisal dimensions such as ethics
and aesthetics, including individual biases, contextual set-
ting, and situation. This is why in our approach, we make
use of weighted features and indices that specify the biases.
More importantly, one single feature may be assessed on
many dimensions: A robot’s eyes may be designed attrac-
tively (Aesthetics: beautiful) but the cameras are broken
(Affordances: obstacle). The most straightforward way to
extend set theory such that features have membership func-
tions in multiple sets is Zadeh’s fuzzy logic (e.g., [36]). Not
only do fuzzy sets allow for concurrency, uncertainty, and
non-linearity (i.e. asymmetric judgments), they can deal
with incompleteness and imprecision as well, which are
typical for empirical data sets. Additionally, fuzzy sets do
not have to be purely numerical, symbolic and linguistic ele-
ments can be mixed in as well. Fuzzy algorithms remain sta-
ble under situational change, even when rules that are
applied to the situation are wrong or ignored.

To evaluate Similarity between an agent and another
agent, the observing agent will retrieve its own features Fself

from its belief system [30] and encode them by the same
procedure that is used for assessing the features of the other
agent as described in Section 4.

As a measure s of Similarity between the resulting two
feature sets A, B � V, we use Tversky’s feature-based ratio
model [33], also called the Tversky index

sðA;B;m;a;bÞ ¼ mðA \BÞ
mðA \BÞ þ amðAnBÞ þ bmðBnAÞ ;

(5)

where a; b > 0, m is a non-negative, increasing function
that is a measure of the weight of the sets7 and s takes val-
ues in [0,1].

The Tversky index is based on the intersecting and dis-
tinctive features of the sets A and B. The magnitudes of the
coefficients a and b determine on the one hand the strength
with which the intersecting features of A and B enter the
Similarity index compared to the features on which the sets
differ. The Tversky index is, on the other hand, intentionally
not symmetric in A and B and the ratio between a and b

controls the influences of the difference A nB compared to
B nA on the similarity. The measure m weights the impor-
tance of a feature from the viewpoint of Similarity: Congru-
ence or disparity of features with high weights has a larger
impact on Similarity than of features of low weight.

Note that the measure m used here is different from the
weights wðkÞ used in (4) as the importance of a feature for the
affective process can differ from its importance in the context
of similarity estimation. For instance, in the context of our
example in Section 11, the disease of a patient is a key feature
for a surgeon when considering whether to operate on the
patient or not, but can be of minor importance when the sur-
geon compares herself to the patient in terms of similarity.

During encoding, the set of nominal features is aug-
mented by cardinal values in the interval [0,1] for each
appraisal variable in D. As (5) is based on a set-theoretical
description of the features, we need to define a set-theoretical

5. Again, as for the observation process, we are not concerned here
about how the encoding takes place in detail.

6. Tversky shows in [33] that if a similarity order on feature sets ful-
fills the axioms matching, monotonicity, independence, solvability and
invariance (as described there), it can always be represented by a func-
tion of a weight of the intersection and the relative complements (set
differences) of the feature sets. 7. In mathematical terms, m is a measure on the set V.
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representation of these real values to include them into the
Similarity calculation. One way to achieve this is to identify
each value with the corresponding interval x ! ½0; x� �
½0; 1�. Then we can represent the features together with their
encoding as sets in the product space8 V�D� ½0; 1�. Let us
denote thoseweighted feature sets by9

bF¼
[
k2F

f̂ ðkÞ; where f̂ ðkÞ¼ ðk; i; xÞ j i2D; x 2 ½0; dðkÞi �
n o

: (6)

An existing measure mV on V (weights of the features) can
be extended to the product measure of mV with a measure
mD on D (weights of the appraisal variables) and the ordi-
nary interval length as a measure on [0,1] (Lebesgue mea-
sure)

m
� ðk; i; xÞ jx 2 ½x1; x2�Þf g� ¼ mVðkÞmDðiÞ jx1 � x2j; (7)

where k 2 F , i 2 D and x1; x2 2 ½0; 1�. Then the weight of a
feature f̂ ðkÞ becomes

mðf̂kÞ ¼ mVðkÞ
X
i2D

mDðiÞjdðkÞi j: (8)

in this setting.10 With this construction of the weighted fea-
tures, the weights of the individual appraisal domains add
up for each feature. Further discussions about calculating
Similarity as based on the Tversky index in this setting are
in the remarks at the end of this section.

Just as similarity is not necessarily symmetric with
respect to the compared entities, dissimilarity is not nec-
essarily directly derived from similarity. The agent can
evaluate the degree to which it is similar or dissimilar to
another agent with different emphasis on the commonali-
ties and disparities between the features as well as with
different weights for the importance of a feature or
appraisal variable (cf. [33]). This leads us to the following
definitions for an agent being similar or dissimilar to its
counterpart:11

simðkÞ ¼ sð bFself ; bFother;m
V
sim;m

D
sim;asim;bsimÞ;

disðkÞ ¼ 1� sð bFself ; bFother;m
V
dis;m

D
dis;adis;bdisÞ;

(9)

where the agent can use different parameters a and b, as
well as different measures m in the evaluation of being simi-
lar and/or dissimilar.

5.1 Remarks on Calculating Similarity

� The ratio model provides a normalized relative dis-
tance measure, i.e. Similarity depends not on the
absolute difference between the feature sets but their
relative, or perceived, difference. That means for
example that for a feature that is encoded with a low

weight in an appraisal variable for both the agent
itself and its counterpart, Similarity reflected by that
feature can be still low if the encoded weights differ
relative to each other (i.e., their ratio is large).

� To illustrate the properties of the above definition of
Similarity between cardinal values x1 and x2 from
the interval [0,1], let us look at the case of a one
dimensional variable and let s0 denote the Similarity
between the two values x1 and x2. Then s0 is given as
the Tversky index of the corresponding intervals
and if we assume a ¼ b ¼ 1, this takes the form

s0ðx1; x2Þ ¼ sð½0; x1�; ½0; x2�Þ

¼ mð½0;minðx1; x2Þ�Þ
mð½0;maxðx1; x2Þ�Þ

¼ minðx1; x2Þ
maxðx1; x2Þ ;

(10)

i.e., in this special case s0 is the ratio between the two
values x1 and x2.

� Let us examine the influence of the feature encoding
on the Similarity between two agents. Let us assume
that the same feature k is encoded in two different
ways f̂ðkÞ and f̂ 0ðkÞ, where

f̂ ðkÞ ¼ fðk; i; xÞ j i 2 D; x 2 ½0; dðkÞi �g;
f̂ 0ðkÞ ¼ fðk; i; xÞ j i 2 D; x 2 ½0; d0ðkÞi �g:

Again we look at the case a ¼ b ¼ 1 and assume all
appraisal variables are weighted equally, i.e., mD is
uniform, then the Similarity between these differ-
ently encoded features is given by

sðf̂ ðkÞ; f̂ 0ðkÞÞ ¼
P

i2D minðdðkÞi ; d0ðkÞi ÞP
i2D maxðdðkÞi ; d0ðkÞi Þ

: (11)

� Let us also examine the Similarity between two dif-
ferent features sets bF and bF 0, where the encoding of
each feature k that is present in both bF and bF 0 is the
same for both feature sets. In this case the Similarity
of the encoded feature sets bF and bF 0 resembles the
Tversky index on the original feature sets F and F 0

with the difference that the measure mV on the fea-
ture space is modified by the measure of the encoded
appraisal variables

m0
VðkÞ ¼ mVðkÞ

X
i2D

mDðiÞ jdðkÞi j
 !

; (12)

where k 2 V. As a consequence, features with higher
weights in the encoding have a higher impact on the
evaluation of Similarity. If all features are encoded
identically with values d

ðkÞ
i ¼ ci 8k 2 V; i 2 D, we

resemble the Tversky index on the original feature
sets F and F 0.

� The encoding of a feature in D� ½0; 1� can be visual-
ized by a histogram over the appraisal variables in
D, as displayed in Fig. 3. The second factor in (8) cor-
responds to the area of the histogram if the measure
mD of the appraisal variables is represented by

8. A similar approach is suggested by [33] and investigated in [37].
9. See Fig. 3 for a visualization of the f̂ðkÞ.
10. This setting is different from Equation 4, and hence defines a dif-

ferent kind of weight.
11. For the Cartesian product of sets, the intersection and set differ-

ence are given as

S1 � T1ð Þ \ S2 � T2ð Þ ¼ S1 \ S2ð Þ � T1 \ T2ð Þ
S1 � T1ð Þ n S2 � T2ð Þ ¼ S1 � T1 n T2ð Þð Þ [ S1 n S2ð Þ � T1ð Þ
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varying bar widths - more important variables get a
larger width. The intersection (set difference) between
two encodings A and B of the same feature corre-
sponds to the area where two histogram plots overlap
(differ).

� For simplicity, we could assume that the importance
of a feature for the evaluation of Similarity does not
differ from the importance of a feature in the deci-
sion process and is thus already incorporated via the
weight values wðkÞ in (4). In this case, we can simply
replace the appraisal weights d

ðkÞ
i in the above for-

mulas with the perceived weights p
ðkÞ
i and choose

the measures mV on the feature space to be uniform.

6 GOALS AND ACTIONS

As stated in Section 4.1, the belief system of the agent has a
world model that, based on the current situation and past
experience, provides the agent with possible actions and
their relations to features,12 maintains goals13 of the agent
with ambitions to achieve them, it has beliefs that actions
affect certain goals and has a sense of realism. In the follow-
ing, we will give a detailed description of these inputs to
the decision process.

As part of this belief system, the agent has a given set G
of goal states it wants to achieve or avoid. Each goal j 2 G
has an associated value aj 2 ½�1; 1� that determines the
ambition of the agent towards that goal.

Each feature k 2 F provides the agent with certain actions
AðkÞ. For the decision process, the belief system categorizes
each action inAðkÞ into one of the four action tendencies

T ¼ fpositive; negative; change; avoidg: (13)

These action tendencies allow Silicon Copp�elia to relate the
available actions to her affective state in the response phase
(see (43)). Further, the agent has beliefs

ag
ðkÞ
ij 2 ½�1; 1�; i 2 A; j 2 G; k 2 F; (14)

that the choice of the action i for feature k facilitates or
inhibits goal j. The ag

ðkÞ
ij can incorporate knowledge about

the current situation as well as past experience of the agent,
i.e., they can vary for different observations or in different
execution cycles of the affective process.

7 COMPARING FOR RELEVANCE AND VALENCE

Relevance and Valence express the expected effect of a fea-
ture on the goals of the agent. Relevance expresses the inten-
sity of the effect, Valence the direction (positive or negative)
of the effect. These two values are obtained by evaluating the
beliefs of the agent about actions and goals and by compar-
ing them to the encoding of the features in the Ethics and
Affordance domain, as drawn in Fig. 2. To calculate indica-
tive and counter-indicative values for Relevance andValence
of a feature,we evaluate a set of fuzzy rules14 with conditions
based on the available actions and affected goals as well as
the encoded values of the appraisal variables for that feature.

Before we formulate these rules, let us give some defini-
tions. Fuzzy logic and control theory provide many choices
for the concrete definition of the fuzzy operators used. Our
choice here is only motivated by simplicity, see also the
Remark 7.3 at the end of this section. For fuzzy-set opera-
tions, we use the Zadeh operators. In this case the AND oper-
ation (intersection) is given as the minimum function

mA^Bðx; yÞ ¼ minðmAðxÞ;mBðyÞÞ; x 2 X; y 2 Y; (15)

where A and B are fuzzy sets and X and Y are the support
spaces of these sets.15 For the fuzzy OR operation, we use the
maximum function

mA_Bðx; yÞ ¼ maxðmAðxÞ;mBðyÞÞ; x 2 X; y 2 Y: (16)

Fuzzy rules have the form

IF ðx 2 AÞ THEN ðz 2 BÞ; (17)

where x and z are the input and output variables of the rule
and A and B are fuzzy sets defined on the support spaces X
and Z of these variables. We evaluate the rules with the
minimum operation as implication function, also known as
Mamdani-type implication. In particular, the grade of mem-
bership to the output set (rule consequence) is capped at the
grade of membership to the condition (rule strength)

moutðzÞ ¼ minðmAðxÞ;mBðzÞÞ: (18)

The results of multiple rules are combined with the OR oper-
ation as aggregation function. To be precise, the highest
grade of membership among the rule outputs determines
the grade of membership of the final output set.

To be able to formulate the fuzzy rules for Relevance and
Valence, we define for each feature k 2 F , each associated
action i 2 A and each goal j 2 G an indicative and a
counter-indicative fuzzy set for the beliefs ag

ðkÞ
ij and the goal

ambitions aj of the agent

Fig. 3. Visualization of the feature encoding for Similarity calculation.

12. This can be a many-to-many relation.
13. Like features, actions and goals are a consequence of the model

the belief system has about the situation and can be complex in nature.
For example, an action could represent a whole script of individual
tasks or even be abstract like ”write a book”.

14. For an overview on fuzzy control see, for example, [36].
15. For example:

mfacilitates^desiredðagðkÞij ; a
ðkÞ
j Þ ¼ minðmfacilitatesðagðkÞij Þ;mdesiredðaðkÞj ÞÞ;

where ag
ðkÞ
ij 2 ½�1; 1�; aðkÞj 2 ½�1; 1�, see below.
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Moderation ðfrom ag
ðkÞ
ij Þ : facilitates; inhibits

Ambition ðfrom ajÞ : desired; undesired
(19)

The rule conditions formulated for Relevance and Valence in
the next sections consist of an expression corresponding to an
ontological statement about features, actions, goals and their
relations (see Table 1), as well as a measure of agreement by
the agent to that statement, represented by the fuzzy set

Agreement : agree; disagree: (20)

The Agreement value formed by the agent is complemen-
tary to the goal-directed beliefs described above. If someone
understands that ‘Being shrewd helps to become rich,’ one
does not necessarily has to agree and execute action upon
the by itself ‘true’ statement. A person may know that
‘Eating sugar is bad for my health’ yet does it anyways.
Thus, Agreement in Table 1 may be based on a sense of real-
ism that the agent assigns to its mental world (cf. [30]), on
general knowledge of the agent that contradicts a statement,
or that perhaps is rejected via cultural biases. In our model,
the Agreement value is an input value obtained from the
belief system without being concerned at the moment how
it is generated. In our examples, we assume that it matches
the goal-driven beliefs to keep things simple.

Each of the above quantities has a range ½�1; 1� and we
determine the grade of membership to the indicative or
counter-indicative set by the sign and absolute value of the
quantity as shown in Fig. 4. For instance

mdesiredðajÞ ¼ aj aj � 0
0 aj < 0

�

and

mundesiredðajÞ ¼ 0 aj � 0
jajj aj < 0

�
: (21)

7.1 Relevance

To determine the Relevance of a feature, we look at
whether the agent expects an action associated with the
feature to affect an important goal; particularly, whether
there is an action that facilitates or inhibits a desired or
undesired goal (compare (24)). In other words, Relevance
describes how strong the goals of the agent are affected
but not whether they are affected in a desired or undesired
way.

We express the Relevance of a feature by an indicative
(‘relevant’) and a counter-indicative value (‘irrelevant’),
which correspond to the grades of membership to the fuzzy
(singleton) sets

Relevance : relevant; irrelevant: (22)

We use these two singleton sets also as the outputs of our
fuzzy rules, with a prior weight function

mSðxÞ ¼ 1 if x 2 S
0 else

�
; (23)

where S is one of the singleton sets relevant or irrelevant.
With the help of the unions

affects ¼ facilitates OR inhibits

important ¼ desired OR undesired;
(24)

of the quantities in (19) we can now formulate a set of fuzzy
rules for the Relevance of each feature k 2 F .

TABLE 1
Rules for Valence of a Specific Feature and Goal (see also [35])

Fig. 4. Fuzzification of parameters with values in ½�1; 1�.
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First, let us look at rules based on the conditions that goal
j 2 G is affected by action i 2 AðkÞ associatedwith feature k:16

IF action i forfeature k affects goal j

AND j is important

AND agree

THEN k is relevant:

(25)

We can combine the rules for each goal by combining the
rule conditions for the different actions with the fuzzy OR

operator, such that we can write a single rule for each goal
j 2 G affected by feature k 2 F

IF ðANY action i 2 AðkÞ for feature k affects jÞ
AND j is important

AND agree

THEN k is relevant;

(26)

where we informally expressed the OR operation over the
possible actions i 2 AðkÞ by the operator ANY .

In complementing every rule (25) for k 2 F , i 2 AðkÞ, and
j 2 G, we also need to consider the (23 � 1) rules that treat
the negations of the individual terms in the conditions of
(25), for instance, the rules

IF NOT ði affects jÞ
AND j is important

AND agree

THEN k is irrelevant;

IF i affects j

AND NOT ðj is importantÞ
AND agree

THEN k is irrelevant;

etc:

(27)

However, only the rules in (26) contribute to being relevant,
all other rules result into being irrelevant.

In addition to the rules based on the goals of the agent we
also take the appraisal weights of the feature into account.
Therefore, we add the simple rules

IF feature k is ðgood OR badÞTHEN k is relevant;

IF feature k is NOT ðgood OR badÞTHEN k is irrelevant;

IF feature k is ðbeautiful OR uglyÞTHEN k is relevant

etc:

(28)

to the rule set for feature k 2 F .
After evaluating all the rules for feature k 2 F , the conse-

quences of the rules are combined into an output weight
function mðkÞ for the Relevance of feature k by applying the
fuzzy OR operation, taking the highest grade of membership
among all rule consequences mðkÞ

r

mðkÞðxÞ ¼ max
allrulesr

ðmðkÞ
r ðxÞÞ; (29)

where x 2 frelevant; irrelevantg.

7.2 Valence

The fuzzy rules for the calculation of the Valence of each
feature k 2 F are based on the set of statements listed in
Table 1, which is introduced in [35]. Columns 2-4 in the
table represent an ontological statement about the feature
in terms of Ethics and Affordances, the associated actions
and affected goals, while column 5 represents whether
this statement is in agreement with the agent’s belief sys-
tem. Columns 3-5 determine the expected direction of
Valence (column 7) based on the beliefs and goals of the
agent. If, for instance, the agent agrees that an action
associated with the feature facilitates a desired goal, it
will result in positive valence, or if the goal is undesired
in negative valence. The gray cells in Table 1 describe sit-
uations where the statement combined with the agents
Agreement does not match the encoding of the feature,
for instance, if the feature is encoded as an aid, but the
associated action inhibits a desired goal. The agent may
experience this an internal state of mixed emotions, see
[35].

The rules have conditions based on the action i 2 AðkÞ

and the goals j 2 G associated with i and result in positive
or negative Valence. The input quantities are the fuzzy sets
obtained in (19) and the fuzzy sets on the values

Affordance : aid; obstacle;

Ethics : good; bad;

obtained from the encoding in the Affordance and Ethics
domain. The outputs of the rules are again fuzzy (singleton)
sets

Valence : valenceðþÞ; valenceð�Þ: (30)

with prior weight function

mSðxÞ ¼ 1 if x 2 S
0 else;

�
(31)

where S is one of the singleton sets valenceðþÞ or valenceð�Þ.
In terms of these quantities, the rules in Table 1 for fea-

ture k 2 F , the action i 2 AðkÞ, and an affected goal j 2 G
take the form

IF feature k is aid

AND action i for k facilitates goal j

AND j is desired

AND agree

THEN k has valenceðþÞ;

(32)

where this example corresponds to the first rule of Table 1.
The rule consequences of the rules in Table 1 can be

determined by the signs of the belief, ambition, and agree-
ment values

rule consequence ¼ valenceðþÞ if sgnðagðkÞij a
ðkÞ
j b

ðkÞ
ij Þ ¼ 1

valenceð�Þ if sgnðagðkÞij a
ðkÞ
j b

ðkÞ
ij Þ ¼ �1;

8<
:

(33)

where b
ðkÞ
ij ¼ 1 if the agent agreeswith the statement indexed

by i; j and k, and b
ðkÞ
ij ¼ �1 if it disagrees. With the above

16. Remember that the quantities in (19) were obtained from the
ambition and belief values ag

ðkÞ
ij , aj, and the Agreement values

described in (20) are specific to each statement, i.e., depend on i; j and
k. In total, we obtain here jGj � jAðkÞj rules for each feature k.
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definitions, only the weight functions of the indicative and
counter-indicative fuzzy sets representing Affordances and
Ethics can be both non-null at the same time, which limits
the number of effective rules to two per affected goal, fea-
ture and appraisal domain.

Finally, the results of the rules are again combined to an
output weight function mðkÞ for the Valence of a feature by
the fuzzy OR operation

mðkÞðxÞ ¼ max
allrulesr

ðmðkÞ
r ðxÞÞ; (34)

where x 2 fvalenceðþÞ; valenceð�Þg.
Note 5-8 mirrors that of 1-4. However, the source of the

same final judgment is different. If an agency would like to
discuss the motivation of a decision, the conversation about
4 is about the discretion an agency provides during conver-
sation and the consequences thereof, whereas in 8, it is
about the consequences of indiscretion. Also, column 2 still
influences the rule strength, i.e., the results of the rules for
judgment 5-8 can be different from those of judgment 1-4.

7.3 Remarks on Goals and Actions

� The choice of representing goal ambitions aj and the
beliefs ag

ðkÞ
ij by values from the interval ½�1; 1� could

be replaced by directly representing these quantities
as fuzzy values. This choice would make the fuzzifi-
cation process described in Equation (21) obsolete.

� As stated already at the beginning of this section, the
fuzzy operators AND/OR and the implication and
aggregation functions used in the rules can be imple-
mented in many ways (see e.g., [36]). The reason for
the choices made here is mere simplicity.

8 RESPONDING: USE INTENTIONS

The intentions of the agent to make use of a certain feature
of the other agency are on the one hand a consequence of
the Utility of the feature, where Utility is an intermediate
variable that represents how useful a feature is for the agent
with respect to its goals. It can be seen as a combination of
Relevance and Valence: A highly relevant feature with high
positive Valence will be highly useful for the agent and vice
versa. On the other hand, Use Intention is influenced by the
perceived values of the agent in the Aesthetics domain as
well as by the Similarity of the agent to another agent that it
judges, as depicted in Fig. 2.

8.1 Utilities

The agent can take action to achieve desired goal states or to
avoid undesired ones. To determine the expected Utility of
each action, we first look at the goals that are affected by
these actions. Following [27] and [35],17 we determined Util-
ity by the action that is expected to achieve in total the most
valuable goals for that feature. First, we define the expected
Utility for action i 2 AðkÞ with respect to goal j 2 G by the
product of the belief that the goal will be achieved as a

consequence of that action and the agent’s ambition
towards that goal

u
ðkÞ
ij ¼ ag

ðkÞ
ij aj; (35)

where i 2 AðkÞ, j 2 G, k 2 F and u
ðkÞ
ij 2 ½�1; 1�.

The general expected Utility of an action can then be
obtained by combining the Utility values of all goals
affected by that action. Combination is done by taking the
average with respect to a (generated18) weight distribution
bgu over the expected utilities

�u
ðkÞ
i ¼ bguhuðkÞij ij2G i 2 AðkÞ; k 2 F: (36)

We also calculate the indicative (+) and counter-indicative
(-) Utility values of feature k 2 F . These are determined by
the Utility values of the actions with the highest and lowest
Utility values

u
ðkÞ
ðþÞ ¼ max

i2A
ð�uðkÞ

i Þ; u
ðkÞ
ð�Þ ¼ max

i2A
ð��u

ðkÞ
i Þ: (37)

If u
ðkÞ
ðþÞ or u

ðkÞ
ð�Þ would become negative by this definition, it is

set to zero.

8.2 Remarks on Utility

� In [27], the algorithm described in Section 6.2 in [27]
is used to average over values. It corresponds to
assigning weights 	 2k�1

2
Ni=c

to the ordered indicative/
counter-indicative values (where k is the index in the
sorted indicative/counter-indicative list of values,
Ni=c the respectively largest index).

8.3 Calculating Use Intentions

As shown in Fig. 2, Use Intentions for a feature are, besides
Utilities, influenced by Aesthetics and Similarity. Curved
arrows in Fig. 2 symbolize that the variable from which
they originate only has an indirect influence (interaction) on
the destination variable via the relation they point to (cf.
[4]). For instance, Aesthetics on its own is not enough to cre-
ate Use Intentions for a feature, but only influences the
effect of Utilities on Use Intentions. Again following [27],
we model this interaction effect by using a linear model
with interaction terms between Utilities and Aesthetics
respectively Similarity:19

The indicative and counter-indicative Utility values of a
feature k 2 F provide the first two components of the input
vector to this linear model

x
ðkÞ
1 ¼ u

ðkÞ
ðþÞ x

ðkÞ
2 ¼ u

ðkÞ
ð�Þ : (38)

The interaction terms are given by the following compo-
nents of the input vector:

17. Here we derive Utility directly from beliefs about goals and
actions. To find a formulation that derives Utility directly from Rele-
vance and Valence or makes the use of this intermediate variable obso-
lete is the goal of future work.

18. [27] uses the algorithm described in Section 6.2 in [27] to calcu-
late this average, see Remark 8.2.

19. This model can be seen as the lowest order approximation of the
function that determines Use Intentions from Utility, Aesthetics and
Similarity.
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x
ðkÞ
3 ¼ simðkÞ uðkÞ

ðþÞ x
ðkÞ
4 ¼ disðkÞ uðkÞ

ðþÞ

x
ðkÞ
5 ¼ simðkÞ uðkÞ

ð�Þ x
ðkÞ
6 ¼ disðkÞ uðkÞ

ð�Þ

x
ðkÞ
7 ¼ p

ðkÞ
beautiful u

ðkÞ
ðþÞ x

ðkÞ
8 ¼ p

ðkÞ
ugly u

ðkÞ
ðþÞ

x
ðkÞ
9 ¼ p

ðkÞ
beautiful u

ðkÞ
ð�Þ x

ðkÞ
10 ¼ p

ðkÞ
ugly u

ðkÞ
ð�Þ ;

and the result is obtained by multiplication with a weight
matrix Bui

~y ðkÞ ¼ ~xðkÞ �Bui k 2 F; (39)

where the dimensions of the weight matrix Bui is 2� 10 and
the result ~y ðkÞ ¼ ðuiðkÞðþÞ; ui

ðkÞ
ð�Þ Þ contains the positive and nega-

tive Use Intentions.
The weight matrix Bui is a parameter to our model and

determines the influence the components of ~xðkÞ have on the
resulting Use Intentions.

9 RESPONDING: INVOLVEMENT PARALLEL TO

DISTANCE

As illustrated in Fig. 2, Involvement and Distance result
from the appraisal domains Affordances, Aesthetics, and
Epistemics, from the calculated Relevance and Valence and
are influenced by interaction terms between Relevance/
Valence and Aesthetics/Similarity, corresponding to the
curved arrows in Fig. 2. As for Use Intentions, we use a lin-
ear model to compute Involvement and Distance where the
components of the input vector ~xðkÞ are given by the follow-
ing terms (see also [27], Section 6.5, Table 1 of that paper):

x
ðkÞ
1 ¼ aest

ðkÞ
ðþÞ x

ðkÞ
2 ¼ aest

ðkÞ
ð�Þ

x
ðkÞ
3 ¼ ep

ðkÞ
ðþÞ x

ðkÞ
4 ¼ ep

ðkÞ
ð�Þ

x
ðkÞ
5 ¼ aff

ðkÞ
ðþÞ x

ðkÞ
6 ¼ aff

ðkÞ
ð�Þ

x
ðkÞ
7 ¼ relðkÞ x

ðkÞ
8 ¼ irrðkÞ

x
ðkÞ
9 ¼ val

ðkÞ
ðþÞ x

ðkÞ
10 ¼ val

ðkÞ
ð�Þ

x
ðkÞ
11 ¼ relðkÞ aestðkÞðþÞ x

ðkÞ
12 ¼ relðkÞ aestðkÞð�Þ

x
ðkÞ
13 ¼ irrðkÞ aestðkÞðþÞ x

ðkÞ
14 ¼ irrðkÞ aestðkÞð�Þ

x
ðkÞ
15 ¼ relðkÞ simðkÞ x

ðkÞ
16 ¼ relðkÞ disðkÞ

x
ðkÞ
17 ¼ irrðkÞ simðkÞ x

ðkÞ
18 ¼ irrðkÞ disðkÞ

x
ðkÞ
19 ¼ val

ðkÞ
ðþÞ aest

ðkÞ
ðþÞ x

ðkÞ
20 ¼ val

ðkÞ
ðþÞ aest

ðkÞ
ð�Þ

x
ðkÞ
21 ¼ val

ðkÞ
ð�Þ aest

ðkÞ
ðþÞ x

ðkÞ
22 ¼ val

ðkÞ
ð�Þ aest

ðkÞ
ð�Þ

x
ðkÞ
23 ¼ val

ðkÞ
ðþÞ sim

ðkÞ x
ðkÞ
24 ¼ val

ðkÞ
ðþÞ dis

ðkÞ

x
ðkÞ
25 ¼ val

ðkÞ
ð�Þ sim

ðkÞ x
ðkÞ
26 ¼ val

ðkÞ
ð�Þ dis

ðkÞ:

Again, the result is obtained by multiplication with a weight
matrix parameterBid

~y ðkÞ ¼ ~x ðkÞ �Bid k 2 F; (40)

where the dimension of Bid is 2� 26 and the result ~y ðkÞ ¼
ðinvðkÞ; distðkÞÞ contains the Involvement and Distance
results.

Involvement and Distance are combined into the
Involvement-Distance Trade-off (IDT) using a fuzzy-or

operator (see e.g., [38]), as motivated in [39] and [40]. This
operator allows for compensation between the two quanti-
ties, i.e., Distance may be partly compensated by Involve-
ment and vice versa, and reads as

idtðkÞ ¼ bidt maxðinvðkÞ; distðkÞÞ þ ð1� bidtÞ
invðkÞ þ distðkÞ

2
;

(41)

with k 2 F and a weight parameter bidt from the agent’s
belief system.

10 SATISFACTION

By the end of the affective decision-making process, the
agent takes the most valuable feature and chooses the best
action related to this feature. This selection is based on the
Satisfaction expected from the features, which is the output
in Fig. 2. The indicative and counter-indicative weights for
Use Intentions are reduced to a single value by taking their
average uiðkÞ ¼ 0:5 ðuiðkÞðþÞ þ ui

ðkÞ
ð�Þ Þ. Then the Satisfaction value

sðkÞ is calculated as the weighted mean of IDT and Use
Intentions uiðkÞ for every feature, with weights b

ðsÞ
idt and b

ðsÞ
ui ,

as described in [35]

sðkÞ ¼ bs;idt idt
ðkÞ þ bs;ui ui

ðkÞ k 2 F: (42)

The final action imax will be selected from the actions i 2 AðkÞ

associated with the chosen feature kmax. To perform this
selection, we calculate Satisfaction values s

ðkÞ
i for each

action, which depend on the action tendency tðiÞ 2 T associ-
ated with action i (see (13)), as described in [35]

s
ðkÞ
i ¼

bs;i;pinv
ðkÞ þ bs;d;pð1�distðkÞÞ þ bs;u;p�u

ðkÞ
i ; tðiÞ¼p:;

bs;i;nð1�invðkÞÞ þ bs;d;ndist
ðkÞ þ bs;u;n�u

ðkÞ
i ; tðiÞ¼n:;

bs;i;cinv
ðkÞ þ bs;d;cdist

ðkÞ þ bs;u;c�u
ðkÞ
i ; tðiÞ¼c:;

bs;i;að1�invðkÞÞ þ bs;d;adist
ðkÞ þ bs;u;a�u

ðkÞ
i ; tðiÞ¼a:;

8>>>>><
>>>>>:

(43)

where the used weight parameters bs;
;
 are provided by the
belief system. Satisfaction values are based on Involvement
and Distance for the feature k as well as the utilities �u

ðkÞ
i for

the individual actions and utilize the connection between
the action tendency of an action and the Engagement of the
agent. If the Involvement of the agent is high, it tends
towards acting positively, if the agent feels Distant, it will
tend towards acting negatively. The tendency towards an
action that leads to a change is high if both Involvement
and Distance are high, and the choice between acting in a
negative way compared to an avoiding action depends on
the character of the agent, i.e., the weights bs;
;d compared
to bs;
;a. The final action chosen will be the one with the
highest Satisfaction value

imax ¼ argmax
i2AðkÞ

ðsðkÞi Þ: (44)

11 EXAMPLE

Let us see, then, how the model behaves when it is in
operation. In the following demonstration, Silicon Copp�elia
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impersonates a plastic surgeon (Alice) who feels lonely and
faces an other agency (Bob), who may have a medical condi-
tion that falls within her area of expertise. In this limited con-
text, Copp�elia has but two goals in life: To cure people
through medical treatment and to find an attractive dating
partner. For reference we provide the full numerical details
for each step in this example, these can be skimmed on a first
reading.

11.1 Alice Encodes Features of Bob

In this example, we will model the involved agencies by
their looks and the eventual condition they suffer from. In
particular, we will define the following sets:

� gender: For gender we restrict ourselves to

Vgender ¼ fmale; femaleg:

� age: For age we use Vage ¼ N and define 5 overlap-
ping categories, represented by the intervals

child : 0� 14;

adolescent : 12� 21;

young : 18� 33;

mature : 28� 55;

old : 50� 99:

� attractiveness: We consider 5 levels of attractiveness,
which we represent by a sequence of inclusive sets
to encode the ordering of these levels

ugly � unsightly � average � attractive � beautiful;

which makes the set of possible attractiveness fea-
tures simply the largest element in the above
sequence, i.e., Vattr ¼ beautiful.

� condition: We will consider only a single medical con-
dition (i.e., a mole perhaps caused by basal cell carci-
noma)

Vcondition ¼ fmoleg:

Using these definitions, the space of possible features for
each agent becomes

V � Vgender [Vage [Vattr [Vcondition; (45)

and let Alice (A) and Bob (B) be represented by the follow-
ing features:

FA ¼ ffemaleg [mature [ attractive ¼ fA
1 ;

FB ¼ ðfmaleg [ young [ beautifulÞ [ fmoleg ¼ fB
1 [ fB2 :

(46)

In Equation (46), we assume that the belief system evaluates
all features related to the looks of the agent identically and
makes use of the remark at the end of Section 4.1, combining
all those features into a single feature f1. For consistency, we
also denote the feature representing the medical condition
of an agent with f2.

Let us now determine the encoding Alice assigns to Bob’s
features. From a moral perspective, Alice thinks that Bob is

a proper dating partner, but, though she is looking for a
young beautiful man, she is a bit concerned about the age
difference as he looks pretty young. Bob is surely a good
dating partner, but he is so highly attractive that Alice is
afraid that keeping him satisfied will be an obstacle, though
not a big one. He is clearly beautiful, which also gives her at
the same time the feeling of being in a fairy tale. She thinks
he is in need of help with his mole; for this reason she enco-
des the mole mostly as harmless, though, as it could be
pathological, it has a touch of being bad. The mole is some-
thing she can treat, but what seems to be a slight obstacle to
her is that by her professionalism she would not date a
patient. She is tempted to look at Bob’s mole as a beauty
spot, but for that it is just a bit too suspect. Then Alice’s
encoding of the features of Bob may look as in Table 2. Let
us also assume that Alice is at work, thus she is focused
more on the medical condition than on the looks of the
other. We define the feature weights wðf1Þ ¼ 0:5 and wðf2Þ ¼
1:0. The resulting affordance and perceived weights are
given together with the affordance weights Alice has about
herself in Table 2.

Note that the information contained in the encoding in
Table 2 again is a result of the world model of Alice’s belief
system. As such, the description in the paragraph above,
which tries to give an example of how the belief system
might derive these values, contains many assumptions that
could result from past experience or be just plain imagina-
tion of Alice.

11.2 Similarity Between Alice and Bob

To evaluate the Similarity between the two agencies, let us
assume that Alice encodes her own features, which is only
fA1 in this case, with the appraisal weights given in Table 2.
Then the features augmented with their encoding (see (6))
will take the form20

f̂B
1 ¼ fB

1 � �ðethðþÞ; ½0:0; 0:8�Þ; ðethð�Þ; ½0:0; 0:4�Þ;
ðaff ðþÞ; ½0:0; 0:8�Þ; ðaff ð�Þ; ½0:0; 0:4�Þ; . . .g;

f̂B
2 ¼ fB

2 � �ðethðþÞ; ½0:0; 0:8�Þ; ðethð�Þ; ½0:0; 0:2�Þ;
ðaff ðþÞ; ½0:0; 0:8�Þ; ðaff ð�Þ; ½0:0; 0:2�Þ; . . .g;

f̂A
1 ¼ fA

1 � �ðethðþÞ; ½0:0; 0:8�Þ; ðethð�Þ; ½0:0; 0:0�Þ;
ðaff ðþÞ; ½0:0; 0:8�Þ; ðaff ð�Þ; ½0:0; 0:2�Þ; . . .g;

(47)

where for convenience, we denote with A� fðb; cÞ j c 2 Cg
the set21 fða; b; cÞ j a 2 A; c 2 Cg, and

bFB ¼ f̂B
1 [ f̂B2 ;

bFA ¼ f̂A
1 : (48)

For the evaluation of Similarity and Dissimilarity, we will
treat the distinct features of Alice and Bob symmetrically
and set the parameters a and b in (9) to 1.0 such that (5)
becomes

20. Note that we use the unweighted appraisal weights b
ðkÞ
i for simi-

larity calculation.
21. In strict notation A� fðb; cÞ jC 2 Cg denotes the set fða; ðb; cÞÞ j a

2 A; c 2 Cg, i.e., here we identify the tuples ða; ðb; cÞÞ � ða; b; cÞ.
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sim ¼ 1� dis

¼ mð bFA \ bFBÞ
mð bFA \ bFBÞ þ mð bFAn bFBÞ þ mð bFBn bFAÞ

:
(49)

The feature set of Alice has nothing that is related to a medi-
cal condition, soFA andFB only intersect on fA

1 and fB
1 . With

fA\B
1 :¼ fA

1 \ fB1 ¼ ½28; 33� [ attractive; (50)

we get22

bFA \ bFB ¼ f̂A1 \ f̂B
1

¼ fA\B
1 � �ðethðþÞ; ½0:0; 0:8�Þ; ðethð�Þ; ½0:0; 0:0�Þ;

ðaff ðþÞ; ½0:0; 0:8�Þ; ðaff ð�Þ; ½0:0; 0:2�Þ; . . .g:
(51)

The feature sets differ both in the looks of the agencies as
well as in the medical condition that Bob has but Alice does
not. Let us now examine the set differences involved in the
calculation of Similarity: The distinctive features of Bob
compared to Alice are given as

FBnFA ¼ fB1 nfA1 [ fB2 ¼ f
BnA
1 [ fB2

¼ fmaleg [ ½18; 27� [ ðbeautiful n attractiveÞð Þ [ fmoleg;

where we again use the notation f
BnA
1 :¼ fB1 nfA

1 , and we
get23

bFBn bFA ¼ f̂B1 nf̂A1 [ f̂B2

¼ f
BnA
1 � �ðethðþÞ; ½0:0; 0:0�Þ; ðethð�Þ; ½0:0; 0:4�Þ;

ðaff ðþÞ; ½0:0; 0:0�Þ; ðaff ð�Þ; ½0:2; 0:4�Þ; . . .g
[ fB

2 � �ðethðþÞ; ½0:0; 0:8�Þ; ðethð�Þ; ½0:0; 0:2�Þ;
ðaff ðþÞ; ½0:0; 0:8�Þ; ðaff ð�Þ; ½0:0; 0:2�Þ; . . .g:

(52)

On the contrary, for the features exclusive to Alice we get

FAnFB ¼ fA
1 nfB

1 ¼ f
AnB
1 ¼ ffemaleg [ ½34; 55�; (53)

and24

bFAn bFB ¼ f̂A
1 nf̂B

1

¼ f
AnB
1 � �ðethðþÞ; ½0:0; 0:0�Þ; ðethð�Þ; ½0:0; 0:0�Þ; . . .

ðepðþÞ; ½0:8; 1:0�Þ; ðepð�Þ; ½0:0; 0:0�Þg:
(54)

We choose the weight measures m of the features in a way
that results in balanced values between the different subsets
that can appear in the terms of (49).25 In addition, let us
assume that Alice also does not give the medical condition of
the agentmuch considerationwhen comparing for similarity.
This leads to the following choices for theweightmeasures:

mðmaleÞ ¼ mðfemaleÞ ¼ 1:0;

. . . ¼ mð½18; 21�Þ ¼ mð½22; 27�Þ ¼ mð½28; 33�Þ
¼ mð½34; 47�Þ ¼ mð½34; 49�Þ ¼ mð½50; 55�Þ ¼ . . . ¼1 =3;

mðuglyÞ ¼1 =5; mðunsightlyÞ ¼2 =5; . . .; mðbeautifulÞ ¼5 =5;

mðmoleÞ ¼1 =5:

(55)

Using equal weights for the appraisal variables, i.e., mðiÞ ¼
1:0, i 2 D, and the weights from (55), we can finally evaluate
the weights for the sets in (51), (52), (53), and (54), according
to (8) as

mð bFA \ bFBÞ ¼ ð1=3 þ4=5Þ � 3:4 ¼289 =75;

mð bFBn bFAÞ ¼ ð1þ1=3 þ1=5Þ � 1:0þ1=5 � 4:0 ¼150 =75

mð bFAn bFBÞ ¼ ð1þ1=3Þ � 0:2 ¼20 =75:

(56)

Putting these results and (55) together gives us that Alice
assigns a value of sim ¼ 1� dis ¼289 =459 �2 =3 for her Simi-
larity (resp. Dissimilarity) to Bob.

11.3 Alice’s Goals and Actions

Next, let us assume that the goals of Alice are to find an
attractive dating partner and to cure people with a medical
condition

G ¼ fdate; cureg; (57)

where the labels represent the following specific goals:

1) date: Date young beautiful men,
2) cure: Cure menwith a medical condition.
Further, we set the ambition for each goal to

adate ¼ 0:5 and acure ¼ 0:75: (58)

TABLE 2
Perceived Feature Encoding

22. Again we use the simplified notation from footnote 21.
23. Again we use the simplified notation from footnote 21.

24. Again we use the simplified notation from footnote 21.
25. In particular, we set the weights of the largest subsets that can

result from the set intersections or differences for each of the feature
domains gender, age, attractiveness and condition to 1.0. E.g., for age the
only subsets that can appear in (49) are the intervals defined by the age
categories listed in Section 11.1, the intervals on which these intersect,
the set differences between two adjacent categories and the empty set.
For agewe balance the weights by assigning a weight of 1=3 to each inter-
section interval and 1=3 to each interval that is exclusive for an age cate-
gory (cf. (55)). This gives a maximum weight of 1.0 e.g., if both agencies
fall into the same age category. Also note that the weight measure m
does not need to be normalized as (49) already delivers a relative value.

268 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 14, NO. 1, JANUARY-MARCH 2023



Alice can now pick from a repertoire of actions

Aðf1Þ ¼ finvite; refuse; skipg;
Aðf2Þ ¼ ftreat; rejectg;

(59)

where invite stands for making a dating appointment, refuse
for disapproval and skip for postponing the decision, i.e.,
acting neutral. These actions are categorized as action ten-
dencies, according to (13), which is shown in Table 3. More-
over, Alice assigns to each action a belief ag

ðkÞ
ij that it will

facilitate the respective goal.
For the last two columns of Table 3, Alice believes that

refuse clearly inhibits her date with Bob, while it allows her
to treat his mole (remember that she does not date her
patients). On the other hand, invite clearly facilitates her
goal to date Bob (he still has to agree too), but then she will
not be able to take him as a patient anymore. Analogous, to
treat his condition will cure him, but inhibit to date him,
and, on the opposite, to reject treatment will allow her to
date Bob, but not cure him (though he can still receive treat-
ment from someone else). Note that again, these values are
based on Alice’s belief system and contain knowledge and
assumptions about the situation. For instance, her belief
that invite facilitates her goal to date encodes Alice’s prefer-
ence for young beautiful men. If she prefers mature attractive
men, this value should be less.

11.4 Relevance of Bob to Alice

To determine the Relevance of the features of Bob, Alice first
calculates the importance of her goals, simply by taking the
absolute value of the corresponding goal ambitions

importantdate ¼ 0:5 and importantcure ¼ 0:75: (60)

To calculate whether an action affects a goal, Alice deter-
mines in Table 3 whether an action inhibits or facilitates a
goal:

To evaluate the conditions given by rule (26) for the rela-
tions between Bob’s features and Alice’s goals, the follow-
ing statements apply:

1) any action for young beautiful man affects date and
date is important and agree

2) any action for young beautiful men affects cure and
cure is important and agree

3) any action for mole affects date
and date is important and agree

4) any action for mole affects cure
and cure is important and agree

For simplicity’s sake, Alice agrees with all of these state-
ments, that is, all agree values equal 1 and disagree values
equal 0. Then the rule strengths equal the grade of member-
ship to Relevance and are given by

r1 ¼ minð1:0; 0:5; 1:0Þ ¼ 0:5;

r2 ¼ minð0:5; 0:75; 1:0Þ ¼ 0:5;

r3 ¼ minð0:5; 0:5; 1:0Þ ¼ 0:5;

r4 ¼ minð1:0; 0:75; 1:0Þ ¼ 0:75:

(61)

In taking the maximum over the features, we get as final
result for the Relevance of Bob’s features to Alice

relevantðf1Þ ¼ 0:5 and relevantðf2Þ ¼ 0:75: (62)

Irrelevance of Bob’s features is in turn determined by rules
with conditions that negate26 the ‘will affect’ or ‘is important’
statement, and the rules with the maximum rule conse-
quence are in this case:

1) for young beautiful man, skip does not affect date
and cure is important and agree,

2) for mole, reject does not affect cure
and cure is important and agree

which in turn result in the values for being irrelevant

irrelevantðf1Þ ¼ minð1:0; 0:5; 1:0Þ ¼ 0:5;

irrelevantðf2Þ ¼ minð0:75; 0:75; 1:0Þ ¼ 0:75:
(63)

11.5 Alice Estimates Valence

To calculate Valence, let us look at Table 1. In our case, the
encoded weights for Affordance and Ethics are equal, thus
we can restrict ourselves to evaluate the Affordance val-
ues.27 Further, for both features the indicative affordance
weight (aid) is higher than the counter-indicative (obstacle),
which means that judgments 1-4 will dominate the results.
Further, the agent has no undesired goals, which leaves us
with judgments 1 and 2. For the sake of simplicity, Alice
fully agrees to all statements, and restricting ourselves to
the actions with non-zero Moderation values, we are left
with the following eight statements to evaluate:

1) agree that young beautiful man is an aid
and invite facilitates desired goal date

2) agree that young beautiful men is an aid
and refuse inhibits desired goal date

3) agree that young beautiful man is an aid
and invite inhibits desired goal cure

4) agree that young beautiful man is an aid
and refuse facilitates desired goal cure

5) agree that mole is an aid
and treat inhibits desired goal date

6) agree that mole is an aid
and reject facilitates desired goal date

7) agree that mole is an aid
and treat facilitates desired goal cure

TABLE 3
Action Tendencies and Beliefs ag

ðkÞ
ij

26. For the negation of a fuzzy set, the grade of membership is given
by mð �AÞ ¼ 1� mðAÞ.

27. For Ethics, we will simply obtain identical values.
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8) agree that mole is an aid
and reject inhibits desired goal cure

Table 4, rule 1 - 4 pertain to feature young beautiful man
and rule 5 - 8 to feature mole. The rule strengths for these
rules and their output sets are given by (33)

r1¼minð1:0; 0:4; 0:75; 0:5Þ¼0:4; out1¼valenceðþÞ

r2¼minð1:0; 0:4; 1:0; 0:5Þ¼0:4; out2¼valenceð�Þ

r3¼minð1:0; 0:4; 0:5; 0:75Þ¼0:4; out3¼valenceð�Þ

r4¼minð1:0; 0:4; 0:5; 0:75Þ¼0:4; out4¼valenceðþÞ

r5¼minð1:0; 0:8; 0:5; 0:5Þ¼0:5; out5¼valenceð�Þ

r6¼minð1:0; 0:8; 0:5; 0:5Þ¼0:5; out6¼valenceðþÞ

r7¼minð1:0; 0:8; 1:0; 0:75Þ¼0:75; out7¼valenceðþÞ

r8¼minð1:0; 0:8; 0:25; 0:75Þ¼0:25; out8¼valenceð�Þ:

In taking the maximum for each feature and for each of the
indicative and counter-indicative Valence values, Alice
comes up with the end result that

valence
ðf1Þ
ðþÞ ¼ 0:4; valence

ðf1Þ
ð�Þ ¼ 0:4;

valence
ðf2Þ
ðþÞ ¼ 0:75; valence

ðf2Þ
ð�Þ ¼ 0:5:

(64)

11.6 Alice’s Use Intentions for Bob

The general utilities �uðkÞ that Alice expects from her actions as
related to Bob’s features are calculated as the average over the
expectedutilities for the affected goals,whichproduces Table 5:

In Table 5, to keep things simple, Alice again takes the
average for the general utilities (cf. (36)) with equal weights
for all entries in a row. The actions that provide Alice maxi-
mum Utility are treat for Bob’s feature of the mole and refuse
for his looks. Alice then takes the maximum and minimum
over the general utilities for each of Bob’s features as
described in (37) to obtain

u
ðfB

1
Þ

ðþÞ ¼ 0; u
ðfB

!
Þ

ð�Þ ¼1 =16; u
ðfB

2
Þ

ðþÞ ¼1 =4; u
ðfB

2
Þ

ð�Þ ¼ 0: (65)

Now we need to define the regression matrix that deter-
mines how Utilities, Similarity and Aesthetics are combined

into Use Intentions in (39). For once, we let Alice ignore
Bob’s Aesthetics when determining her Use Intentions for
the features, and define28

uiðþÞ uið�Þ

Bui ¼

�uðþÞ

�uð�Þ

sim � �uðþÞ

dis � �uðþÞ

sim � �uð�Þ

dis � �uð�Þ

beautiful � �uðþÞ

ugly � �uðþÞ

beautiful � �uð�Þ

ugly � �uð�Þ

1=3 0

0 1=3
1=3 0

0 1=3

0 1=3
1=3 0

0 0

0 0

0 0

0 0

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

:
(66)

Using the results from (65) and the matrixBui, we can calcu-
late the indicative and counter-indicative Use Intentions for
the fused feature young beautiful men as

~uiðf1Þ � ð0:0;1=16; 0:0; 0:0;1=24;1=48; . . .Þ �Bui

¼ ð1=144;5=144Þ;
(67)

as well as for feature mole as

~uiðf2Þ � ð1=4; 0:0;1=6;1=12; 0:0; 0:0; . . .Þ �Bui

¼ ð5=36;1=36Þ:
(68)

These values reflect that Alice is focused on work through
the feature weight wðf1Þ and that dating Bob works against
her preferred goal to treat his mole.

11.7 Alice Trades Distance for Involvement

To determine Involvement and Distance, we need to
define the regression matrix Bid that is used in (40) to cal-
culate these values from the results of the previous sec-
tions. In this example we let indicative values feed into
Involvement and counter-indicative values into Distance.
To simplify the example of Alice and Bob, let us set all
non-linear terms to 0. Leaving out some of the rows, then,
Bid looks like this:29

TABLE 5
Utilities of Actions by Features and Goals

TABLE 4
Grades of Membership by Feature, Action, and Goal

28. We labeled rows with the names of the corresponding input vari-
ables and columns with the names of the related output variables for a
better overview.

29. See footnote 28.
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inv dist

Bid ¼

beautiful

ugly

realistic

unrealistic

aid

obstacle

rel

irr

valðþÞ

valð�Þ

rel � sim
irr � sim

..

.

1=5 0

0 1=5
1=5 0

0 1=5
1=5 0

0 1=5
1=5 0

0 1=5
1=5 0

0 1=5

0 0

0 0

..

. ..
.

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

:
(69)

With regard to young beautiful men, this gives Alice

~idðf1Þ ¼ ð1=2; 0:0;2=5;1=10;2=5;1=5;1=2;1=2;2=5;2=5; . . .Þ �Bid

¼ ð44=100;24=100Þ;
(70)

and for mole, it gives

~idðf2Þ ¼ ð1=5;4=5; 1:0; 0:0;4=5;1=5;3=4;3=4;3=4;1=2; . . .Þ �Bid

¼ ð70=100;45=100Þ:
(71)

In choosing bidt ¼ 0:5, the Involvement-Distance Trade-offs
that play out in Alice’s mind for the two features are

idtðf1Þ � 0:39 and idtðf2Þ � 0:64: (72)

11.8 Why Bob Makes Alice Satisfied

To calculate the Satisfaction value, Alice takes the average
Use Intentions for Bob’s features. Choosing again equal
weights everywhere, the Satisfaction values for Alice’s fea-
tures are approximately

sðf1Þ � 0:21 and sðf2Þ � 0:36: (73)

Therefore, the focus of Alice becomes featuremole, which has
the following Satisfaction values of the related individual
actions, indexed by their action tendencies as defined in (43):

sðmoleÞ
positive � 0:25 � 0:7þ 0:25 � 0:55þ 0:5 � 0:08 ¼ 0:3525;

(74)

sðmoleÞ
avoid � 0:25 � 0:3þ 0:25 � 0:45þ 0:5 � 0:08 ¼ 0:2275;

(75)

where we set all the weights bs;u;
 related to Utilities to 0.5
and all weights bs;i;
 and bs;d;
 related to Involvement and
Distance equally to 0.25. Because Alice’s Involvement out-
weighs Distance and Utilities, she chooses to positively
approach Bob, which is to treat his mole and cure him. That
gives her most Satisfaction, although dating him promised
her to live in a fairy tale. Given Alice’s focus on her work
and the higher ambition to cure, this is quite the expected
result. In Section 12, we will show that the contribution of
affect to the decision process can lead to the choice of an

action that by rational beliefs would not be the most optimal
to facilitate the agent’s goals.

12 SIMULATIONS

To further examine the capabilities of our system, we per-
formed a couple of experiments with different configuration
settings in a simplified setup.

In our simulations, Alice is a social robot programmed as
a physical-exercise coach for adults. Bob is an adult who
should exercise to correct his curved spine. To help Bob with
his task, Alice plays an exergame, i.e., a game that is also a
form of exercise, with the purpose to stimulate him to do his
gymnastics. We consider this situation to be observed as a
single feature only, representing the game and ‘opponent’
(Bob) all in one. The possible goal states in this setup are
either success or failure of the game. At each step in the affec-
tive process, Alice can select from, here, two actions: A move
that makes Bob perform the exercise, which she considers an
act of negative-approach to Bob, who is reluctant, and which
facilitates success of the game, or, alternatively, a move that
will not motivate Bob to perform the exercise, which she con-
siders an act of positive-approach, as Bob will be pleased to get
away without having to exert himself, but which will lead
towards failure of the game.

In selecting different values for parameters and input val-
ues of the model (the agent’s ‘character’), we designed four
variants of Silicon Copp�elia: The first variant, ‘purely rational
decisions’, favors goal-directed factors over affect related
ones and is closest to a ‘rational’ agent that operates by logical
reasoning. The second variant, ‘purely emotional decisions’,
does the opposite, focusing on affect related influences and
ignoring goal-driven ones, with the effect that for some
parameter ranges Alice chooses the move that leads to unde-
sired failure because she is too involved with Bob. The third
version, ‘balanceddecisions’, represents a realworld scenario
that balances between the two previous scenarios, making a
decision that is influenced by both goal-driven and affect
related elements. The fourth variant, ‘fuzzy encoding’,
resembles the purely emotional variant from the second sce-
nario, but encounters ambiguity in the Aesthetics value of the
feature encoding, perceiving Bob as partly beautiful and
partly ugly at the same time, to examine the effect of fuzzi-
ness in themodel.

Except for Aesthetics, we kept the encoding of features
constant for all domains: aff ðþÞ ¼ 0:6, epðþÞ ¼ 0:6, and 0.0 for
all other values.

12.1 Simulation 1: Purely Rational Decisions

In the first scenario, all affective influences on the decisions
were set to zero, i.e., only the Use Intentions and Utility con-
tributed to the final decision. As expected, as long as success
was the desired goal, the negative-approach move towards
the Bob was chosen and in the situation when, for demon-
stration purposes, failure was desired, the decision was
made in favor of the positive-approachmove. Fig. 5 shows the
obtained Satisfaction values when varying the goal ambi-
tions from �1:0 to 1.0 for success and in parallel from 1.0 to
�1:0 for failure. The action chosen is the one with the higher
Satisfaction value and the decision changes when the lines
of sneg and spos cross. The encoding value in the Aesthetics
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domain was kept constant at absolutely beautiful (1.0) in
this scenario.

12.2 Simulation 2: Purely Emotional Decisions

In the second scenario, the same goal states were present as
in the previous one, but goal ambitions were set to medium
ambitions for success (þ0:5). Now merely affective influen-
ces contributed to the decision making, i.e., Use Intentions
were weighted with zero and only the Involvement-Dis-
tance Trade-off contributed to the final decision. On the
input side, we modified the encoding values of the Aes-
thetics domain as one of the driving factors of decision mak-
ing. As shown in Fig. 6, as long as Bob was assessed as
attractive enough (i.e., with a straight spine), Alice in this
experiment chose the positive-approach move. This changed
once Bob exercised with a hunched back.30 Noteworthy
about this decision-making process is that it was not fed by
the desire for success or failure but rather the consequence of
the action tendencies associated with the actions, leading to
the result. To please Bob was not in any way part of the
goals and ambitions of Alice, which were only success in the
game. This also means that in this scenario, the final deci-
sion countered the rational goals of the agent. In a sense, we
saw Silicon Copp�elia execute not so much goal-directed but
rather bias-driven behaviors. Translated into everyday talk,
Alice thought: ”I don’t mind failing because Bob’s back sure
looks good!”

12.3 Simulation 3: Balanced Decisions

In the third setting, both the affective as well as the rational
contributions were taken into account. The setup was iden-
tical to the previous scenario, except that in the calculation
of the Satisfaction value all weights were set non-zero.
Additionally, the Aesthetics value was fed also to the Use
Intentions. As shown in Fig. 7, with our parameter choices
for Alice’s character, Alice always chose the negative-

approach move. However, with other choices for the model’s
parameters or ‘character settings’, either the affective or the
rational part may dominate the final result.

12.4 Simulation 4: Fuzzy Encoding

In the last simulation, we explored the effect of fuzzy values
in the encoding by changing the Aesthetics values from
absolutely beautiful to zero and then to increasingly beauti-
ful and ugly at the same time with settings otherwise identi-
cal to the purely emotional scenario in Section 12.2.

We can see from Fig. 8 that when Bob’s back is perceived
as equally curved (ugly) as straight (beautiful) the same
decision is obtained as with the Aesthetics values encoded
to zero. However, the fuzziness of encoded factors influen-
ces the overall Satisfaction value S of the feature, increasing
its dominance in settings where multiple features are pres-
ent. We would like to note, however, that there are many
more parameters than presented in this example that may
influence the effect of fuzziness in the model.

Fig. 5. Satisfaction values for goal ambitions.
Fig. 6. Satisfaction values for aesthetics.

Fig. 7. Satisfaction values for aesthetics.

30. The bias towards the positive action tendency comes from the fact
that in addition to the Aesthetics value also the Epistemics and Affor-
dances domain contributed with only indicative input values.
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The simulations only touched upon a small portion of the
configuration and setup possibilities of the system. Addition-
ally, we are not concerned here how to find the right values
for all the parameters of the system in a practical application.
We merely wanted to demonstrate the capabilities of the Sili-
con Copp�elia system in simulating affective behaviors.

13 CONNECTING SILICON COPP�ELIA WITH

COMPUTER VISION

In the following demonstration, we return to the setup of
Section 11. To give Silicon Copp�elia eyesight, we connected
face recognition, a gender-and-age classifier, and a face-
attractiveness ranker to the Silicon Copp�elia software. For
age and gender recognition, we employed Pressel’s dlib’s
built-in face recognition tool [41], which detects human
faces in an image and, based on facial landmarks such as
eyes, nose, lips, and chin, estimates gender and age. Classifi-
cations ran on a pre-trained model. To obtain a score for
facial attraction, we trained the face-attractiveness ranker, a
machine-learning model written in Python by Leung [42],
using as benchmark the SCUT-FBP set of 5500 images (jpeg,
png) [43] of Asians and Caucasians labeled for attractive-
ness from 1 to 5. SCUT-FBP5500 has an inbuilt face-recogni-
tion system to detect the facial landmarks of an input face.
Obviously, how attractive a face is and why is disputable
but for the sake of argument, we assumed that this robot’s
aesthetic judgment exactly followed the benchmark.

For technical reasons, we modified the setup in the exam-
ple in Section 11 slightly: We redefined Copp�elia’s goals and
switched gender, now making young beautiful women the
preferred dating partners of Copp�elia:

1) date: Date young beautiful women,
2) cure: Cure womenwith a medical condition.

In this setting, we also did not have a recognition system
for medical conditions at hand, instead we assumed that we
can correlate the medical condition to the attractiveness of
the other (remember, Copp�elia impersonates a plastic sur-
geon). For simplicity we chose skip if the other agent was

detected to be male, as in this case none of the available
actions either facilitate or inhibit any of the robot’s goals.
Thus we restricted ourselves to model the agent only by age
and attractiveness and defined the following two features:

f1: agerange;

f2: attractivenessðSCUT -FBP Þ:

We used slightly changed non-overlapping age ranges as
listed in Table 6, and represented attractiveness simply by a
number between 1 and 5, rounding the SCUT-FBP score to
the nearest half. Again for technical reasons, we did not
evaluate Similarity from the features but set it to a constant
value of sim ¼ 0:55.31

We implemented the observation process by encoding
features for the Aesthetics and Affordance domain only and
deduced the appraisal weights from the outputs of the rec-
ognition systems as listed in Table 6.

There, the Aesthetic weights are a straightforward map-
ping from the age and the SCUT-FBP score, presuming that
Copp�elia’s goal to date beautiful women in the age range (15-
20) reflects her Aesthetic judgment. Affordance values
reflect that good dating partners are an aid to Copp�elia in
terms of finding a date. Low attractiveness is an obstacle for
this goal, but on the other hand, low attractiveness makes
Copp�elia believe that the other agent has a medical condi-
tion that Copp�elia can treat with her professional skills,
which makes it an aid. This resulted in an ambiguous view
on the Affordance of the low attractiveness of the other.

The actions that were available to Copp�elia are the same as
listed in (59), but in this case, we related the actions for date to
both features and the actions for cure to the attractiveness score,
as we deduced the presence of a condition from this feature

Aðf1Þ ¼ frefuse; invite; skipg;
Aðf2Þ ¼ frefuse; invite; skip; treat; rejectg:

(76)

In addition to the feature encoding, we made Copp�elia
believe that the actions will affect Copp�elia’s goals by
matching the goals against the detected age range and
attractiveness score. With the same goals as in (57), Table 7
shows the chosen values for the feature set detected in our
sample images in Fig. 9.

Fig. 8. Satisfaction values for fuzzy aesthetics.

TABLE 6
Encoding of Age and Attractiveness

age aestðþÞ aestð�Þ affðþÞ affð�Þ SCUT aestðþÞ aestð�Þ affðþÞ affð�Þ

0-2 0.4 0.0 0.4 0.0 1.0 0.0 1.0 1.0 1.0
4-6 0.5 0.0 0.5 0.0 1.5 0.0 0.7 0.7 0.7
8-12 0.7 0.0 0.7 0.0 2.0 0.0 0.6 0.6 0.6
15-20 1.0 0.0 1.0 0.0 2.5 0.0 0.2 0.3 0.2
25-32 0.8 0.0 0.8 0.0 3.0 0.2 0.0 0.2 0.0
38-43 0.1 0.0 0.1 0.0 3.5 0.5 0.0 0.5 0.0
48-53 0.0 0.5 0.0 0.5 4.0 0.7 0.0 0.7 0.0
60-100 0.0 1.0 0.0 1.0 4.5 0.8 0.0 0.8 0.0

5.0 1.0 0.0 1.0 0.0

31. In this representation, we treated the features as plain labels,
which would lead to positive similarity only for exact matches. How-
ever, this is only for technical reasons and the feature representation
could be easily changed to a setup similar to Section 11.2.
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Next we fed images of males and females, young and
old, into the system, one at a time. To do so, we used the
face database ‘Labeled Faces in the Wild’ by Huang et al.
[44]. Fig. 9 shows the output for four example images. Note
that in Fig. 9, the age of Character 4 was misjudged by our
detection system: The woman in the picture was between 30
and 40 years of age, but for Copp�elia she was an adolescent.

In the remainder, we offer two small experiments of
Copp�elia building up affect with different levels of ambition
on the basis of age and attractiveness of people in a picture.
We manipulated the level of ambition of Copp�elia wanting
to achieve both goals: In Experiment 1, wanting a date was
stronger than to help; reversely so in Experiment 2. The
research question in both experiments was who Copp�elia
would want to date and who was in need of help.

13.1 Looking for a Date

In Experiment 1, the ambition level to achieve the goals was
set to

adate ¼ 0:75 and acure ¼ 0:5: (77)

Table 8 provides the results for all dimensions Copp�elia
checked.

Table 8 shows how the encoded Aesthetics and Afford-
ance weights of Age and SCUT-FBP score shaped the devel-
opment of Engagement (Involvement, Distance) and
Satisfaction with the characters in view of the prioritized goal
to date one of them. For dating purposes, the lonesome plastic
surgeon Copp�elia estimated that Character 3 and 4 were of
the preferred age group (15-20) rather than Character 3 and 4
(25-32) (Fig. 9). Yet, Character 1 and 3 had a higher SCUT-FBP
score (> 3:9) with number 1 in Copp�elia’s eyes being the
prettiest of them all (4.12) (Fig. 9). Although (mistakenly)
thought to be of the right age, Copp�elia deemed Character 4

to be least pretty (SCUT-FBP = 1.51), causing a drop in
Involvement and a rise in Distance. Most interestingly, how-
ever, Table 8 shows that Copp�elia was not least Satisfied with
Character 4 (Satisfaction � (0.24, 0.28)) (Table 8). That ‘honor’
was bestowed upon Character 2 (Satisfaction � (0.15, 0.14)),
although Copp�elia found 2 way prettier than 4. Copp�elia was
least satisfied with Character 2 because 2 was of the less pre-
ferred age group and within that group less pretty than 1.
Additionally, Character 2 was not in need of help either,
therefore immaterial to the lower-priority goal Copp�elia had
(i.e., to cure people with facial deficiencies). Character 4, how-
ever, did have some meaning to the lower-priority goal so
that in spite of raising much Distance and little Involvement
as a dating partner, Character 4 did exert higher Use Inten-
tions than Character 2 because Copp�elia guessed number 4 to
a certain extent should be treated in her clinic.

The dating competition, then, was between Character 1
(the prettiest but of less preferred age) and Character 3 (also
pretty but in the proper age range). The level of Satisfaction
as calculated from Use Intentions and Involvement-Dis-
tance trade-off made Character 3 (Satisfaction � (0.37, 0.31))
outdo Character 1 (Satisfaction � (0.35, 0.32)): Copp�elia
gave in a little on beauty to date the younger candidate.

13.2 Trying to Help

For Experiment 2, the ambition levels were set to

adate ¼ 0:5 and acure ¼ 0:75: (78)

Table 9 offers the results of Copp�elia’s affective assessment
based on these priorities.

To provide help, the lonesome plastic surgeon Copp�elia
judged, in comparison to Experiment 1 in Section 13.1, that
her Involvement with Character 3 was still the highest
(Involvement = (0.6, 0.48)) just as she was still most Distant
(Distance = (0.3, 0.48)) towards Character 4 (Table 9). How-
ever, in the trade-off between Involvement and Distance, the
gap between Character 4 (IDT� (0.45, 0.47)) and the prettiest
pair Character 1 (IDT� (0.46, 0.43)) and 3 (IDT� (0.51, 0.41))
decreased due to the lower ambition to date them.

Also in terms of Satisfaction, Character 4 (Satisfaction �
(0.23, 0.30)) could almost maintain the same level as in
Experiment 1, while Character 3 (Satisfaction � (0.31, 0.26)),
who was preferred dating-wise (a lower-priority goal in
Experiment 2), and Character 4 (Satisfaction � (0.31, 0.26))
suffered the loss of Satisfaction. That Character 4 yet caught

TABLE 7
Beliefs agij for Observed Agencies

action {(25-32), 4} {(25-32), 3} {(15-20), 4} {(15-20), 1.5}

date cure date cure date cure date cure

invite 0.9 0.0 0.2 0.0 0.8 0.0 -0.6 0.0
refuse -0.3 0.0 0.0 0.0 -0.2 0.0 0.0 0.0
skip 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
treat 0.0 -0.6 0.0 -0.1 0.0 -0.4 0.0 0.7
reject 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3

Fig. 9. Sample pictures from labeled faces in the wild [44].
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up was also because of the Use Intentions (0.2625) Copp�elia
had for her, which in view of her goal to cure were highest
for Character 4. Compared to the results of Section 13.1, the
two prettiest in the group were still en vogue due to the
lower-priority goal of dating, but the runner up was num-
ber 4 with a strong indication to be helped. Although
Copp�elia still felt little friendship for her, from a functional
or instrumental viewpoint, Character 4 was worth helping
while Copp�elia kept her (professional) distance.

14 CONCLUSION

The current paper delivers a full-fledged formal model of an
agent/robot system that builds up affectwith its user (or other
agency). It is the implementation of a psychological model
that has been tested for years with real users. Moreover, the
system is completely implemented and made accessible for
the community to evaluate (open source). A number of exam-
ples and simulation experiments showed the internal consis-
tency of our work. The next step would be to confront our

system with actual users and ask them how human-like they
think Silicon Copp�elia responds.

In relating back to Fig. 1 where Silicon Copp�elia was
placed in the field of affective computing, our system is not
focused on emotions per se like, for instance, WASABI is
(Affect Simulation Architecture for Believable Interactivity)
[28]. Copp�elia is not focused on coping strategies either like,
for example, EMA is [45]. However, EMA could be said to
be at the affective heart of Copp�elia because she also does
appraisals based on beliefs about the world that lead to
actions that are believed to have utility to change a situation.
Yet, Copp�elia does more than that and for different pur-
poses. First, Copp�elia is focused on friendship formation;
coping and emotions are not her main concern. It is the
affective process that is leading in which emotions are a
‘side effect.’ It could well be that Copp�elia builds up antipa-
thy for her user and turns her back on the interaction. This
is not coping with emotions but relationship building for
better or for worse. Second, the dimensions Copp�elia takes
into account are restricted to those important for evaluation

TABLE 8
Results for Simulation With Computer Vision and Goal Ambitions Favoring date

Character 1 Character 2 Character 3 Character 4

Age range SCUT-FBP Age range SCUT-FBP Age range SCUT-FBP Age range SCUT-FBP

aestðþÞ 0.8 0.7 0.8 0.2 1.0 0.7 1.0 0.0
aestð�Þ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7
aff ðþÞ 0.8 0.7 0.2 0.2 1.0 0.7 1.0 0.7
aff ð�Þ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7
Relevance 0.75 0.75 0.2 0.2 0.75 0.75 0.6 0.6
Irrelevance 1.0 0.5 1.0 0.9 1.0 0.6 1.0 0.5
ValenceðþÞ 0.75 0.7 0.2 0.2 0.75 0.7 0.0 0.5
Valenceð�Þ 0.3 0.5 0.0 0.1 0.2 0.4 0.6 0.6
Use Int. useful 0.3375 0.3375 0.075 0.075 0.3 0.3 0.0 0.175
Use Int. no use 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Involvement 0.62 0.57 0.28 0.26 0.7 0.57 0.52 0.36
Distance 0.26 0.2 0.2 0.2 0.24 0.2 0.32 0.5
IDT Trade-off 0.53 0.4775 0.26 0.245 0.585 0.4775 0.47 0.465
Satisfaction 0.349375 0.323125 0.14875 0.14125 0.3675 0.31375 0.235 0.27625

Action invite invite invite treat

TABLE 9
Results for Simulation With Computer Vision and Goal Ambitions Favoring Cure

Character 1 Character 2 Character 3 Character 4

Age range SCUT-FBP Age range SCUT-FBP Age range SCUT-FBP Age range SCUT-FBP

aestðþÞ 0.8 0.7 0.8 0.2 1.0 0.7 1.0 0.0
aestð�Þ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7
aff ðþÞ 0.8 0.7 0.2 0.2 1.0 0.7 1.0 0.7
aff ð�Þ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7
Relevance 0.5 0.6 0.2 0.2 0.5 0.5 0.5 0.7
Irrelevance 1.0 0.5 1.0 0.9 1.0 0.6 1.0 0.5
ValenceðþÞ 0.5 0.5 0.2 0.2 0.5 0.5 0.0 0.7
Valenceð�Þ 0.3 0.6 0.0 0.1 0.2 0.4 0.5 0.5
Use Int. useful 0.225 0.225 0.05 0.05 0.2 0.2 0.0 0.2625
Use Int. no use 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Involvement 0.52 0.5 0.28 0.26 0.6 0.48 0.5 0.42
Distance 0.26 0.22 0.2 0.2 0.24 0.2 0.3 0.48
IDT Trade-off 0.455 0.43 0.26 0.245 0.51 0.41 0.45 0.465
Satisfaction 0.28375 0.27125 0.1425 0.135 0.305 0.255 0.225 0.298125

Action invite invite invite treat
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of (virtual) characters (not personalities, like WASABI) as
based on empirical research [4]: Other models do not
encode Ethics, Aesthetics, Affordances, and Epistemics for
their assessments nor produce values for Involvement, Dis-
tance, and Use Intentions and their trade-offs to select a
response. Third, Copp�elia’s software architecture is such
that algorithms and modules (e.g., moral reasoning) can be
replaced and (simulation) experiments can be run to test
different schools of thought. For a more complete overview
of affective models, consult Kowalczuk and Czubenko
(2016) [46].

In relating back to our simulation in Section 13, EMA
would ‘perceive’ the photos of women but not for any spe-
cific dimensions unless defined in terms of Copp�elia: Aes-
thetics and Affordances. WASABI would search for certain
‘pulses’ in the photos that may generate emotions, which
Copp�elia is not concerned about in the plastic-surgeon
simulation. As a response, EMA would want to deal with
the generated emotions so to serve regulation (e.g., of sui-
cidal tendencies) [45]. In the plastic-surgeon simulation,
Copp�elia is not focused on regulating her emotions but on
servicing her goals: Making friends and performing her
job. It could be that Copp�elia utterly hates someone and
leaves it that way. Different from WASABI, Copp�elia
would not calculate an ‘emotion vector,’ generating sec-
ondary emotions. In the simulation of Section 13, WASABI
and more so EMA would be capable of appraisal of the
environment in view of a goal and calculate an action –
Copp�elia is way more particular in what dimensions spe-
cifically count for her purposes of continued interaction
and building up rapport. In sum, WASABI would come up
with a general emotional response to the photos, EMA
would come up with a strategy to regulate evoked emo-
tions but neither would build up friendship and help peo-
ple with a medical condition.

Applied to ‘Alice’ and ‘Bob’, Alice made the ‘wrong’
move despite her desire to win, because Bob looked good
with his straight back. Although the lonely surgeon was
attracted to others, she helped the person in need while
keeping her distance. This is the type of decision that makes
an artificial agent more human-like: Copp�elia performs an
elaborate trade-off between the pros and cons of certain
actions originating from the appraisal of another agency’s
features in view of the agent’s own goals and concerns and
‘deflected’ by its biases (cf. [9]). One can imagine that if the
artificial agent shares the goals of the user (e.g., Alice wants
to care for Bob), it may serve as a personal assistant or coach
with which the user may experiment and try out alternative
behaviors (e.g., see [7], Section 5).

The Silicon Copp�elia system is feature-based so that deci-
sions may be fed by tiny details but also by judgments over
larger, more general sets. The sets are basically fuzzy
because pros and cons may be attached to an individual fea-
ture or features may participate in more appraisal domains
(e.g., ‘inner beauty’ relates to Ethics as well as Aesthetics).

Apart from simply counting frequency numbers, we also
modeled the (biased) perceptions of those numbers, using
weights. What remains an external task is not only where
the features come from (e.g., computer vision or Deep
Learning), but also on what grounds they are weighted
(e.g., frequency, amplitude or salience). To retrieve features,

one could think of face analysis, speech, or physiology (e.g.,
see Section 13 or [7], Section 2).

With respect to the origin of perceived weights, Silicon
Copp�elia attempts to explain how perceptions determine
the expected satisfaction of an agent for each of the actions
it can choose from. Copp�elia assumes a belief system that
assigns values that indicate how much a feature, when
observed, contributes to each appraisal dimension d

ðkÞ
i .

Additionally, a tracking system should monitor the changes
in the (social) environment and the actions of the agent in
that environment. The tracking system determines how rel-
evant features are given the current situation. This is
encoded in the bias weights wðkÞ. For now, we assume that
the results of the belief system and the tracking system can
be linearly combined to obtain the perceived contributions
of the features in all appraisal dimensions p

ðkÞ
i . Empirical

research is needed to build a probably more realistic model
of how the perceived values, which form the inputs for Sili-
con Copp�elia, should be derived from raw inputs.

Regarding the aggregation from features to concept, we
attempted to quantify the relative merit of action tendencies
while at several places applying ‘parsimony’ or ‘simplicity’
as our criterion for choosing mathematics to the psychology.
We combined the perceived appraisals of features in fuzzy
sets to escape the constraints of binary logic, while avoiding
commitment to a fully probabilistic interpretation. For the
combination of fuzzy sets, we used simple min/max rules,
because of as yet there is no empirical evidence for continu-
ity of derivatives or any other reason to consider more
sophisticated operators. That of course may change in the
future as (neuro)psychology is advancing. Additionally, we
assume that the rules apply independently for each feature
and for each appraisal dimension, which need not be the
case but we have no grounds to decide otherwise. Further
research should indicate where and how the model needs to
be adapted for a better fit with actual human behavior.

Silicon Copp�elia showed us how many algorithmic
choices had to be made for simplicity’s sake, because we
did not have the empirical backing to make other choices.
There appear to be many parameters that need to be set to
generate a relatively simple interaction, because humans
vary in the way they perform an interaction and in the rea-
sons why they perform it (cf. [24]). In other words, currently
Copp�elia forces the researcher to explicate the theory that
drives the interaction; put differently, the theory under
study provides the basic guidelines for parameter settings.
How weights are established and how high they should be,
should be subjected to psychological experimentation; in
that sense, building Silicon Copp�elia uncovered many
research gaps. An alternative direction of research could be
to learn the parameters of the model from empirical training
data using machine learning techniques.

If we want robots and artificial agents to act
‘emotionally,’ they should have goals and concerns of their
own. Only if those goals are supported or hampered will
there be reason for the agent to cheer at its user or to protest.
Thus far, the goals of the robot or agent are inserted by the
user; we do not have learning systems in place that may
make the machine change its goals (acquire new, forget the
old) but that is not infeasible in the long run. For example, an
option could be to build a semantic perception model of an
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environment after [47] and let the robot explore locations that
have high semantic information content. The learning algo-
rithm makes the robot take on tasks that are not pre-pro-
grammed such as inspection of a location and following the
user. From the work of [48], developmental patterns may
emerge where the robot discovers the affordances of objects
and people and explores vocal interaction with its user.

Another thing, apart from the question where the input
comes from, is that once the agent hasmade an affective deci-
sion, we do not have a large library of appropriate expres-
sions (e.g., language, gestures) that we can use to
communicate the ‘affective’ state of the machine to the
human user (cf. [7], Section 3). That would be a great job for
natural-language engineers and interaction designers. One
strand of affect-expression design could be body language,
providing a mapping of the various positions of the robot’s
joints and head to the expression of valence and arousal [49].
For other options of robotic expression of emotion, see [24].

This paper described the affective decision process used
in the core of Sillicon Copp�elia, a software framework for vir-
tual agents and robots. The structure of the decision process
is based on the Interactively Perceiving and Experiencing
Fictional Characters (I-PEFiC) framework. The calculations
use fuzzy logic to combine the sets of internal and perceived
variables, resulting in an expected satisfaction value for each
possible action, which is used to suggest which action to
take. A synthetic example of a one-to-one as well as a simula-
tion with computer vision was used to demonstrate the deci-
sion process depending on the state of each agent.

The current architecture of Silicon Copp�elia is that of a
feedforward system, controlled mathematically. That means
that each path Copp�elia travels can be checked, which
improves our understanding of the basic system. The only
‘feedback circuit’ available at the moment is that an output
action changes the situation Copp�elia is in and so changes the
input features that Copp�elia processes in the next round.
Adaptation of behavior of the system, then, is after complet-
ing a full loop.

To route back certain intermediate values as input to
itself may be a next step in Copp�elia’s development (cf.
WASABI [28] or FLAME [15]). Central would be the feed-
back to Relevance and Valence with expected utility of
actions as its main concern. That would take local and
global self-monitoring modules, analysis of intermediate
states in view of Copp�elia’s goals, and self-adjustment pro-
cedures to ‘maintain stability,’ a kind of self-management.
Although a necessary step perhaps, the complexity of the
architecture would multiply and Copp�elia’s behaviors and
affective decision making will become harder to follow.

For others to explore our system and review its strengths
and weaknesses, we implemented our Silicon Copp�elia sys-
tem in Ptolemy II, an open-source framework for actor-based,
visual software design (see [50]). Its architectural design is
integrative: It is part of a larger system, the Robot Brain Server
[51], which runs more types of artificial intelligence as inter-
connected services, deployed in the Cloud or, to enhance data
privacy, as an enclosed local system. The source code of the
implementation is available at [8] and we invite the commu-
nity to experiment with our version, download a local copy
and change whatever they feel should be changed. This way,
wemake robotsmore lovable together.
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