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Abstract 

Many CFD studies have investigated the influence of computational parameters on the predicted 
concentration distribution of pollutants around isolated buildings, but such studies for building arrays 
are still lacking. This study systematically evaluated the influence of four computational and two 
physical parameters on pollutant dispersion in building arrays, including turbulence models, grid 
resolution, discretization of time step size ∆𝑡𝑡, length of sampling period, aspect ratio of the arrays, and 
release rate of tracer gas. Throughout these evaluations, a set of published wind tunnel experimental 
data was used to validate the CFD models. For concentration simulations, the Large Eddy Simulation 
(LES) model gave the most accurate results but still had limitations in areas near the source, whereas 
the Detached Eddy Simulation (DES) and the Reynolds Averaged Navier-Strokes (RANS) RNG 𝑘𝑘 − 𝜀𝜀 
models underperformed in some areas. The results of the LES and DES simulations varied with changes 
in ∆𝑡𝑡∗  and sampling length until ∆𝑡𝑡∗  was less than 0.24 and the sampling length was higher than 
2400∆𝑡𝑡∗ for LES and 1200∆𝑡𝑡∗ for DES. A larger aspect ratio did not necessarily result in a higher 
concentration field than a smaller ratio. An increase in the tracer gas release rate did not change the 
general dispersion characteristics, but it still affected the concentration distribution in the areas near the 
source and resulted in a larger polluted area. The findings of this study are intended to contribute to 
improvements in the quality of CFD simulations of pollutant dispersion in building arrays. 

Keywords: CFD simulation, pollutant dispersion, building arrays, computational parameters, sensitivity 
test. 

Greek symbols 

Nomenclature 

 ∆ grid scale 
 𝜀𝜀 turbulent viscous dissipation rate (𝑚𝑚2/𝑠𝑠3) 
 𝜂𝜂0 model constant 
 𝜅𝜅 Von Karman constant, 0.4187 
 𝜇𝜇𝑡𝑡 subgrid-scale turbulent viscosity(𝑚𝑚2/𝑠𝑠)  
 𝜗𝜗 turbulent viscosity (𝑚𝑚2/𝑠𝑠) 
 𝜉𝜉 model constant 
 𝜌𝜌 air density (𝐾𝐾𝐾𝐾/𝑚𝑚3) 
 𝜏𝜏𝑖𝑖𝑖𝑖 subgrid-scale (SGS) stresses 
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 𝐶𝐶1 empirical constant, 0.025 
 𝐶𝐶2 empirical constant, 0.41 
 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑 empirical constant, 0.65 
 𝐶𝐶𝑆𝑆 Smagorinsky constant, 0.1 
 𝐶𝐶𝜇𝜇 model constant,0.069 
 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 measured concentration (ppm) 
 𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 source concentration (ppm) 
 𝑑𝑑 length scale 
 𝐻𝐻 building height, 0.125𝑚𝑚 
 𝑘𝑘 turbulent kinetic energy (𝑚𝑚2/𝑠𝑠2) 
 𝐾𝐾𝑐𝑐 non-dimensional concentration 
 𝑢𝑢𝑖𝑖 air velocity (𝑚𝑚/𝑠𝑠) 
 𝑝𝑝 pressure (𝑃𝑃𝑃𝑃) 
 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 flow rate of the source emission (𝑚𝑚3/𝑠𝑠) 
 𝑆𝑆𝑆𝑆𝑡𝑡 turbulent Schmidt number 
 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 turbulent Schmidt number for SGS motions 
 𝑆𝑆𝑖𝑖𝑖𝑖 strain rate tensor 
 ∆𝑡𝑡 time step size (𝑠𝑠) 
 ∆𝑡𝑡∗ non-dimensional time step size 
 𝑢𝑢𝑖𝑖 velocity component 
 𝑈𝑈 wind velocity (𝑚𝑚/𝑠𝑠) 
 𝑈𝑈∗ non-dimensional velocity component 
 𝑈𝑈𝑟𝑟𝑟𝑟𝑟𝑟 reference wind speed (𝑚𝑚/𝑠𝑠) 
 𝑉𝑉∗ non-dimensional velocity component 
 𝑦𝑦+ dimensionless wall distance 
 𝑧𝑧0 roughness height, 0.00075𝑚𝑚 

 

1. Introduction 

Air pollutant dispersion near and around buildings is an essential environmental issue with respect to 
human health. In an urban environment, various sources of air pollution, including traffic exhaust, dust, 
pollen, airborne viruses, and toxic and odorous emissions [1], may have harmful consequences. Air 
quality is one of the most important problems in urban areas, so the evaluation of pollutant dispersion 
is of great interest. However, the distribution of contaminants depends greatly upon the complex 
interactions between atmospheric flow and flow around obstacles. Therefore, precise prediction of 
pollutant dispersion is difficult due to the complicated flow structure perturbed by building obstacles. 

In recent decades, many studies have investigated air pollution aerodynamics with multiple methods, 
ranging from semi-empirical methods, field tests, and wind tunnel experiments to Computational Fluid 
Dynamics (CFD). The use of Semi-empirical models like Gaussian model [2] and so-called ASHRAE 
models [3, 4] to estimate contaminant dispersion is relatively simple, but at the expense of abundant 
uncertainty and limited applicability. Some field tests have been performed to reveal the transport 
process under real atmospheric situations [5-12]. These full-scale measurements consider all 
phenomena to collect data on the real complexity of the airflow and dispersion fields. However, full-
scale experiments are measured at a limited number of positions in the field under uncontrolled wind 
and weather conditions that are impossible to repeat. Wind tunnel experimentation is regarded as a 
useful approach with controllable boundary conditions to predict and analyze contaminant dispersion 
[13-21], but it still suffers from a limited number of test points and from similarity requirements. 
Furthermore, both field tests and wind tunnel experiments are expensive and time-consuming. 

Numerical simulations with CFD [22-24] show some advantages over other methods and have become 
an alternative tool to investigate pollutant dispersion around buildings that can provide complete field 
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data with no limitation of similarity requirements. Studies have shown that CFD methods can accurately 
reproduce airflow and pollutant dispersion fields [25] and are especially suitable for parametric studies 
of various boundary conditions and dispersion processes [26]. Some recent reviews have summarized 
the current CFD modeling issues and the key features of near-field pollutant dispersion in urban 
environments [27-29]. For CFD prediction, the choices of appropriate numerical settings, including 
physical geometry, computational domain dimensions, turbulence models, grid resolutions, boundary 
conditions, solution methods, and iterative convergence, are fundamental to ensure accuracy and 
reliability. Among others, turbulence models strongly determine the predictive accuracy of pollutant 
dispersion, considering the inherent unsteadiness of the flow field around buildings. Turbulence models 
are generally categorized into two families: steady models, such as Reynolds-averaged Navier-Strokes 
(RANS), and transient models, such as Large Eddy Simulation (LES). 

Steady-state RANS models are widely used to predict pollutant dispersion in urban aerodynamics 
because of their relatively short computing times and lower hardware costs. Several studies have 
compared various RANS models [16, 30-33] and reported that the RNG 𝑘𝑘 − 𝜀𝜀 model [34, 35] predicts 
flow and concentration fields better than other 𝑘𝑘 − 𝜀𝜀 models [36], including the Standard 𝑘𝑘 − 𝜀𝜀 model 
[37]. Other studies [33, 38] have indicated that when the turbulence produced by neighboring buildings 
is predominant, the differences among various RANS models for concentration diffusion are 
unimportant in street canyons or building complexes. Several studies [39, 40] investigated the air 
pollutant dispersion mechanism in high density building arrays with RANS model (RNG 𝑘𝑘 − 𝜀𝜀 and 
SST 𝑘𝑘 − 𝜔𝜔 model), but they mainly focused on the general transportation routes and mean flows in 
building arrays and canyons. Because of the Reynolds-averaged treatments, the RANS models have 
some difficulties in predicting the accurate airflow and concentration fields around buildings; for 
example, they may overestimate the turbulent kinetic energy on the windward wall of a building [41] 
or over-predict the reattachment lengths on the roof and behind the building [42].  

The LES model predicts flow and concentration fields more accurately than RANS models, but it carries 
a higher cost of computational resources. Some earlier studies compared the performance of RANS and 
LES models based on urban aerodynamics and pollutant dispersion around buildings [26, 43-47]; they 
concluded that the LES model predicts the mean distribution of concentrations better than RANS 
models, although the discrepancy in the mean velocity fields given by these two models is relatively 
small. The LES model can reproduce well the anisotropic concentration diffusions that inherently 
fluctuate, which cannot be reproduced by RANS models. Shi et al. [48] compared the flow and 
concentration fields produced by LES model and by a wind tunnel experiment with staggered building 
arrays and revealed that such complicated flow fields should be considered in application of LES model. 
Furthermore, the treatment of boundary conditions is more complex in LES modeling than in RANS 
models, and many factors are likely to influence the quality of LES simulation. Lau and Ngan [49] 
compared the air velocity predicted by LES model and RANS model in building arrays. They found 
that the LES results were better than RANS results, which suggested that in building arrays, the flow 
was highly fluctuated and not suitable for the homogeneous emission method. However, the comparison 
of the simulated pollutant concentration was not included in their study. Ai and Mak [50] analyzed 
various influencing parameters regarding LES modeling of flow and dispersion around an isolated 
building and conducted sensitivity analyses of several factors. However, the significant interactions 
among building groups contain much more convoluted fluctuating flows and concentration fields than 
an isolated building. Therefore, a detailed evaluation of the influencing parameters of LES models 
regarding pollutant dispersion in building arrays is needed. In addition, no detailed comparison in the 
prediction of pollutant dispersion of the performance of RANS and LES models in building arrays has 
been performed. 

More recently, a hybrid unsteady RANS/LES model, known as detached-eddy simulation (DES) model 
[51], has been adopted to study the wind field around building blocks. Some studies compared the 
results of DES models and RANS models, including steady and unsteady RANS models, and revealed 
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that DES model better captures the key feature of mean flow fields than RANS models as compared 
with the data from wind tunnel experiments [52-54]. Liu and Niu [55] evaluated the performances of 
RANS, LES, and DES models in predicting wind flow around an isolated building via analysis of 
several computational parameters. They revealed that the DES model could predict similar results for 
the mean airflow field on the leeward side of the building and fluctuating characteristics with the LES 
model but required fewer numerical resources. However, only a few studies have adopted DES model 
to investigate the pollutant dispersion problem. Kakosimos and Assael [53] simulated the gas dispersion 
released in building arrays with the DES model. They indicated that the flow pattern and concentration 
both agreed well with the experiment datasets and suggested that the DES model is a viable alternative 
to the LES and RANS models. However, Lateb et al. [54] presented a two-building case of flow and 
dispersion fields of a pollutant emitted from a rooftop stack and indicated that the DES model predicted 
better wind flow fields but similar average errors in terms of concentration fields than the RANS model 
(RNG 𝑘𝑘 − 𝜀𝜀). The paradox between former studies reveals the need for a detailed evaluation of the DES 
model in the pollutant dispersion problem. The effects of some factors on the DES results for the 
pollutant dispersion in building arrays are still unclear, as well as the differences from the results of the 
RANS and LES models. 

The effects of computational parameters on the DES and LES simulations of pollutant dispersion in 
building arrays have yet to be comprehensively evaluated. These parameters include the mesh resolution 
and the discretization of the time step size and the sampling length to obtain a time-averaged field. In 
addition to the aforementioned computational parameters, two physical parameters—the aspect ratio 
(AR; building height to street width) and the release rate of tracer gas—are also important in studies of 
pollutant dispersion in building arrays and thus require examination. The objective of this study is 
therefore to evaluate the performances of steady RANS, LES and DDES (Delayed Detached Eddy 
Simulation) model, with different computational settings, to suggest appropriate selections from the 
view of both predictive accuracy and numerical costs, and to examine the two physical factors with the 
suggested computational settings based on a published wind tunnel experiment model [56]. The findings 
of this study are intended to provide information and suggestions for future CFD simulations to acquire 
more accurate pollutant modelling in complex built environment. Further, it can also help researcher to 
design wind tunnel tests, even field tests, of flow and concentrations. Section 2 introduces the theories 
of the three turbulence models, and the wind tunnel experiment is elaborated in Section 3. Section 4 
presents the computational settings of the numerical simulations, and the sensitivity analysis and 
discussions of computational parameters of the CFD simulation are presented in Section 5. Further 
investigations of different ARs and release rates of tracer gas are demonstrated in Section 6, and Section 
7 summarizes and concludes the paper. 

2. CFD methods  
2.1 RANS and LES models 

The governing equations in both RANS and LES models for incompressible Newtonian fluids can be 
written as follows: 

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

= 0, (1) 

𝜕𝜕(𝜌𝜌𝑢𝑢𝑖𝑖)
𝜕𝜕𝜕𝜕

+
𝜕𝜕(𝜌𝜌𝑢𝑢𝑖𝑖𝑢𝑢𝑗𝑗)
𝜕𝜕𝑥𝑥𝑗𝑗

= −
𝜕𝜕𝑝𝑝
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜗𝜗
𝜕𝜕2𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖2

−
𝜕𝜕𝜏𝜏𝑖𝑖𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

, 
(2) 

𝜕𝜕(𝜌𝜌𝑐𝑐)
𝜕𝜕𝜕𝜕

+
𝜕𝜕(𝜌𝜌𝑢𝑢𝑗𝑗𝑐𝑐)
𝜕𝜕𝑥𝑥𝑗𝑗

= −
𝜕𝜕𝐽𝐽𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

, 
(3) 

where 𝑢𝑢𝑖𝑖 and 𝑢𝑢𝑗𝑗 are velocity components, 𝑝𝑝 is the pressure, 𝜌𝜌 represents density, and 𝜗𝜗 is viscosity.  
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For RANS models, the overbar ( ) indicates time-averaged components. In this study, only the RNG 
𝑘𝑘 − 𝜀𝜀 model is adopted, which shows a number of improvements over the standard 𝑘𝑘 − 𝜀𝜀 model. An 
additional strain-dependent term, 𝑅𝑅𝜀𝜀 , in the transport equation for 𝜀𝜀  gives the RNG model greater 
sensitivity in dealing with rapid strain and streamline curvature than the standard 𝑘𝑘 − 𝜀𝜀 model. The 
added term  𝑅𝑅𝜀𝜀 is shown by the equation as: 

𝑅𝑅𝜀𝜀 =
𝐶𝐶𝜇𝜇𝜌𝜌𝜂𝜂3(1− 𝜂𝜂/𝜂𝜂0)

1 + 𝜉𝜉𝜂𝜂3
∙
𝜀𝜀2

𝑘𝑘
 (4) 

where 𝐶𝐶𝜇𝜇, 𝜂𝜂0, and 𝜉𝜉 are model constants, and 𝜂𝜂 ≡ 𝑆𝑆𝑆𝑆/𝜀𝜀 where 𝑆𝑆 is the scale of strain rate. 

For the LES model, the overbars ( ) represent filtered variables. In the filtering operation, the terms 
𝜏𝜏𝑖𝑖𝑖𝑖 and 𝐽𝐽𝑗𝑗 are contained in the momentum equation and the concentration equation, which are usually 
termed as subgrid-scale (SGS) stresses, defined as: 

𝜏𝜏𝑖𝑖𝑖𝑖 = 𝜌𝜌𝑢𝑢𝑖𝑖𝑢𝑢𝑗𝑗 − 𝜌𝜌𝑢𝑢𝑖𝑖 𝑢𝑢𝑗𝑗, (5) 

𝐽𝐽𝑗𝑗 = 𝑢𝑢𝑗𝑗𝑐𝑐 − 𝑢𝑢𝑗𝑗 𝑐𝑐, (6) 

The Boussinesq hypothesis [57] is used to correlate the term 𝜏𝜏𝑖𝑖𝑖𝑖 with strain rate tensor 𝑆𝑆𝑖𝑖𝑖𝑖 to close the 
governing equation, which are defined by: 

𝜏𝜏𝑖𝑖𝑖𝑖 −
1
3
𝜏𝜏𝑘𝑘𝑘𝑘𝜎𝜎𝑖𝑖𝑖𝑖 = −2𝜇𝜇𝑡𝑡𝑆𝑆𝑖𝑖𝑖𝑖, (7) 

𝑆𝑆𝑖𝑖𝑖𝑖 =
1
2

(
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖

), 
(8) 

where 𝜇𝜇𝑡𝑡 is the subgrid-scale turbulent viscosity, and the isotropic part 𝜏𝜏𝑘𝑘𝑘𝑘 is zero for incompressible 
flows. In this study, 𝜇𝜇𝑡𝑡 is modeled by the Smagorinsky–Lilly model [58, 59] and is calculated by: 

𝜇𝜇𝑡𝑡 = (𝐶𝐶𝑆𝑆∆)2�2𝑆𝑆𝑖𝑖𝑖𝑖𝑆𝑆𝑖𝑖𝑖𝑖, 
(9) 

where the Smagorinsky constant 𝐶𝐶𝑆𝑆 is empirically given as 0.1, and ∆ is the grid scale. 

2.2 DES model 

In the DES model, which combines the RANS and LES models, the unsteady RANS is used in the 
boundary layer and the LES is used for the separate flow regions. A new length scale, 𝑑̃𝑑 =
min (𝑑𝑑,𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑∆), is defined in the standard Spalart-Allmaras DES model [51], where ∆ represents the 
largest grid scale in the 𝑥𝑥,𝑦𝑦, or 𝑧𝑧 directions of the grid cell (∆= max (∆𝑥𝑥,∆𝑦𝑦,∆𝑧𝑧)) and the empirical 
value 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑 equals 0.65 for the adjustable scalar on structured meshes. In the DES model, the LES mode 
is used if ∆≪ 𝑑𝑑, and the unsteady RANS mode is used if ∆≫ 𝑑𝑑. The newly defined length scale 𝑑̃𝑑 
would guarantee the needed model as switching over between the LES and RANS modes. 

Furthermore, Spalart et al. [51, 60] revised the standard DES model into the delayed DES model, which 
preserved the RANS model in the boundary layer to improve the accuracy of simulations near the wall 
region. Based upon the discussions and recommendations from previous studies [52, 60], the Delayed 
DES model (DDES) is adopted in this study.  

3. Description of the wind tunnel experiment 

A wind tunnel experiment conducted at the University of Hamburg [56] measured the airflow and 
dispersions in a finite array of rectangular building models (CEDVAL B1-1) in the Blasius wind tunnel. 
The building model was at a reduced scale of 1:200. The experimental model consisted of a 3 × 7 array 
of buildings, and one target building had four facing pollutant sources located on the leeward wall, as 
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shown in Fig. 1. The boundary layer flow in the experiment was validated by full-scale data in the test 
section before the building model was constructed. The airflow and concentration fields were measured 
by Laser Droppler Velocimetry (LVD) technique and Flame Ionization Detector (FID), respectively. 
Test points were measured on five planes: four vertical planes at 𝑌𝑌 = −𝐻𝐻,𝑌𝑌 = −0.6𝐻𝐻,𝑌𝑌 = −0.4𝐻𝐻, 
and 𝑌𝑌 = 0, and a horizontal plane at 𝑍𝑍 = 0.5𝐻𝐻. The tracer gas (𝐶𝐶𝑂𝑂2) was uniformly released from the 
four sources with a constant velocity of 0.025𝑚𝑚/𝑠𝑠. Emission data were acquired within one horizontal 
measurement plane at 𝑍𝑍 = 1.5𝑚𝑚 (full scale) height. The Reynolds number was 37,252 based on the 
reference velocity of 6 𝑚𝑚/𝑠𝑠 at the building height (𝐻𝐻 = 0.125𝑚𝑚). The average exhaust velocity of the 
pollutant source was 0.025 𝑚𝑚/𝑠𝑠. The turbulence kinetic energy 𝑘𝑘 was determined by the measured 
fluctuating velocities,  𝑘𝑘 = 0.5(𝑢𝑢′2 + 𝑣𝑣′2 + 𝑤𝑤′2). The concentration value was obtained in a non-
dimensional form as [53]:  

𝐾𝐾𝑐𝑐 =
𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∙
𝑈𝑈𝑟𝑟𝑟𝑟𝑟𝑟𝐻𝐻2

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
 (10) 

where 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 was the measured concentration (ppm) with the environmental background concentration 
subtracted, 𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 was the concentration (ppm) at the source, 𝑈𝑈𝑟𝑟𝑟𝑟𝑟𝑟 was the reference wind speed (𝑚𝑚/𝑠𝑠) 
measured at 0.66𝑚𝑚, 𝐻𝐻 was the building height (𝐻𝐻 = 0.125𝑚𝑚), and 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 was the flow rate of the 
source emission (𝑚𝑚3/𝑠𝑠). 

 
Fig. 1. Dimensions of the building models, the source building, and the source [56]. 

4. Computational settings 
4.1 Computational domain and grid generation 

The computational domain size was length ×width ×height = 33𝐻𝐻 × 12𝐻𝐻 × 6𝐻𝐻, as shown in Fig. 2, 
which was based on the best-practice guidelines [61], except for the lateral distance. The lateral distance 
was based upon the wind tunnel width to ensure an accurate reproduction. The blockage ratio of the 
domain size was 1.67%, which was lower than the recommended criteria (3%) [61].  

Top View

Wind  Direction

Source 
Building

Side Wall of Wind Tunnel 

all dimension in mm (model scale)

University of Hamburg 
Meteorological Institute

Top View

Side View

Source Building
Leeward 
Building Wall
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Fig. 2. Computational domain: top view and side view. 

Three mesh systems were constructed with coarse, medium, and fine structured hexahedral grids, with 
minimum cell widths of 0.001, 0.0005, and 0.00025m, respectively. The total numbers of meshes were 
approximately 3.2 million, 5.9 million, and 9.4 million, respectively. Information on grid construction 
is given in Fig. 3. 

 
(1) (2) (3) 

Fig. 3. Mesh resolution of three systems: (1) minimum grid size, 0.001m; (2) minimum grid size, 
0.0005m; (3) minimum grid size, 0.00025m. 

4.2 Boundary conditions 

The inlet boundary conditions of the domain followed a logarithm way and are presented by the profiles 
of mean wind velocity 𝑈𝑈, turbulent kinetic energy 𝑘𝑘, and turbulent dissipation rate 𝜀𝜀, as summarized in 
Table 1. The coefficients in Table 1 were determined by fitting them with experiment data, which were 
𝑧𝑧0 = 0.00075𝑚𝑚, 𝑢𝑢∗ = 0.4078𝑚𝑚/𝑠𝑠, 𝐶𝐶1 = 0.025 and 𝐶𝐶2 = 0.41. In addition, the Von Karman constant 
𝜅𝜅 is 0.4187 and 𝐶𝐶𝜇𝜇 = 0.069. Based on the predefined 𝑘𝑘 and 𝜀𝜀, the vertex method with 190 vortices was 
adopted to randomly generate the fluctuations in the mean velocity profile at the inlet plane. Some 
studies adopted vortex method in the LES or DES simulations which provided good results of the wind 
flow fields and concentration fields around an isolated building, such as Ai et al.[50] and Liu et al.[52]. 
The two layer models were adopted for RNG 𝑘𝑘 − 𝜀𝜀 simulations to the near-wall treatment because they 
showed better performance than the standard wall functions [35, 62]. The near-wall area was resolved 
by the enhanced wall functions directly on the condition that the 𝑦𝑦+ of the first near-wall mesh was less 
than 5. 

To simulate the pollutant dispersion, the tracer gas (𝐶𝐶𝑂𝑂2) was uniformly released from the four source 
elements with a constant velocity of 0.025𝑚𝑚/𝑠𝑠 in the 𝑋𝑋 direction. No perturbations were considered 
for the emissions of pollutants. When the concentration equation was solved, the turbulent Schmidt 
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number 𝑆𝑆𝑆𝑆𝑡𝑡 of 0.7 was adopted for the RANS model, whereas that for SGS motions (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) of 0.4 was 
used for the LES and DES models. 

Table 1. Boundary conditions. 
 Power law type 

Domain inlet 𝑈𝑈 =
𝑢𝑢∗

𝜅𝜅
ln �

𝑧𝑧 + 𝑧𝑧0
𝑧𝑧0

� 

 𝑘𝑘 = �𝐶𝐶1 ∙ ln(𝑧𝑧 + 𝑧𝑧0) + 𝐶𝐶2 

 𝜀𝜀 =
𝑢𝑢∗�𝐶𝐶𝜇𝜇

𝜅𝜅(𝑧𝑧 + 𝑧𝑧0)
�𝐶𝐶1 ∙ ln(𝑧𝑧 + 𝑧𝑧0) + 𝐶𝐶2 

Domain outlet 
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑢𝑢, 𝑣𝑣,𝑤𝑤, 𝑘𝑘, 𝜀𝜀) = 0 

Domain celling 𝑤𝑤 = 0,
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑢𝑢, 𝑣𝑣, 𝑘𝑘, 𝜀𝜀) = 0 

Domain lateral sides 𝑣𝑣 = 0,
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑢𝑢,𝑤𝑤, 𝑘𝑘, 𝜀𝜀) = 0 

Domain ground Enhanced wall functions 
Building surfaces Non-slip for wall shear stress 
Turbulence model coefficients 𝐶𝐶𝜇𝜇 = 0.069, 𝜅𝜅 = 0.4187  

4.3 Solution method 

For the RANS simulations, the discretization equations were solved with the SIMPLEC algorithm, and 
the discretization schemes for the convection and diffusion terms were a second-order upwind scheme. 
For the LES and DES simulations, the initial condition was a converged mean flow field generated by 
a RANS model. The unsteady flow and concentration fields were generated simultaneously. The 
discretization methods for the pressure and diffusive terms were a second-order upwind scheme, 
whereas a second-order bounded central-differencing scheme was adopted for the convective term. A 
second-order implicit scheme was used for temporal discretization. The second order accuracy was 
maintained through second-order discretization of the momentum, velocity, and temporal terms of the 
Navier-Stokes equations. Finally, the pressure-velocity coupling method was SIMPLEC. All cases were 
calculated until the residuals were less than 10−5, and the convergence of each time step in LES and 
DES simulations was achieved when both the spatially averaged wind speed and 𝐶𝐶𝑂𝑂2 concentration at 
the monitor points are stable for several iterations.  

Nine LES and DES cases (see Tables 3 and 4) were established with the convergent RNG 𝑘𝑘 − 𝜀𝜀 results 
(see Table 2). Three time step sizes of 0.01, 0.005, and 0.001s were set to investigate the effects of ∆𝑡𝑡. 
The non-dimensional form of the time step was defined as ∆𝑡𝑡∗ = ∆𝑡𝑡 × 𝑈𝑈𝐻𝐻

𝐻𝐻
 and was used to describe the 

length of the sampling time, where 𝑈𝑈𝐻𝐻 was the mean inlet speed at the building height and 𝐻𝐻 was the 
building height. Five values of sampling time 600∆𝑡𝑡∗, 1200∆𝑡𝑡∗, 1800∆𝑡𝑡∗, 2400∆𝑡𝑡∗ and 3000∆𝑡𝑡∗ (3, 
6, 9, 12, and 15s) were selected to evaluate its influence. Furthermore, three ARs of building arrays and 
two release rates of tracer gas are discussed in Section 6. For unsteady results, the mean field of 
parameters was calculated from an average over a determined sampling period. 

Table 2. Mesh arrangement description of RANS cases. 
Case Grid number Min size (m) Turbulence model CFL ∆𝑡𝑡 (s) ∆𝑡𝑡∗ Sampling length 𝑦𝑦+ 
RNG-1 3.2 m 0.001 RNG 𝑘𝑘 − 𝜀𝜀 － － － － 5.58 
RNG-2 5.9 m 0.0005 RNG 𝑘𝑘 − 𝜀𝜀 － － － － 2.88 
RNG-3 9.4 m 0.00025 RNG 𝑘𝑘 − 𝜀𝜀 － － － － 1.45 

 
Table 3. Mesh arrangement description of LES cases. 

Case Grid number Min size (m) Turbulence 
model CFL ∆𝑡𝑡 (s) ∆𝑡𝑡∗ Sampling length 𝑦𝑦+ 
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LES-1 3.2 m 0.001 LES 1.9 0.005s 0.24 12s 5.32 
LES-2 5.9 m 0.0005 LES 1.67 0.005s 0.24 12s 4.22 
LES-3 9.4 m 0.00025 LES 1.42 0.005s 0.24 12s 2.27 

         
LES-4 5.9 m 0.0005 LES 3.9 0.01s 0.48 12s 4.67 
LES-2 5.9 m 0.0005 LES 1.67 0.005s 0.24 12s 4.22 
LES-5 5.9 m 0.0005 LES 0.35 0.001s 0.048 12s 4.42 

         
LES-6 5.9 m 0.0005 LES 1.64 0.005s 0.24 3s 4.22 
LES-7 5.9 m 0.0005 LES 1.67 0.005s 0.24 6s 4.22 
LES-8 5.9 m 0.0005 LES 1.71 0.005s 0.24 9s 4.31 
LES-2 5.9 m 0.0005 LES 1.86 0.005s 0.24 12s 4.55 
LES-9 5.9 m 0.0005 LES 1.83 0.005s 0.24 15s 4.51 

 
Table 4. Mesh arrangement description of DES cases. 

Case Grid number Min size (m) Turbulence 
model CFL ∆𝑡𝑡 (s) ∆𝑡𝑡∗ Sampling length 𝑦𝑦+ 

DES-1 3.2 m 0.001 DDES 1.35 0.005s 0.24 12s 5.49 
DES-2 5.9 m 0.0005 DDES 1.2 0.005s 0.24 12s 3.17 
DES-3 9.4 m 0.00025 DDES 0.91 0.005s 0.24 12s 1.65 

         
DES-4 5.9 m 0.0005 DDES 2.12 0.01s 0.48 12s 3 
DES-2 5.9 m 0.0005 DDES 1.2 0.005s 0.24 12s 3.17 
DES-5 5.9 m 0.0005 DDES 0.24 0.001s 0.048 12s 3.17 

         
DES-6 5.9 m 0.0005 DDES 1.15 0.005s 0.24 3s 3.1 
DES-7 5.9 m 0.0005 DDES 1.2 0.005s 0.24 6s 3.17 
DES-8 5.9 m 0.0005 DDES 1.21 0.005s 0.24 9s 3.2 
DES-2 5.9 m 0.0005 DDES 1.18 0.005s 0.24 12s 3.16 
DES-9 5.9 m 0.0005 DDES 1.19 0.005s 0.24 15s 3.12 

5. Evaluation of computational parameters  

This section evaluates the influences of four computational parameters—turbulence model, grid 
resolution, discretization of time step size ∆𝑡𝑡, and length of sampling time—on the predicted flow and 
concentration fields. 

5.1 Effects of computational mesh resolution 
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(4) (5) (6) 

Fig. 4. Mean wind velocity and concentration distribution for coarse, medium, and fine RNG cases as 
RNG-1, RNG-2, and RNG-3 in Table 2. (1)–(3): mean velocity distribution; (4)–(6): mean 
concentration distribution. 

The mesh resolution tests for the RNG 𝑘𝑘 − 𝜀𝜀 model were carried out by cases RNG-1 (coarse mesh), 
RNG-2 (medium mesh), and RNG-3 (fine mesh) in Table 2. The results, as shown in Fig. 4(1)–(3), 
show that the wind velocity for the RNG 𝑘𝑘 − 𝜀𝜀 model does not vary when the mesh number exceeds a 
medium grid of 5.9 million (𝑦𝑦+ = 2.88) for the building array simulations. Comparing to the wind 
tunnel results, the velocity component produced by RNG 𝑘𝑘 − 𝜀𝜀  appears basically in an acceptable 
agreement, although there is a slight underestimation of velocity along the longitudinal ( 𝑌𝑌 =
0.09𝑚𝑚,𝑍𝑍 = 0.06𝑚𝑚) and horizontal directions (𝑋𝑋 = 0.1𝑚𝑚,𝑍𝑍 = 0.06𝑚𝑚). 

Regardless of the acceptable estimation of the velocity component, significant variations are detected 
in three measured lines, as shown in Fig. 4(6), along the horizontal (𝑋𝑋) direction simulated by RNG 
𝑘𝑘 − 𝜀𝜀 model, as shown in Fig. 4(4)–(6). Also, the finer mesh (RNG-3) does not show better performance 
of the concentration field than the others (especially RNG-2) when compared to the experimental data. 
The concentration results of RNG simulations demonstrated overestimations to most parts of the 
measuring points. This discrepancy might be not only due to the inability of the RNG model to simulate 
the instantaneous velocity and concentration fields, but also because all of the experimental 
measurement points were near the ground  (𝑍𝑍 = 0.0075𝑚𝑚 = 0.06𝐻𝐻). Therefore, the case of RNG-2 
with the 𝑦𝑦+ = 2.88 and a minimum grid width of 0.0005𝑚𝑚, is adopted. 
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(4) (5) (6) 

Fig. 5. Mean wind velocity and concentration distributions for coarse, medium, and fine LES cases as 
LES-1, LES-2, and LES-3 in Table 3. (1)–(3): mean velocity distribution; (4)–(6): mean concentration 
distribution. 

With the same discretization of time step size ∆𝑡𝑡 and sampling period, three densities of meshes (coarse 
[LES-1], medium [LES-2], and fine [LES-3]) are adopted to test the effects of mesh independence of 
the LES cases. Fig. 5 presents the non-dimensional wind velocity 𝑈𝑈∗ and the concentration distributions 
on the leeward side of the target building along three measured lines. For the velocity field, the results 
of LES-1, which can be seen from Fig. 5(1) and (3), show a slight underestimation relative to the others, 
and although the results for LES-2 and LES-3 are basically indistinguishable, some minute differences 
remain. Therefore, a mesh number of 5.9 million (𝑦𝑦+ = 4.22) is sufficiently fine to simulate the wind 
velocity field by LES cases. 

However, mass transport is a complex procedure whose accuracy of simulations shows a non-positive 
correlation with the increase in the mesh number. As shown in Fig. 5(4)–(6), the mesh with 9.4 million 
grids (LES-3) presents greater underestimations of non-dimensional concentration than LES-1 and 
LES-2. Some previous studies [50, 63-66] reported similar results that a mesh with more grids does not 
ensure concentration fields with greater accuracy in LES cases. The modeling and computational errors 
could mutually compensate to counterbalance each other in some conditions due to their opposite 
characteristics, which could deplete the whole inaccuracy on a coarser grid system as compared to a 
finer system. Overall, the grid number of LES-2 (𝑦𝑦+ = 4.22) and a minimum grid width of 0.0005𝑚𝑚 
is used as compromise choices for numerical accuracy and resources. 
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(4) (5) (6) 

Fig. 6. Mean wind velocity and concentration distribution for coarse, medium, and fine DES cases as 
DES-1, DES-2, and DES-3 in Table 4. (1)–(3): mean velocity distribution; (4)–(6): mean concentration 
distribution. 

Fig. 6 displays the non-dimensional wind velocities and concentrations simulated by the DES model 
along three measured lines identical to the RNG and LES cases. The velocity and concentration results 
of DES-2 and DES-3 demonstrate generally the same values, which indicates that the differences 
become negligible when the mesh number exceeds 5.4 million (𝑦𝑦+ = 3.17) for building arrays in DES 
cases. Although the results of DES-1 do not reveal large differences from the others except for the minor 
underestimations shown in Fig. 6(3) and (6), the 𝑦𝑦+ value of DES-2 (𝑦𝑦+ = 3.17) is revealed to be the 
suitable option in this study. Note that, Kakosimos and Assael [50] observed that the adoption of a more 
refined mesh in DES model improved the concentration fields significantly; this finding, however, is 
not manifested by the present study. 

5.2 Effect of discretization of time step size ∆𝑡𝑡 and non-dimensional sampling time ∆𝑡𝑡∗ 

In unsteady simulations like LES and DES, the appropriate discretization time step size and non-
dimensional sampling time are essential to obtain accurate mean fields [61], particularly for parameters 
with high fluctuations. The non-dimensional sampling time is defined as ∆𝑡𝑡∗ = ∆𝑡𝑡 × 𝑈𝑈𝐻𝐻

𝐻𝐻
, the mean flow 

and concentration fields are calculated based on averaging within 2400∆𝑡𝑡∗, which is 12 s. The Courant-
Friedrichs-Lewy (CFL) number [67] is commonly used to indicate the balance between the temporal 
and spatial scales. The recommended CFL value is around 1 when an explicit solver is used. Three 
typical discretization time steps are adopted to evaluate the effects of ∆𝑡𝑡: 0.01, 0.005, and 0.001s. 
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Fig. 7. Mean wind velocity and concentration distribution for LES cases with three values of time step 
size, as LES-2, LES-4, and LES-5 in Table 3. (1)–(3): mean velocity distribution; (4)–(6): mean 
concentration distribution. 

Fig. 7 presents the non-dimensional mean velocity and concentration distribution with three measuring 
lines for three LES cases (LES-2, LES-4, and LES-5). These three LES cases were calculated with the 
same mesh number (5.9 million) and sampling time (12s) but with three time step sizes (0.01, 0.005, 
and 0.0001s). As shown in Fig. 7(1) and (3), the results of LES-4 show subtle underestimations of the 
wind velocity compared to the experimental data, whereas the results of LES-2 and LES-5 are almost 
equivalent; in Fig. 7(6), LES-4 shows noticeably larger values than LES-2 and LES-5, whereas the 
differences between LES-2 and LES-5 are basically inconsequential. This indicates that the effect of 
the size of the discretization time step on the simulation results becomes insignificant as ∆𝑡𝑡 decreases. 
Considering that the numerical cost would multiply with a smaller time step size, the size of 0.005s 
(∆𝑡𝑡∗ = 0.24) is chosen as the most provident value for simulation of pollutant dispersion around 
building arrays. 
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Fig. 8. Mean wind velocity and concentration distribution for DES cases with three values of time step 
size, as DES-2, DES-4, and DES-5 in Table 4. (1)–(3): mean velocity distribution; (4)–(6): mean 
concentration distribution. 

The comparison of different discretization time steps for three DES cases (DES-2, DES-4, and DES-5) 
are presented in Fig. 8. For the mean velocity fields, the results of the three time steps show limited 
variance, which means that 0.01s is sufficient to predict the wind distribution around building arrays 
with the DES model, whereas for the concentration fields, little difference is found between the results 
of 0.005s and 0.001s; also, compared with the experiment results, the data for 0.01s shows 
underestimations of most points. Therefore, the time step size of 0.005s (∆𝑡𝑡∗ = 0.24) is selected as the 
compromise value for both velocity and concentration predictions. 
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Fig. 9. Mean wind velocity and concentration distribution for LES cases with five values of sampling 
period, as LES-6, LES-7, LES-8, LES-2, and LES-9 in Table 3. (1)–(3): mean velocity distribution; 
(4)–(6): mean concentration distribution. 

Fig. 9 presents the mean velocity and concentration distribution separately along three measuring lines 
for five LES cases (LES-2, LES-6, LES-7, LES-8, and LES-9). These five LES cases are calculated 
with the same mesh number (5.9 million) and ∆𝑡𝑡 (0.005s), but with five sampling periods (3, 6, 9, 12, 
and 15s). The results of the mean velocity field, as presented in Fig. 9(1)–(3), show no differences 
among the five cases, which indicates that 600∆𝑡𝑡∗ (3s) is sufficiently long to produce a steady mean 
velocity field for building arrays, and the results are unvarying with the increase of the sampling time; 
however, as shown in Fig. 9(4)–(6), the results for 3, 6, and 9s demonstrate obvious underestimations 
of the concentration field, whereas the results for 12s and 15s are basically identical to the experimental 
data, which means that 2400∆𝑡𝑡∗ (12s) of sampling time is required to capture a stable concentration 
distribution around building arrays. This finding can also be detected in an isolated building with LES 
model [47].  
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Fig. 10. Mean wind velocity and concentration distribution for LES cases with five values of sampling 
period, as DES-6, DES-7, DES-8, DES-2, and DES-9 in Table 4. (1)–(3): mean velocity distribution; 
(4)–(6): mean concentration distribution. 

The comparison of different sampling times for five DES cases (DES-2, DES-6, DES-7, DES-8, and 
DES-9) was conducted following a similar procedure as the LES cases, as shown in Fig. 10. The DES 
results for wind velocity vary little with an increase in sampling time when it exceeds 600∆𝑡𝑡∗ (3s); 
however, for the concentration field, when the sampling time exceeds 6s, the differences are negligible. 
Therefore, 1200∆𝑡𝑡∗ (6s) is sufficiently long to produce the pollutant transportation with the DES model. 
DES cases predicted stable concentration fields even more quickly than the sampling time of 12s of 
LES cases because the unsteady RANS model is used in the boundary layer in the DES model, which 
saves plenty of numerical resources and can obtain stable results faster than the LES model. Convenient 
for comparisons with LES cases, the results of 2400∆𝑡𝑡∗ (12s) are adopted in the next section. 

5.3 Comparison of RANS, LES, and DES models 

This section presents a comparison of the performance of the three turbulence models in the prediction 
of velocity and concentration fields in building arrays. In the wind tunnel experiment, the measurement 
points for the pollutant concentration were at heights of 0.0075 m (𝑍𝑍 = 0.06𝐻𝐻), 1.5 m at the prototype, 
which was at the pedestrian level. 
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Fig. 11 Mean wind velocity distribution for cases of RNG-2, LES-2, and DES-2. 

Fig. 11 demonstrates the mean velocity distribution of the RANS, LES, and DES models along six 
measuring lines on the leeward side of the target building compared to the wind tunnel results. As shown 
in Fig. 11(3) and (4), along the vertical line (𝑍𝑍 direction), three models present similar results and are 
all in good agreement with the experimental data. However, along the horizontal (𝑋𝑋 direction) and 
longitudinal (𝑌𝑌 direction) lines, as shown in Fig. 11(1), (2), and (5), RNG-2 and DES-2 both display 
lower velocities than the wind tunnel data; also, in Fig. 11(6), the reverse flow between the target and 
the downstream building is underestimated by the two models. In contrast, LES-2 gives more accurate 
simulations of the mean wind velocity distribution than the RNG and DES models. Although the RNG 
and DES models simulate only slight underestimations of wind velocity to most parts of the 
measurement points on the horizontal plane, it may lead to huge discrepancies in the concentration 
fields. 

 
(1) (2) (3) (4) 

0.02

0.07

0.12

0.17

-0.5 0.0 0.5 1.0

Y
(m

)

U/Uref

X=0.055m Z=0.0625m

0.00

0.05

0.10

0.15

0.20

-0.5 0.0 0.5 1.0

Y
(m

)

U/Uref

X=0.1m Z=0.0625m

0.00

0.05

0.10

0.15

0.20

0.25

-0.5 0.0 0.5 1.0

Z
(m

)

U/Uref

X=0.1m Y=0m
Experiment

RNG-2

LES-2

DES-2

0.00

0.05

0.10

0.15

0.20

0.25

-0.5 0.0 0.5 1.0

Z
(m

)

U/Uref

X=0.055m Y=-0.05m

0.00

0.05

0.10

0.15

0.20

-0.5 0.0 0.5 1.0

X
(m

)

U/Uref

Y=0.09m Z=0.0625m

0.05

0.10

0.15

-0.5 0.0 0.5 1.0

X
(m

)
U/Uref

Y=0m Z=0.01m

Experiment

RNG-2

LES-2

DES-2

0

50

100

150

200

0.05 0.10 0.15

Kc

X (m)

Y=0m Z=0.0075m

0

50

100

150

200

250

0.05 0.10 0.15

Kc

X (m)

Y=-0.01m Z=0.0075m

Experiment

RNG-2

LES-2

DES-2

0

50

100

150

200

250

300

350

0.05 0.10 0.15

Kc

X (m)

Y=-0.05m Z=0.0075m

0

50

100

150

200

250

300

0.05 0.10 0.15

Kc

X (m)

Y=-0.06m Z=0.0075m

-0.05 0 0.05 0.1 0.2-0.1

-0.05

0

0.05

0.1

0.15
X (m)

Y
(m

)



17 
 

 
(5) (6) (7) (8) 

Fig. 12. Mean concentration distribution for cases of RNG-2, LES-2, and DES-2 along lines of 
horizontal direction ( 𝑋𝑋 ) and longitudinal direction ( 𝑌𝑌 ). (1)–(4): horizontal direction; (5)–(8): 
longitudinal direction. 

Fig. 12(1)–(4) presents the mean concentration along four horizontal lines for the three models, and the 
relative positions of the four lines are shown in Fig. 12(4). On the leeward side of the target building, 
the results of the RNG model result in a larger pollutant concentration than the experimental data on 
almost every measuring point. The LES and DES cases can predict similar results of concentration 
fields in the middle region, as shown in Fig. 12(1) and (2), which are much closer to the wind tunnel 
curve than the RNG model. However, in the near-wall area (when 𝑋𝑋 approaches 0.05𝑚𝑚), the LES and 
DES models both predict lower values for pollutant concentration than the experimental results, and the 
LES model even shows slightly greater differences than DES, which indicates that both LES and DES 
models present limited performance of the near-wall region on the leeward side of the target building 
in predicting the concentration field, even though the wind field simulated by the LES model shows 
very good agreement with the experimental results. When the measuring lines remain distant from the 
middle area, as shown in Fig. 12(3) and (4), the performance of the DES model decreases and shows 
extensive underestimations of the pollutant concentration when compared to the wind tunnel results, 
but it still yields more stable accuracy than the RNG model. 

The mean concentration of four measuring lines of the longitudinal direction (𝑌𝑌) for three models is 
shown in Fig. 12(5)–(8), and the relative position is shown in Fig. 12(5). The RNG model still predicts 
much larger concentration values than the experimental data on the leeward of the target building, and 
it contains a drastic decrease in the concentration for measuring points further from the target building 
(𝑌𝑌 < −0.1𝑚𝑚), as shown in Fig. 12(6) and (7); this plunge occurs near the lateral boundary of the target 
building. The performance of the LES model, as shown in Fig. 12(5) and (6), further illustrates that the 
LES slightly underestimates the pollutant concentration of the near-wall area. However, these 
underestimations of the concentration values become smaller as the distance from the building wall 
increases, as shown in Fig. 12(7) and (8). The prediction by the DES model is better than that by the 
RNG model, as the trends of the simulation curves are basically identical to the LES model and the 
wind tunnel results. However, substantial underestimations are still given by the DES model for most 
parts of the measuring area, particularly in the near-wall area on the leeward side of the target building 
(𝑌𝑌 > −0.1𝑚𝑚). In general, the LES model shows good accordance with the wind tunnel results and is 
better than both the DES and RNG models in predicting pollutant concentrations; the DES model also 
predicts more accurate results than the RNG model in some particular areas. 

5.4 Mean concentration fields 
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(1) (2) (3) 

 
(4) 

Fig. 13(1)–(3). Mean concentration contours for cases of RNG-2, LES-2, and DES-2 on the plane of 
𝑍𝑍 = 0.0075𝑚𝑚; values below 3 are blanked. (4) Mean concentration contour for wind tunnel experiment 
on the plane of 𝑍𝑍 = 0.0075𝑚𝑚 [56]. 

Fig. 13 shows the contours of the time-averaged dimensionless concentration of the three models and 
the wind tunnel experiment. On the leeward side of the target building, the high concentration area 
(𝐾𝐾𝑐𝑐 > 218.5) around the emission vents in RNG model was much larger than experimental results and 
the LES and DES models. The contours of 𝐾𝐾𝑐𝑐 in the RNG model expand greatly in the leeward region, 
which could also lead to overvaluation of the pollutant concentration around the downstream buildings. 
This can be attributed to the underestimation of turbulence diffusion of the RNG model. Compared to 
the contours predicted by the RNG model, the DES model reveals the opposite situation: that the high 
concentration region shrank in the near-wall area on the leeward side of the target building. However, 
the DES model still simulates the concentration field better than the RNG model when compared with 
the wind tunnel results, and it provides acceptable prediction of mean concentrations on the latter half 
between the target and downstream building, which is also demonstrated in Fig. 12(3) and (4). Unlike 
the DES and RNG models, the general pollutant distribution of 𝐾𝐾𝑐𝑐 generated by LES is very similar to 
that of the experiment, although the margin of the LES contour trends to be diffusive. 

In the RNG model, as shown in Fig. 13(1), the pollutants emitted from the target building are mainly 
transferred downstream, which leads to smaller values for the pollutant concentration than those of the 
LES model on both lateral sides of the target building. The DES model also reveals similar 
underestimations of the pollutant distribution on the lateral sides, as shown in Fig. 13(3). This finding 
can be explained by the coarser mesh grids on the lateral sides of the target building than those on the 
leeward side, which triggers the DES model to switch to the unsteady RANS model in this area and to 
obtain results similar to those of the RNG model. 
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Fig. 14 Instantaneous concentration contours and wind streamlines for cases of LES-2 and DES-2 at 
the instant time of 2400∆𝑡𝑡∗ on the plane of 𝑍𝑍 = 0.0075𝑚𝑚, values below 3 are blanked. 

Fig. 14 shows the instantaneous concentration dispersion and wind flow structures predicted by LES 
and DDES models at an instant momentum of 2400∆𝑡𝑡∗. The detailed concentration contours and wind 
patterns are convoluted and irregular, which barely show the gradual reduction away from the emission 
as Fig. 13. The highly fluctuated vortices guide the pollutant transported pathway to concentrate in the 
wake region of the target building. In addition, the concentration contour predicted by DDES model 
shows smaller area of pollutant distribution and high concentration (𝐾𝐾𝑐𝑐 > 25.2) than LES model. It also 
reveals that the DDES model underestimates the pollutant diffusion around the building arrays.  

Overall, the LES model predicts the close distribution of the pollutant concentration around building 
arrays to the wind tunnel results, whereas the accuracy of the DES simulation is accepted in part of the 
diffusion region. 

5.5 Concentration fluxes 

 

 
Fig. 15(1). Comparison of X and components of convective fluxes 〈𝑈𝑈∗〉〈𝐾𝐾𝑐𝑐〉 and turbulent mass fluxes 
〈𝑈𝑈∗′𝐾𝐾𝑐𝑐′〉 of three turbulence models. (2) Comparison of Y components of convective fluxes 〈𝑉𝑉∗〉〈𝐾𝐾𝑐𝑐〉 
and turbulent mass fluxes 〈𝑉𝑉∗′𝐾𝐾𝑐𝑐′〉 of three turbulence models. 

The mass transport is essentially represented by the distribution of concentration fluxes, which can 
provide significant information on the certainty of an adopted model for concentration transport. The 
scalar transport of the concentration contains convective and turbulent fluxes, which are defined as 

LES DES
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mean convective fluxes 〈𝑈𝑈∗〉〈𝐾𝐾𝑐𝑐〉 and turbulent mass fluxes 〈𝑈𝑈∗′𝐾𝐾𝑐𝑐′〉, respectively [43, 46, 50, 68]. The 
convective fluxes at a specific point can be calculated by the product of the local mean velocity and the 
mean concentration; it is 〈𝑈𝑈∗〉〈𝐾𝐾𝑐𝑐〉 for the horizontal (𝑋𝑋) direction and 〈𝑉𝑉∗〉〈𝐾𝐾𝑐𝑐〉 for the longitudinal (𝑌𝑌) 
direction. The terms 𝑈𝑈∗  and 𝑉𝑉∗  are nondimensional velocity components. The turbulent diffusion 
fluxes are given by 〈𝑈𝑈∗′𝐾𝐾𝑐𝑐′〉 in the LES and DES models, but they are calculated with the gradient-
diffusion hypothesis in the RANS model, which is 〈𝑈𝑈∗′𝐾𝐾𝑐𝑐′〉 = − 𝜈𝜈𝑡𝑡

𝑆𝑆𝑆𝑆𝑡𝑡

𝜕𝜕𝐾𝐾𝑐𝑐
𝜕𝜕𝑥𝑥𝑖𝑖

, where 𝜈𝜈𝑡𝑡 is the eddy viscosity, 

and 𝑆𝑆𝑆𝑆𝑡𝑡 is the turbulent Schmidt number. 

Fig. 15(1) compares the horizontal (𝑋𝑋) components of the convective flux and turbulent diffusion flux 
in the middle line of the leeward side of the target building. The negative value of 〈𝑈𝑈∗〉〈𝐾𝐾𝑐𝑐〉 of the RNG 
model is much larger than those of the LES and DES models, which means that the RNG model 
predicted a stronger reverse flow near the ground on the leeward side of the target building than the 
others. The magnitude of the reverse flow of the DES model is similar to that of the LES model, but the 
turbulent fluxes 〈𝑈𝑈∗′𝐾𝐾𝑐𝑐′〉 in the LES model show larger values than those in the RNG and DES models, 
and the negative peak value occurs near the emission vent. The positive peak value of the RNG model 
is smaller than that of the LES model. 

Fig. 15(2) shows the longitudinal (𝑌𝑌) components of convective flux 〈𝑉𝑉∗〉〈𝐾𝐾𝑐𝑐〉 and turbulent flux 
〈𝑉𝑉∗′𝐾𝐾𝑐𝑐′〉 along the measuring line in the middle between the target and the downstream building. The 
peak values of the convective fluxes of the three models show different signs because the flow directions 
of the measuring line are opposite in the three models. The LES model predicts the same wind direction 
along the measuring line, whereas the RNG and DES models show two mutually opposite directions. 
Furthermore, considerable differences among three models are observed in the distribution of turbulent 
flux. The RNG model result shows a negative peak around the middle of the measuring line (𝑌𝑌 = 0), 
which is the transitional point of the convective flux. However, in the LES and DES models, the curves 
of turbulent fluxes are in opposite signs with convective fluxes, which means that the longitudinal 
component fluxes can be balanced out in the LES and DES models. The good agreement with the wind 
tunnel results of the mean concentration distribution, as shown in Fig. 12, indicates that the 
concentration fluxes simulated by the LES model can reproduce the mass transport more accurately 
than the DES and RNG models. 

6. Evaluation of physical parameters 

This section evaluates the influences of physical parameters, including the AR of the building arrays 
and the release rate of the tracer gas on the concentration fields. It adopts the combination of numerical 
settings from Section 5, which are 0.005s (∆𝑡𝑡∗ = 0.24) of time step size ∆𝑡𝑡 and 12s (2400∆𝑡𝑡∗) of 
sampling length in the LES model. Other numerical settings, such as the boundary conditions and 
solution methods, are identical to the settings in Section 4. 

6.1 Effect of aspect ratio 

Regarding aspect ratios of 0.5, 1.0, 1.25, and 2.0, this section evaluates the effect of ARs on the 
prediction of pollutant transport among the building arrays. The configurations of ARs of 0.5, 1.0, 1.25, 
and 2.0 are described in Table 5. 

Table 5. Aspect ratio descriptions of building arrays. 

 H/W AR Plots 

Experiment 0.125/0.1 1.25 
 

H
W
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AR=0.5 0.125/0.25 0.5 

 

AR=1 0.125/0.125 1.0 

 

AR=2 0.125/0.0625 2.0 

 

 

Because the various aspect ratios of building arrays change the flow regime essentially, the pollutant 
transportation will also be modified drastically. Fig. 15 demonstrates the non-dimensional concentration 
of eight measuring lines for the four AR cases. The relative position (𝑋𝑋/𝑊𝑊) is adopted to illustrate the 
pollutant distribution on the leeward side of the target building. The positions of the eight lines are 
shown in Fig. 16(4). As shown in Fig. 16, the cases with ARs of 0.5, 1, and 1.25 display similar curves, 
which shows that the wind flow pattern does not change as the AR increases. The results with ARs of 
0.5, 1, and 1.25 also showed relatively stable growth of the concentration values, which could indicate 
that the pollutants on the leeward side of the target building will accumulate as the AR increases from 
0.5 to 1.25. The results with an AR of 0.5 remain the smallest values because the situation with a wider 
street shows more efficient dilution. However, the results with an AR of 2 do not show consistently 
larger values than ARs of 1 and 1.25. On the contrary, when the measuring points are in the middle of 
the leeward side of the target building and close to the emitting sources, the non-dimensional 
concentration of an AR of 2 presents restricted lower values than ARs of 1 and 1.25, as shown in Fig. 
16(1), (2), (6), and (7); however, as the measuring points move away from the middle, the results with 
an AR of 2 remain largest, as seen in Fig. 16(4). Also, as shown in Fig. 16(5)–(8), the peak values of 
concentration of the four cases occur near the position 𝑌𝑌 = −0.06𝑚𝑚, where the case with an AR of 2 
holds a much larger peak concentration than others. These phenomena illustrate that the wind flow field 
in this case does not follow a pattern similar to that with an AR below 1.25 and leads to greater dilution 
of the pollutants near the emitting source. There is likely a certain AR below which the accumulation 
is dominant as the AR increases and above which dilution and accumulation conflict with each other 
and result in a lower concentration of specific areas. 
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(5) (6) (7) (8) 

Fig. 16. Non-dimensional concentration 𝐾𝐾𝑐𝑐 for ARs of 0.5, 1, and 2 along eight measuring lines; (1)–
(4) are in the 𝑌𝑌 direction and (5)–(8) are in the 𝑋𝑋 direction. 

 
AR=0.5 AR=1 AR=2 

Fig. 17. Mean concentration contours and velocity streamlines for ARs of 0.5, 1, and 2 on the plane of 
𝑍𝑍 = 0.0075𝑚𝑚; values below 2 are blanked.  

Fig. 17 shows the mean concentration contours and streamlines of ARs of 0.5, 1, and 2 on the plane of 
𝑍𝑍 = 0.0075𝑚𝑚. When the width between the target and the downstream building decreases, the wind 
flow field changes, especially on the lateral sides. The wind flows directly downstream on the lateral 
sides with an AR of 2, instead of forming vortices on the leeward side of the target building as in the 
cases with ARs of 0.5 and 1, which causes relatively low concentration values on the lateral sides for 
an AR of 2 than for an AR of 1. The low interaction of wind fluctuations between the lateral and leeward 
sides also causes a much higher peak value near the margin of the building in the case with an AR of 2. 
Furthermore, because it is blocked by the downstream building, the pollutant can be transported a longer 
distance with an AR of 2. In contrast, with an AR of 0.5, the greater width introduces high fluctuations 
that make the pollutant dilute more quickly than others and leads to lower non-dimensional 
concentration values. 

Generally, different characteristics in transporting pollutants can be detected in these four cases. When 
the AR is below 1.25, a linear increase is observed in the concentration; but for a narrower street canyon 
(e.g., with an AR of 2), the pollutant dispersion pattern is changed and no longer follows a linear 
increase with AR. This finding implies that a transition value of AR in building arrays exists between 
1.25 and 2. If the width of the street decreases further (e.g., an AR of 3), transporting patterns similar 
to those with an AR of 2 may be found. However, there may be another AR above which dilution will 
predominate and cause different dispersion patterns that should be investigated in a future study. 
Because the wind flow field with a large AR shows distinct peculiarities, other experiments should also 
be conducted to target larger ARs in building arrays. 

6.2 Effect of pollutant release rate 

-0.06
0

100

200

300

400

-0.2 -0.1 0.0

Kc

Y (m)

X/W=0.05 Z=0.0075m

0

40

80

120

-0.2 -0.1 0.0
Kc

Y (m)

X/W=0.15 Z=0.0075m

0

20

40

60

80

-0.2 -0.1 0.0

Kc

Y (m)

X/W=0.25 Z=0.0075m

0

10

20

30

40

50

-0.2 -0.1 0.0

Kc

Y (m)

X/W=0.5 Z=0.0075m
AR=0.5
AR=1
AR=1.25
AR=2

-0.5 0 0.5 1 2

-0.5

-1

0

1.5
X /H

Y
/H

-1.5

1.5

1

0.5

-0.5 0 0.5 1 21.5
X /H

-0.5 0 0.5 1 21.5
X /H



23 
 

The releasing rate of pollutants may influence the dispersion characteristics in building arrays. However, 
few previous studies examined such an influence in a quantitative manner. Based on the experimental 
model, this section evaluates the effects of the release rates of tracer gas on the pollutant distributions 
in the building arrays. Table 6 presents the examined release rates. 

Table 6. Pollutant release rate descriptions of building arrays. 
 Release rate Ratio 
Experiment 1.15 × 10−5 𝑚𝑚3/𝑠𝑠  1 
RR-2 2.23 × 10−5 𝑚𝑚3/𝑠𝑠  2 
RR-5 5.75 × 10−5 𝑚𝑚3/𝑠𝑠  5 

 

Fig. 18 compares the pollutant concentration results with the various release rates of the tracer gas 𝐶𝐶𝐶𝐶2. 
The mean concentration of 𝐶𝐶𝐶𝐶2 along the measuring lines increases as the release rate increases, as 
shown in Fig. 18(1)–(4). Because one of the pollutant sources is located on the position 𝑌𝑌 = −0.065𝑚𝑚, 
the pollutant concentration around the opening responds dramatically to the increase in the release rate, 
as shown in Fig. 18(1) and (4). Similar phenomena can be found near the pollutant source on the leeward 
wall of the target building (𝑋𝑋 = −0.05𝑚𝑚). However, regarding the non-dimensional concentration 𝐾𝐾𝑐𝑐, 
the discrepancies among the release rates are not very obvious, particularly in the middle on the leeward 
side of the target building, as shown in Fig. 18(6) and (7). However, in Fig. 18(5) and (8), the results of 
RR-2 present larger values than RR-5, which can be attributed to the fact that the mean concentration 
in the sources of RR-5 is much larger than that of RR-2 and leads to the smaller value of 𝐾𝐾𝑐𝑐. It also 
implies that the concentration level does not increase linearly as the source concentration increases, 
possibly because the higher release rate comes with the higher release speed. With the higher release 
speed, the release momentum pushes the tracer gas further, which results in a lower concentration in 
the areas near the source. 
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Fig. 18. 𝐶𝐶𝐶𝐶2 mass fraction and non-dimensional concentration 𝐾𝐾𝑐𝑐 for cases of LES-2, RR-2, and RR-5 
along four measuring lines; (1)–(4) are 𝐶𝐶𝐶𝐶2  mass fraction and (5)–(8) are non-dimensional 
concentration 𝐾𝐾𝑐𝑐. 

Fig. 19 demonstrates the time-averaged dimensionless concentration contours of various release rates. 
As the release rate increases, the area of high concentration (𝐾𝐾𝑐𝑐 > 25.2 ) remains; but the low 
concentration area (𝐾𝐾𝑐𝑐 < 25.2 ) grows larger, especially with RR-5, which infers that a higher 
concentration in the source will contaminate a larger region in the building array, although it does not 
alter the basic transportation of gaseous pollutants. It further illustrates that the higher release rate of 
tracer gas causes an increase in the release momentum and also leads to a lower concentration near the 
emitting source. 

Overall, the increase in the release rate of the tracer gas does not change the basic characteristics of 
pollutant dispersion in the building array, but the concentration level does not increase linearly with the 
increase in the source concentration. With the higher release rate, the release momentum drives the 
tracer gas to disperse more efficiently, which results in a lower concentration in the areas near the source 
and a longer distance. 

 
Fig. 19. Mean concentration contours for cases of LES-2, RR-2, and RR-5 on the plane of 𝑍𝑍 = 0.0075𝑚𝑚; 
values below 3 are blanked. 

7. Conclusions 

This study centers on the problem of accurate prediction of pollutant dispersion in building arrays using 
a CFD method, focusing on evaluation of the influence of four computational and two physical 
parameters. These parameters include three turbulence models (RNG, LES, and DES), mesh resolution, 
discretization of time step sizes, sampling lengths, aspect ratios and release rates of tracer gas. A set of 
wind tunnel experimental data was used as a baseline for the evaluations. The results can be summarized 
as follows. 

(1) With the LES and DES models, when ∆𝑡𝑡∗is lower than 0.24 (∆𝑡𝑡 = 0.005 𝑠𝑠), the discretization 
of the time step size has minute and inconsequential effects on the results of both velocity and 
pollutant fields in the building arrays.  

(2) For wind velocity fields, a sampling length of 600 ∆𝑡𝑡∗ (3s) is adequate; but for concentration 
fields, the sampling time is much longer, 2400 ∆𝑡𝑡∗ (12s) for LES cases and 1200 ∆𝑡𝑡∗ (6s) for 
DES cases, respectively. The DES model needs less sampling time than the LES model to 
obtain stable concentration fields under same mesh number and discretization of time step size. 

(3) The mean velocity fields predicted by the RNG, LES, and DES models are all in good 
agreement with the wind tunnel results along the vertical (𝑍𝑍) direction, but the LES model 
shows better performance along the horizontal (𝑋𝑋) and longitudinal (𝑌𝑌) directions. For the 
concentration fields, the three models perform quite differently. The RNG model predicts much 
higher results on the leeward side of the target building and underestimates the distributions on 
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the lateral sides. The DES model produces acceptable results in some specific areas but 
underestimates most parts of the testing area. The LES model predicts the most accurate 
pollutant distribution fields compared to the wind tunnel results, but in areas near the source, 
its performance is ordinary, but still better than the RNG and DES models. 

(4)  Different characteristics in transporting pollutants can be detected under four aspect ratios (0.5, 
1, 1.25, and 2). With an AR of 2, the pollutant dispersion pattern does not follow a linear 
increase as with ARs below 1.25, which implies that a transition value of AR in building arrays 
exists between 1.25 and 2. An increase in the AR will causes the dilution and accumulation 
effects to interact. Because a larger AR shows different peculiarities, more experiments with 
pollutant dispersion in building arrays need be conducted with larger ARs. 

(5) An increase in the release rate of tracer gas does not drastically change the basic characteristics 
of gas transportation in building arrays. However, the concentration level does not increase 
linearly with the source concentration. Due to the greater release momentum caused by the 
higher release rate, the tracer gas can pollute larger fields and show an unexpectedly lower 
concentration near the emitting sources. 
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