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Abstract: Current multi-objective Evolutionary Polynomial Regression (EPR) methodology has 

difficulties on decision make making of optimal EPR model. This paper proposes an intelligent 

multi-objective optimization based EPR technique with multi-step automatic model selection 

procedure. A newly developed multi-objective differential evolution algorithm (MODE) is adopted to 

improve the optimization performance. The proposed EPR process is composed of two stages: (1) 

intelligent roughing model selection and (2) model delicacy identification. In the first stage, besides 

of two objectives (model accuracy and model complexity), the model robustness measured by 

robustness ratio is considered as an additional objective in the multi-objective optimization. In the 

second stage, a new indicator named selection index is proposed and incorporated to find the optimal 

model. After intelligent roughing selection and delicacy identification, the optimal EPR model is 

obtained considering the combined effects of correlation coefficient, size of polynomial terms, 

number of involved variables, robustness ratio and monotonicity. To show the practicality of the 

proposed EPR technique, three illustrative cases helpful for geotechnical design are presented: (a) 

modelling of compressibility, (b) modelling of undrained shear strength, and (c) modelling of 

hydraulic conductivity. For each case, a practical formula with better performance in comparison to 

various existing empirical equations is finally provided. All results demonstrate that the proposed 

intelligent MODE-based EPR technique is efficient and effective. 
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1 Introduction 

In geotechnical engineering, the soil properties are important for design and the service 

evaluation of post-construction [1-10] and also for the constitutive modelling [11-17]. To quickly get 

soil properties, the empirical equation correlating the key property to some basically physical 

properties (e.g., soil density, void ratio, and Atterberg limits) is more convenient. However, when the 

relationship between the objective property and basically physical properties is highly nonlinear, the 

empirical approach becomes helpless. In contrast, the data mining techniques incorporating the 

artificial intelligence is are suitable for such problems.  

Numerical regression through artificial intelligence is the most forceful and usually applied to 

solve the problem of finding the optimal model via fitting the observed data, such as 

back-propagation neural network (BPNN) [18-25], evolutionary neural network (ENN) [26], random 

forest [27,28], support vector machines (SVMs) [29,30], genetic programming (GP) [31] and 

Bayesian-related methods [32,5,6,33,34]. Among numerous artificial intelligence methods used in 

data-mining, the Evolutionary Polynomial Regression (EPR) is a data-driven modelling hybrid 

technique[35], based on evolutionary computing, that combines the best features of conventional 

numerical regression techniques with the genetic programming/symbolic regression technique. EPR 

is suitable for modelling physical phenomena [36] because of two features: (i) the introduction of 

prior knowledge about the physical system/process; and (ii) the production of symbolic formulae, 

enabling data mining to discover patterns which describe the desired parameters. Comparison 

showed that the EPR is superior to other data-mining techniques (such as extreme learning machine) 

[37,38]. Recently, the EPR technique has developed rapidly, as it provides advantages in modelling 

nonlinear complex problems. Such successful applications include modelling of clay compressibility 

[39,40], evaluation of liquefaction potential of sand [41,42], prediction of water quality 

parameters[38], prediction of soil saturated water content [43], settlement prediction of foundations 

[44-46], evaluation of pile bearing capacity [47-49], modelling of soil mechanical behaviour [50-53] 

and modelling of clay creep index [54]. Furthermore, the development of optimization algorithms 

can also effectively support EPR [55,39,56].  
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In general, EPR employs the single-objective genetic algorithm (SOGA) to find the optimal 

exponents [57,49,58,42,41,51]. Other single-objective optimization algorithms guaranteeing the 

global optimal solution (e.g., Differential Evolution algorithm[56], Particle Swarm Optimization[28], 

Ant Colony Optimization[59], Artificial Bee Colony algorithm[60]) can also be adopted in the EPR 

process. According to [61,62], however, the SOGA-based EPR has the following drawbacks: (1) the 

performance decreases with increasing the number of polynomial terms, and (2) the results are often 

difficult to interpret. Actually, the obtained models can be ranked according to their fitness or model 

complexity. However, the models ranked according to the model complexity requires some 

subjective judgment, and consequently this process is usually biased by the user’s experience rather 

than being purely based on some mathematical criteria [63]. Furthermore, generalization ability and 

estimation of robustness aren’t possible using the SOGA-based EPR methodology.  

To overcome these drawbacks, it is possible to use a multi-objective optimization (MOOP) 

algorithm in EPR [62,61], such as the MOGA [64], NSGA [65] and other multi-objective algorithms, 

taking into account the many factors that influence formulae selection. The models obtained in 

common MOOP-based EPR methodology are ranked according to: (1) model complexity (i.e., the 

number of polynomial terms) and (2) model accuracy (i.e., model fitness). The generalization ability 

and robustness for identified formulae are usually overpassed in MOOP-based EPR methodology, 

which is rarely reported [62,61,66]. However, the advantage of MOOP-based EPR is that the number 

of objectives can be determined by the user to solve problems of interest. Thus, a further 

improvement of EPR can be achieved by implementing the MOOP strategy to optimise for 

robustness. The enlarged objectives for the MOOP-based EPR are as follows: (1) maximisation of 

model accuracy, (2) minimisation of the number of polynomial terms and (3) maximisation of model 

robustness (newly proposed and introduced to original MOOP-EPR procedure in this study). Note 

that the MOOP-based EPR can determine the Pareto front consisting of optimal formulae 

considering parsimony (number of constants and variables), accuracy and robustness. Moreover, the 

obtained Pareto front, composed of the set of Pareto optimal solutions which are not dominated by 

any other feasible solutions, will guide the model selection. In the end, a simple, reliable and robust 

EPR model can be achieved.  
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Therefore, this study is the first to propose an intelligent multi-objective EPR procedure with 

multi-step model selection is proposed. The general EPR procedure is first introduced. Then, the 

flowchart of the proposed intelligent multi-objective EPR procedure is followed. The proposed 

technique has two stages: intelligent roughing model identification using multi-objective EPR and 

model delicacy selection. In the first stage, the multi-objective error function is composed of three 

objectives: term size, correlation coefficient and robustness ratio. A newly developed multi-objective 

differential evolution algorithm is adopted to improve the performance. In the second stage, a new 

selection index for selecting the optimal EPR model is defined and used. Finally, three typical cases 

with comparison to existing empirical equations are presented to show the practicality of the 

proposed EPR technique: (a) modelling of compressibility; (b) modelling of undrained shear strength; 

and (c) modelling of hydraulic conductivity. 

2 General EPR procedure 

EPR was first introduced by Giustolisi and Savic [35], which is a data-driven method based on 

evolutionary computing. A general EPR expression can be mathematically formulated as: 

    0

1

, ,
m

j

j

y F f a a


  X X   (1) 

where y is the estimated vector of output of the process; a0 is an optional bias; aj is an adjustable 

parameter for the jth term; F is a function constructed by the process; X is the matrix of input 

variables; f is a function defined by the user; and m is the number of terms of the target expression. 

More details about EPR and the code can be found in [67] http://www.hydroinformatics.it/.  

Fig. 1 shows a typical flow chart for the EPR procedure. The general functional structure 

represented by  , jf aX  in Eq.(1) is constructed from elementary functions using an optimization 

algorithm strategy. The building blocks (elements) of the structure are defined by the user based on 

the understanding of the physical process of interest. Selecting the feasible structures is conducted 

through an evolutionary process, while the parameters aj are estimated by the least squares method.  
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3 Intelligent procedure of MODE-based EPR modelling 

3.1 Flowchart of proposed intelligent multi-step selection EPR procedure 

As stated by Wood [68], simple yet adequate models are favoured on the basis of practicality. 

The purpose of the proposed procedure is to ensure an optimal EPR model that has a reasonable 

balance between predictive capability and generalization ability. In this study, the proposed 

procedure involves two steps: (1) first detect all possible EPR models and (2) then identify the 

optimal one. 

Fig. 2 presents the procedure of the proposed MOOP-based EPR technique, focusing on the 

estimation of model robustness, where is the decision variables corresponding the exponents of the 

EPR model; Comb represents the number of variable combinations; and m is the number of 

polynomial terms of the EPR model. The first step is the intelligent roughing selection of all possible 

EPR models using multi-objective optimization. Note that any multi-objective optimization 

algorithm guaranteeing global Pareto front solutions can be employed in the proposed EPR 

procedure. In the proposed procedure, two additional variables Comb (an integer number) and m (an 

integer number) are included to the input, which is similar to the new SOGA-based EPR proposed by 

Jin et al.[54]. All variables are first generated randomly within their domains in the initial generation. 

Next, the possible variable combinations are selected according to the value of Comb, and then a 

possible term size for constructing the EPR model is chosen according to the value of m. 

Subsequently, the EPR model with unknown coefficients is obtained. Then, the vector of coefficient 

a is determined by least squares method between the observed and predicted data. So far, an entire 

EPR model is achieved. Next, three objectives are successively computed: (a) the term size 

normalized by the maximum term size is the first objective to assess model complexity and 

generalization ability; (b) the coefficient of determination R2 is the second objective to assess model 

accuracy; and (c) the robustness ratio is the third objective to evaluate model robustness. All the 

objectives are transferred into the multi-objective differential evolution (MODE) algorithm, based on 

which all EPR models in the same generation are ranked and selected. Note that in order to keep the 

minimum multi-objective optimization, the second objective R2 is replaced by 1-R2, and the third 

objective, robustness ratio, is replaced by 1-robustness ratio in the MODE algorithm. The whole 
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process exits when the stop criterion is reached; otherwise, the process continues to the next 

generation. As the number of generations increases, the eventual result of the first step is the finding 

of all possible EPR models with different numbers of term size, R2 and robustness ratio on the Pareto 

front.  

The second step, delicacy identification, is launched after the first step is completed. In this step, 

the optimal EPR model is finally identified. First, the obtained EPR models with R2 lower than a 

value (e.g., 0.7) are discarded because the predictive ability of an EPR model must be guaranteed for 

the purpose of practice. Next, to deeply understand the monotonicity of model candidates, a 

monotonicity study is conducted on the involved physical properties for each candidate. The 

characteristics of monotonicity for a formula can basically hint whether it is physically correct or not. 

A model with monotonous variables is preferred for engineers. If a variable in the model candidate is 

monotonous, “1” is scored. Otherwise, “0” is scored. Then, the proportion of monotonous variables 

to total involved variables is calculated. The priority of each model is ranked according to the value 

of this proportion.  

Then, all model candidates are ranked in terms of R2, number of term size, number of involved 

variables, robustness ratio and monotonicity. For each indicator, the best one scores “1”, the second 

scores “2”, the third scores “3” and so on. Based on these ranking values, the selection index 

“s_index”∈[0, 1], representing the possibility of a model’s selection, is computed. It is defined as:  

 
 

 1

1

ind
s_index 1 ,  1,  2,  ...,  

ind

i
m

j

i n
ii

l
l

w j n




 
 
   
 
 
 




  (2) 

where n is the number of model candidates and  ind
i

j
 is the ranking value for ith indicator of the 

jth model candidate; m is the number of indicators (m=5 in this study); wi is the weight for each 

indicator (wi=1/m in this study indicating an equal weight for each indicator). A high value for 

“s_index” indicates that the model has a high possibility of being selected. 

Finally, the model candidate with the maximum value for “s_index” is selected as the optimum. 

In contrast to conventional EPR procedures (e.g., SOGA-based or MOOP-based), (1) the additional 

influence factor−robustness−on selecting EPR formula is incorporated into the proposed 
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MODE-based EPR; (2) the delicacy identification with defining a new selection index “s_index” to 

consider the model complexity, accuracy, robustness and monotonicity is proposed and implemented. 

After intelligent roughing selection and delicacy identification, the optimal EPR model is obtained 

considering model complexity, accuracy, robustness and monotonicity.  

3.2 Error function  

3.2.1 Objective 1: Term size 

The number of term size can be an indicator in the estimation of model complexity. Low model 

complexity results in high generalization ability. Thus, the number of term size is one objective in the 

process of intelligent selection.  

3.2.2 Objective 2: Coefficient of determination R2 

The performance of an EPR model is determined by fitness function. The coefficient of 

determination (R2) is adopted as the fitness function, which is defined as:  

 

 
2

m p
2 1

2

m m

1 1

1

N

i

N N

i i

R

N



 




  

  
  



 

Y Y

Y Y

  (3) 

where N is the number of data points; Ym is the vector of observed values; and Yp is the vector of 

predicted values. 

3.2.3 Objective 3: Robustness ratio 

According to Jin et al.[54], an appropriate model has not only a good predictive ability and less 

complexity but also good robustness. A criterion representing the robustness proposed by Jin et al. 

[54] is adopted in the proposed MOOP-based EPR procedure:  

 
Samples falling in reasonable range

Robustness ratio=
Total samples

  (4) 

First, 10,000 samples randomly are generated from a reasonable joint distribution (e.g., 

multivariable lognormal distribution for most soil properties). Note that it supposes that variables 

(e.g., liquid limit (wL), plastic limit (wP), and plasticity index (IP)) are independent of each other. 

Then, the dependent variable (such as creep index in Jin et al.[54]) is predicted using each obtained 

EPR model. Finally, the robustness ratio is calculated according to the number of samples falling in 
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the reasonable range. Note that the reasonable range for a concerned variable can be determined over 

a large amount of representative data, such as the collected data for training EPR model. Furthermore, 

sometimes, the engineer’s experience can help determining the range.  

3.3 Adopted MODE  

To improve the performance of the proposed EPR process, the newly developed MODE by Jin 

et al. [55] was adopted. Fig. 3 shows the MODE flowchart, where µ is the population of individuals, 

λ is offspring and CR is crossover probability. In this MODE, a novel DE inspired recombination 

mutation operator proposed by Qi et al. [69] was adopted as follows:  

   

   

1 2 3 1 1 2 3

, 1 2 3 4

, is the best individual among [  ], if 0.6

,  otherwise

i

i r r r r r r r

i i

i best i r r r r

F rand

F F

    


    

v x x x x  x x  x

v x x x x x
  (5) 

where the indices r1, r2, r3 and r4 are distinct integers uniformly chosen from the set 1,  2,  ...,  pN ; 

Np is the number of individuals in one generation;  1 2r rx x  and  3 4r rx x are difference vectors 

to mutate the corresponding parent ix ; ,best ix is the best vector in the current generation i, which is 

randomly chosen as one of the top 100p% individuals in the current population with p∈(0, 1], and in 

this case p was set to 0.1; and Fi is the mutation factor that is regenerated within [0.5, 1.0] at each 

generation.  

After mutation, a binomial crossover is applied to offspring generated by crossover: s 

 
 ,

,

,

,  if rand 0,1  or 

x ,  otherwise

v
u i j rand

i j

i j

CR j j  
 


  (6) 

where rand(a, b) is a uniform random number in the interval [a, b] and is independently generated 

for each j and each i; jrand=randint (1, D) is an integer randomly chosen from 1 to D and is newly 

generated for each i, D being the dimension of the problem; and the crossover probability CR∈[0, 1], 

with CR=0.3 used in this study. 

4 Applications to geotechnical properties of soils 

To show the practicality of the proposed EPR procedure, it was applied to three cases, which 

covered typical geotechnical design activities: (a) modelling of compressibility, which is important 

for predicting the settlement of geotechnical structures; (b) modelling of undrained shear strength, 
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which is important for predicting soil strength and analysing its failure probability; and (c) predicting 

hydraulic conductivity, which is extremely important for solving various hydrogeology as well as 

geotechnical and environmental problems.  

4.1 Modelling of compressibility for remoulded clays 

4.1.1 Database 

The compressibility of a soil is usually measured by compression index Cc, defined as 

Cc=e/log('v), where e is void ratio and 'v is effective vertical stress. In traditional way, the Cc 

can be obtained from one-dimensional compression test or isotropic compression test prior to triaxial 

shear test. However, both kinds of tests would take a long time for obtaining the Cc. More than 50 

clays with 200 measured points were collected from several references [70-84,39,85] and used in the 

proposed MODE-based EPR procedure. In the database, the initial void ratio (e0), liquid limit (wL) 

and plasticity index (IP) were selected as the correlating variables of interest. It should be noted that 

the intrinsic compression index is directly related to the mineralogical composition of clays [86-90]. 

However, the datasets including the mineral fraction are limited, which hinders to develop an EPR 

based model involving the mineral fraction with excellent generalization ability. To assess the 

adequacy of the database, some indicators were determined, as noted in the statistics of variables 

summarized in Table 1. 

4.1.2 Discrepancy of current correlation formula 

According to previous studies [39], the compression index of remoulded clays can be correlated 

to various soil physical properties, such as water content w, initial void ratio e0, liquid limit wL, 

plastic limit wP, and plastic index IP. Table 2 summarizes the current empirical correlations of Cc 

using physical properties for remoulded clays. To assess their performance, all the collected data 

were predicted using some empirical correlations. Due to the unavailability of data, the correlations 

that involve Gs, eL and A were not compared. The comparison between measurements and 

predictions is shown in Fig. 4. It was found that the correlation coefficients R2 of all selected 

correlations are smaller than 0.8. From a practical view, the performance of all selected empirical 

correlations is not satisfactory and needs to be further improved. 

4.1.3 New EPR formulation of soil compressibility 
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Based on the equations shown in Table 2, the e0, wL and IP are the most typical properties and 

thus are selected as the correlating variables. A general structure of EPR expression for Cc is 

expressed: 

  0 L P 0, ,cC f e w I a    (7) 

where a0 is a constant.  

150 datasets randomly selected in the prepared database were used for training, and the 

remaining were used for testing. For simplicity, the value of exponent was constrained to [-2, 2] with 

a step size of 1. Also, the maximum number of terms was set to 8 according to Yin et al.[39]. For 

MODE, the number of the initial population was set to ten times that of decision variables, and the 

maximum generation was set to 200. Independent multiple runs were performed to avoid randomness. 

These settings of MODE will be used in the following cases. A total of seven combinations (=

1 2 3

3 3 3C C C  ), each containing different physical properties, were obtained, as summarized in Table 

3. Thus, the maximum number of variable combinations Comb is 7, and the maximum number of 

polynomial terms m is 8.  

4.1.4 Results and discussion 

To follow the proposed MODE-based EPR procedure in details, the correlations of Cc for 

remoulded clays were obtained and presented here. To highlight the good performance of the 

proposed MODE-EPR over the other previous MOOP EPR techniques, a classic multi-objective 

genetic algorithm EPR “NSGA-II EPR” only considering two objectives (accuracy and model 

complexity) was selected for a fair comparison. Fig. 5(a) shows the Pareto fronts obtained by MODE 

and NSGA-II respectively. It can be seen that not only a better accuracy but also a better diversity 

(the term number of correlation varying from 1 to 8) of correlations were obtained by MODE 

compared to NSGA, which indicates the advantage of the proposed method over the others. 

Furthermore, the robustness and monotonicity are the add-values due to the new objective and the 

new workflow considered in the proposed MODE EPR, which however can’t be guaranteed by 

previous MOOP EPR techniques. Fig. 5(b) shows all obtained models presented in the space of R2, 

term size and robustness ratio. Since the robustness ratio for all models is almost the same and close 
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to 1, the results are redisplayed in Fig. 5(c). It is found that the correlation coefficient increases as the 

number of polynomial terms increases. For practicality, models with R2 greater than 0.8 were of 

concern and marked using a “blue star”, as shown in Fig. 5(c), and the models with large number of 

term sizes but a slight increase in R2 were discarded. The formulations of interest are summarized in 

Table 4. Each possible model was assigned a model number to make it easily identifiable. Table 5 

presents the results of monotonicity analysis for variables involved in the EPR model of Cc. It can be 

seen that Model 1 has good mathematical characteristics. The results of ranking in terms of R2, Comb, 

m and monotonicity for EPR models of Cc are summarized in Table 6. Based on these results, Model 

1 was considered the optimal model for modelling Cc. 

To evaluate the performance of obtained EPR model, five indicators are used. Besides the mean 

value u, standard deviation value  and coefficient of determination (R2), the root mean square error 

(RMSE) index and mean absolute error (MAE) are expressed as:  

  
2

m p

1

1
RMSE

N

iN 

  Y Y   (8) 

 
m p

1

1
MAE Y Y

N

iN 

    (9) 

The higher the R2 or lower the RMSE and MAE values are, the better the model’s performance. 

A u value greater than 1.0 indicates over-estimation; a value less than 1.0 indicates underestimation. 

The best model is represented by a u value close to 1.0, and  close to 0. 

Table 7 summarizes the five indicators for the optimal model on training and testing data for Cc. 

The comparison of Cc between measurements and EPR predictions is shown in Fig. 6. All testing 

results demonstrate that the optimal EPR model can accurately reasonably predict the compression 

index using physical properties for given remoulded clays. Compared to the traditional way, the 

proposed EPR model can predict a value of Cc with enough accuracy and low experimental cost.  

4.2 Modelling of undrained shear strength for clays 

4.2.1 Database 

To propose an EPR model of su, numerous experimental data given in published papers 

[91-95,71,96-100] were compiled to form the database. In the database, water content w, liquid limit 
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wL, plastic limit wP, plastic index IP, sensitivity St, overconsolidation ratio OCR, effective in-situ 

vertical stress'v and preconsolidation pressure'p are treated as variables of interest. A total of 58 

clays with 363 measured points were used in the training and testing. To assess the adequacy of the 

database, some indicators were determined, as noted in the statistics of variables summarized in 

Table 8. The undrained shear strength (su) can be evaluated in situ (such as the field vane (FV) test 

and the piezocone cone penetration (CPTU) test) as well as in laboratory tests (such as the undrained 

triaxial compression (TXC) and the direct simple shear (DSS) test). In the database, most of the su 

were measured from field vane shear test. According to [91], a correction is needed to convert su
FV 

into su(mob) due to the overestimation of su from standard FV tests with a high speed of rotation in 

the test. The su(mob) can be expressed as: 

    FV

u u Lmob =  with =1.5 1s s w     (10) 

According to [101] and [102], su obtained from FV is somewhat comparable to su from DSS test 

results.  

4.2.2 Discrepancy of current correlation formula 

When su cannot be directly measured or the measurements are considered unreliable, su is 

commonly evaluated from transformation models using clay properties. Such models are usually 

empirical or semi-empirical, obtained by data fitting of measurements.  

Table 9 summarizes some commonly used correlations of su. However, such models must be 

carefully applied and their limitations recognized, as soil properties, soil behaviour, and site geology 

may differ between the data source and where the transformation models are calibrated [91]. To 

evaluate their performances, a comparison between measurements and predictions for each model 

was conducted. All results are shown in Fig. 7. It can be seen that the predictions are far from the 

actual values for all selected models. The models that involve OCR are superior to other models. Of 

them, the best model is the one proposed by [103] as a function of OCR and St. However, none of 

models are satisfying for application to engineering practices.  

4.2.3 New EPR formulation of undrained shear strength 
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Based on the performance of the equations shown in Fig. 6, w, wL, OCR and St were selected as 

the correlating variables to construct an EPR model of su(mob)/'v. Then, the general structure of 

EPR expression is expressed as:  

 
 

 u

L 0

v

mob
, ,OCR, t

s
f w w S a


 


  (11) 

where su(mob) is mobilized undrained shear strength; and a0 is a constant.  

300 data randomly selected in the prepared database were used for training and the remaining 

data were used for testing. The number of variable combinations (Comb= 1 2 3 4

4 4 4 4C C C C   ) is 15, 

and the maximum number of terms m is 8. All combinations are summarized in Table 10.  

4.2.4 Results and discussion  

Similar to the previous case, following the proposed MODE-based EPR procedure, the 

correlations of su(mob)/'v for clays were obtained and presented here. Fig. 8 (a) shows all obtained 

models presented in terms of R2, term size and robustness ratio. Since the robustness ratio for all 

models is almost the same and close to 1, the results are redisplayed in Fig. 8 (b). It is found that the 

R2 increases slightly as the term size increases. Therefore, only three model candidates with fewer 

term sizes were of concern and marked using “blue stars”. Table 11 gives the correlations of 

su(mob)/'v with different numbers of term sizes. All equations are a function of OCR and water 

content, which are similar to the equations proposed by [101,104,105]. Table 12 presents the results 

of monotonicity analysis for variables involved in EPR models of su(mob)/'v. It can be seen that all 

selected models have good mathematical characteristics. Based on obtained preliminary results, all 

models were ranked in terms of R2, Comb, m and monotonicity, and the selection index was then 

computed, as summarized in Table 13. Based on the results, “Model 1” was considered as the 

optimal model for modelling su(mob)/'v , which is a function of OCR.  

Table 14 summarizes the five indicators for the optimal model on training and testing data for 

su(mob)/'v. The comparison of su(mob)/'v between measurements and EPR predictions is shown in 

Fig. 6. It can be seen that most predicted points locate in the reasonable range [Ym=Yp±0.25]. All 

testing results demonstrate that the optimal EPR model can approximately predict undrained shear 

strength using physical properties for given clays. 
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4.3 Modelling of hydraulic conductivity for fine soils 

4.3.1 Database 

To propose an EPR correlation of hydraulic conductivity, a lot of experimental data 

[106,107,80,108-116] were collected to form a database. A total of 31 clays with 361 measured 

points were used in this case. To assess the adequacy of the database, some indicators were 

determined, as noted in the statistics of variables summarized in Table 15.  

4.3.2 Discrepancy of current correlation formula 

Up to now, numerous equations have been proposed to predict the saturated hydraulic 

conductivity of soils [117]. These equations are empirical and the hydraulic conductivity is 

commonly expressed as a function of the porosity and selected physical properties of the soils (e.g., 

Ip, wL, wP, IL and percentage of clay minerals). All selected equations are summarized in Table 16. To 

assess the performance of all selected equations, the collected database was used to form a prediction. 

Equations that involve eL imply that, at the liquid limit (e/eL=1), the k value takes a constant value 

whatever the clay, which is obviously unreasonable. Due to the unavailability of data, equations that 

involve IL [118] and clay minerals p [106] were not compared.  

Fig. 10 shows the comparison of k between measurements and predictions for empirical 

correlations. It is found that none of the selected equations can well predict hydraulic conductivity 

using physical properties. It seems that only the correlation proposed by Sridharan and Nagaraj [119] 

is applicable for most measured points, but its performance is unsatisfying for the purpose of 

application . Therefore, a reliable and effective EPR correlation of hydraulic conductivity using soil 

physical properties will be presented in the next section.  

4.3.3 New EPR formulation of hydraulic conductivity 

Based on the equations shown in Table 16, the e, wL and IP are selected as the correlating 

variables. Besides these variables, the clay content also has an important influence on hydraulic 

conductivity [117]. To keep the relationship between k and e [120], these four properties were 

selected to build the following general structure of EPR expression: 

    L P 0log , ,k f CI w I e a    (12) 
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where k is hydraulic conductivity; CI is clay content (the percentage of soil particle size <2 m); wL 

is liquid limit; IP is plastic index; e is void ratio; and a0 is a constant. 

300 datasets randomly selected in the prepared database were used for training and the 

remaining data were used for testing. The number of variable combinations (Comb= 1 2 3

3 3 3C C C  ) is 

7, and the maximum number of terms m is 8. All combinations of variables are summarized in Table 

17. 

4.3.4 Results and discussion 

Following the proposed MODE-based EPR procedure, the correlations of hydraulic 

conductivity for fine soils were obtained and presented in details. Fig. 11(a) shows all obtained 

models presented in terms of R2, term size and robustness ratio. Since the robustness ratio for all 

models is almost the same and close to 1, the results are redisplayed in Fig. 11(b). It is found that the 

correlation coefficient increases as the number of polynomial terms increases. For practicality, 

models with R2 greater than 0.7 were selected, and the remaining models were discarded. For 

selected models with the same number of term size, only the model with the maximum R2 was of 

concern, marked using a “blue star”, as shown in Fig. 11(b). The formulations of model candidates 

are presented in Table 18. The results of monotonicity analysis for variables involved in the EPR 

model are summarized in Table 19. Apart from Model 1, the monotonicity of other model candidates 

is not good. To find the optimal model, all model candidates were ranked in terms of R2, the number 

of term size, the number of variables, robustness ratio and monotonicity, and the selection index was 

also computed, as summarized in Table 20. The results indicate that Model 1, with three terms, is 

optimum.  

Table 21 shows the summary of five indicators for the optimal model on training and testing 

data for k. The comparison of k between measurements and EPR predictions is shown in Fig. 12. It 

can be seen that all predicted points locate in the range (1/3~3) of actual values, which is acceptable 

for engineering practice [121]. All testing results demonstrate that the optimal EPR model can 

accurately reasonably predict hydraulic conductivity using physical properties for given fine clays. 

Note that the predicted performance of Su or k is not as good as Cc for remoulded clays. 

Compared to intrinsic Cc, the uncertainty of Su or k is more significant. The value of Su or k is 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 

16 

 

obtained from field tests, which are affected by many factors, such as the soil spatial variability [122] 

and water chemical environment [123]. To quantify the uncertainty and predict a reasonable value of 

Su or k, the optimization algorithm used in EPR process can be replaced by Bayesian parameter 

identification method [124,125]. Furthermore, increasing the number of polynomial terms would 

have slight improvement for such a problem but it also brings model complexity.  

5 Conclusions 

An intelligent MODE-based EPR modelling technique with multi-step model selection has been 

proposed in this study. The first stage was is roughing selection, in which an enhanced MOOP-based 

EPR procedure with three objectives was is proposed. The proposed EPR procedure was is set apart 

from common MOOP-based EPR procedures in that, besides considering model accuracy (fitting 

performance) and model complexity (term size), it defined defines and adopted adopts the robustness 

ratio to measure the robustness of an EPR model.  

After roughing selection, the second stage, delicacy identification, was is launched, in which the 

optimal model was is finally selected. All model candidates were are respectively ranked in terms of 

R2, number of term size, number of involved variables, robustness ratio and monotonicity. To find the 

optimal model, a selection index considering the combined effects of all indicators was is defined 

and used in the proposed procedure for a decision make on the optimal model.  

To show the practicality of the proposed intelligent EPR technique, it was is applied to three 

cases, which covered typical geotechnical design activities: (a) modelling of compressibility; (b) 

modelling of undrained shear strength; and (c) modelling of hydraulic conductivity. Finally, three 

practical formulae were are obtained and evaluated with better performance comparing to existing 

ones. All comparisons demonstrate that the proposed MODE-EPR involving the indicator of model 

robustness with two-stage selection scheme is superior to the existing methods in terms of accuracy 

and robustness. 

The performance of proposed correlations (i.e., Cc, Su and k) would be better if more datasets or 

more variables are involved in the proposed selection procedure. However, the collection of data is a 

tedious and difficult work, which needs put in a lot of vigour and time. Furthermore, the 

representation of traditional machine learning methods or data mining methods is limited. In the 
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future, the more advanced optimization algorithm or novel selection procedure may improve the 

performance of EPR. 
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Tables 

Table 1 Statistics of variables used in the database 

Variable Maximum Minimum Mean Standard deviation 

e0 4.463 0.676 2.158 0.920 

wL (%) 166.20 25.00 68.89 26.61 

IP (%) 113.90 8.0 35.21 19.72 

Cc 1.340 0.12 0.457 0.226 

 

Table 2 Some formulations of correlation for the compression index Cc of remoulded soils 

Formulations References 

 c L0.007 10C w   [126] 

c P0.5 sC I G  [127] 

c L0.2237C e  [76] 

   1

c P P0.329 0.027 0.0133 1.192C w w I A    
   [75] 

c L0.2343C e  [77] 

c L0.256 0.04C e   [70] 

 c L0.009 -13C w  [128] 

 c P0.014 3.6C I   [81] 

c 0

c 0

0 0

100
0.0109 0.0018, with 

1

C e
C n

n e
  


 [79] 

c P0.015 0.0198C I   [78] 

c 0

0 0

0 0

1.0584 0.0885, with 
1

C e
n n

n e
  


 [83] 
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Table 3 Variable combinations in EPR model of Cc 

Comb Number of variables Combinations 

1 1 [e0] 

2 1 [wL] 

3 1 [IP] 

4 2 [e0, wL] 

5 2 [e0, IP] 

6 2 [wL, IP] 

7 3 [e0, wL, IP] 

 

Table 4 Optimal correlations of Cc with different number of term sizes 

Model number Comb m Proposed optimal correlation expression 

1 5 1 c 0 L0.1576 0.193C e w   

2 7 2 
0 p

c 0 L

L

0.1022 0.1337 0.139
e I

C e w
w

    

3 7 3 

2

0 p 0 p

c 0 L

L L

0.1104 0.2743 0.0532 0.0561
e I e I

C e w
w w

 
    

 
 

4 7 4 
 

2 2

0 p 0 p L

c 0 L

L L p

0.1653 0.23 0.0676 0.0699 0.135
e I e I w

C e w
w w I

 
     

 
 

5 7 5    
 

 
2

2 2 2L

c 0 L 0 L p 0 L p 0 L p

p

0.1412
0.3206 0.0284 0.0213 0.0540 0.2325

w
C e w e w I e w I e w I

I
       

Remark: CI, wL and IP are in real number, not in percentage. 

 

Table 5 Results of monotonicity analysis for variables involved in EPR model of Cc  

Model number e0 wL Ip Monotonous variables /Total involved variables Ranking  

1 1 1 - 2/2 1  

2 1 0 1 2/3 2  

3 1 0 0 1/3 3  
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4 1 0 0 1/3 3  

5 1 0 0 1/3 3  

 

Table 6 Results of ranking in terms of R2, Comb, m and monotonicity for EPR models of Cc 

Model number R2 Comb m Robustness ratio Monotonicity Selection index 

1 5 1 1 1 1 0.841 

2 4 2 2 1 2 0.802 

3 3 2 3 1 3 0.785 

4 2 2 4 1 3 0.785 

5 1 2 5 1 3 0.785 

 

Table 7 Summary of five indicators for the optimal model on training and testing data for Cc 

Comb m 

Training Testing 

R2 RMSE MAE u  R2 RMSE MAE u 

5 2 0.875 0.0727 0.054 1.036 0.192 0.848 0.0695 0.052 1.039 0.212 

 

Table 8 Statistics of variables used in the database for Su 

Variable Maximum Minimum Mean Standard deviation 

wL (%) 201.8 22.0 66.40 23.51 

IP (%) 73.9 2.7 27.59 8.14 

w (%) 180.1 17.3 74.26 23.26 

St 64.0 2.0 16.29 13.12 

OCR 7.5 1.0 1.778 0.898 

'v (kPa) 163.0 7.5 48.71 24.37 

'p (kPa) 270.0 20.0 78.85 38.49 

su
FV

 (kPa) 75.0 5.0 20.10 10.15 
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Table 9 Current formulations of correlation for su 

Formulations References 

FV

u

p

p

0.11 0.0037
s

I


 


 [129] 

FV

u

p

p

0.08 0.0055
s

I


 


 [130] 

 u

p

mob
0.22

s





 [131] 

 
 u 0.8

v

mob
0.23 0.04 OCR

s


 


 [101] 

 u

v

mob
OCRm

s
S


 


 [101] 

DSS

0.8u L

v

0.205
0.125 OCR

1.17

s w



 
    

 [105] 

   
DSS

0.35 0.77u

v

0.14 0.18 OCR
ws

w



 


 [104] 

 u 0.823 0.121

t

v

mob
0.229OCR

s
S





 [103] 

 

Table 10 Variable combinations in EPR model of su(mob)/'v 

Comb Number of variables Combinations 

1 1 [w] 

2 1 [wL] 

3 1 [OCR] 

4 1 [St] 

5 2 [w, wL] 

6 2 [w, OCR] 

7 2 [w, St] 

8 2 [wL, OCR] 

9 2 [wL, St] 

10 2 [OCR, St] 

11 3 [w, wL, OCR] 

12 3 [w, wL, St] 
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13 3 [w, OCR, St] 

14 3 [wL, OCR, St] 

15 4 [w, wL, OCR, St] 

 

 

Table 11 Optimal correlations of su(mob)/'v with different numbers of term sizes 

Model number m Proposed optimal correlation expression 

1 1 
 u 2

v

mob
=0.2605 0.045 OCR

s


 


  

2 2 
  2

u 2

v

mob 1
=0.27 0.0445 OCR 0.0066

OCR

s

w

 
      

 

3 3 
 u 2 2

v

mob 1
=0.303 0.0481 OCR 0.0344 0.0082 OCR

OCR

s
w

w
     

 
 

Remark: w is in real number, not in percentage.  

 

Table 12 Results of monotonicity analysis for variables involved in EPR model of su(mob)/'v  

Model number w OCR Monotonous variables /Total involved variables 

1 - 1 1/1 

2 1 1 2/2 

3 1 1 2/2 

 

 

Table 13 Results of ranking in terms of R2, Comb, m and monotonicity for EPR models of su(mob)/'v 

Model number R2 Comb m Robustness ratio Monotonicity Selection index 

1 3 1 1 1 1 0.693 

2 2 2 2 1 1 0.653 

3 1 2 3 1 1 0.653 

 

 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 

31 

 

Table 14 Summary of five indicators for the optimal model on training and testing data for su(mob)/'v 

Comb m 

Training Testing 

R2 RMSE MAE u  R2 RMSE MAE u 

3 1 0.78 0.129 0.090 1.086 0.347 0.87 0.127 0.097 1.236 0.553 

 

Table 15 Statistics of variables used in the database for hydraulic conductivity 

Variable Maximum Minimum Mean Standard deviation 

e 3.339 0.578 1.434 0.505 

wL (%) 678 44 210.3 202.8 

IP (%) 622.7 19 171.5 191.7 

CI (%) 85.7 11.5 59.9 21.4 

k (m/s) 6.79E-09 7.07E-12 4.95E-10 8.98E-10 

 

Table 16 Current correlation formula for predicting hydraulic conductivity 

Formulations References 

   p0.01 0.05 10 log cm / se I k       [132] 

 
 4.29

P p P0.0174 0.027 0.242
/

1

I e w I
k m s

e

   
 




 [133] 

 
L

2.162 0.195log /
e

k cm s
e

   [134] 

 
L

2.28 0.233log /
e

k cm s
e

   [135] 

 
 

 
L

L

0.0535 5.286
log

0.0063 0.2516

e w
k m s

w

 



 [136] 

 
L

2.23 0.204log /
e

k cm s
e

   [137] 

   
5

5.2

P0.00104
1

e
k m s I

e




 [119] 

    
 L7.52exp 0.25

pexp 5.51 4ln
I

k m s I e


    [118] 
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 
 

 
0.234

P

7
2.66 8.74

3.03

P

6.31 10

8.74

I p
k m s e

I p







 [106] 

Remarks: e: void ratio; eL: void ratio at liquid limit; wL (%):liquid limit; wP (%):plastic limit; IP (%): plasticity 

index; IL: liquidity index; p: the percentage of clay minerals in the soil divided by 100.  

 

Table 17 Variable combinations in EPR model of k 

Comb Number of variables Combinations 

1 1 [CI] 

2 1 [wL] 

3 1 [IP] 

4 2 [CI, wL] 

5 2 [CI, IP] 

6 2 [wL, IP] 

7 3 [CI, wL, IP] 

 

Table 18 Optimal correlations of k with different number of term sizes 

Model 

number 
m Proposed optimal correlation expression 

1 3 

2

L

P

P L P

0.0762
log 1.0334 0.9435 10.9919

w
k I e

I w I

 
     
 

 

2 5 

2
2 2 2 2

L

2 2

P L P L L L P

log 0.348 0.063 0.2427 0.1597 0.415 11.092P Pw I CI ICI CI
k e

I CI w I w CI w w I

  
       
   

 

3 6 

2
2 2 2

L P L

2 2 2

L P L P

log 0.9925 1.2737 0.2147 0.7354 0.6546 0.0277 11.0984P

P P

CIw I w ICI CI
k e

w I CI CII I w I

  
        
   

 

4 7 

2
2 2

P L P

2 2 2

L PL L L

0.3402 0.2798 0.03950.0119 0.6738
log 0.8036 0.3386 11.0896P

P

I w I ICI CI
k CI e

w I CI CIw I w CI w

  
         
   

 

5 8  
2

2
2

2 L P L

L L P 2 2

P P L L L

0.1061 0.4191 0.4375 0.5711 0.2243
log 0.0612 0.204 0.0006 11.1251P

P P

CIw I w I CI CI
k w CIw I e

I CI I CI w CI I w I w

  
           
   
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Remark: CI, wL and IP are in real number, not in percentage. 

 

Table 19 Results of monotonicity analysis for variables involved in EPR model of k 

Model number CI wL Ip e Monotonous variables /Total involved variables 

1 - 1 1 1 3/3 

2 0 0 0 1 1/4 

3 0 0 0 1 1/4 

4 0 0 0 1 1/4 

5 0 0 0 1 1/4 

 

Table 20 Results of ranking in terms of R2, Comb, m and monotonicity for EPR models of k 

Model number R2 Comb m Robustness ratio Monotonicity Selection index 

1 5 1 1 1 1 0.835 

2 4 2 2 1 2 0.791 

3 3 2 3 1 2 0.791 

4 2 2 4 1 2 0.791 

5 1 2 5 1 2 0.791 

 

Table 21 Summary of five indicators for the optimal model on training and testing data for k 

Comb m 

Training Testing 

R2 RMSE MAE u  R2 RMSE MAE u 

6 3 0.740 1.71e-9 3.56e-10 1.25 0.99 0.761 1.67e-9 4.59e-10 1.36 0.98 
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Figure captions 

Fig. 1 Typical flowchart of EPR procedure 

Fig. 2 Procedure of intelligent multi-step selection MOOP-based EPR process  

Fig. 3 Flow chart of proposed MODE 

Fig. 4 Comparison of predictions and measurements for EPR model and empirical correlations 

Fig. 5 Obtained Pareto front by proposed EPR procedure for Cc: (a) Pareto fronts obtained by MODE 

and NSGA-II; (b) Pareto front by MODE in space of R2, robustness ratio and term size; (c) 

Pareto front by MODE in space of R2 and term size 

Fig. 6 Comparison of Cc between measurements and EPR predictions 

Fig. 7 Comparison of su(mob)/'v between predictions and measurements for empirical correlations 

Fig. 8 Obtained Pareto front of proposed EPR procedure for su(mob)/'v 

Fig. 9 Comparison of su(mob)/'v between measurements and EPR predictions 

Fig. 10 Comparison of k between predictions and measurements for empirical correlations 

Fig. 11 Obtained Pareto front by proposed EPR procedure for k 

Fig. 12 Comparison of k between measurements and EPR predictions 
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Figure 1 
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Figure 2 
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Figure 4 
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Figure 6 
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Figure 7 
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Figure 9 
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Figure 10 

 

 

 

 

  

(a)  Nishida and  
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(b)  Carrier and 

Beckman (1984)

(c)  Sivappulaiah et al. (2000) (d)  Sridharan and 

Nagaraj (2005)
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Figure 12 
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