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Abstract: Sentinel-2 is a very new programme of the European Space Agency (ESA) that is designed for fine 15 

spatial resolution global monitoring. Sentinel-2 images provide four 10 m bands and six 20 m bands. To 16 

provide more explicit spatial information, this paper aims to downscale the six 20 m bands to 10 m spatial 17 

resolution using the four directly observed 10 m bands. The outcome of this fusion task is the production of 10 18 

Sentinel-2 bands with 10 m spatial resolution. This new fusion problem involves four fine spatial resolution 19 

bands, which is different to, and more complex than, the common pan-sharpening fusion problem which 20 

involves only one fine band. To address this, we extend the existing two main families of image fusion 21 

approaches (i.e., component substitution, CS, and multiresolution analysis, MRA) with two different schemes, 22 

a band synthesis scheme and a band selection scheme. Moreover, the recently developed area-to-point 23 

regression kriging (ATPRK) approach was also developed and applied for the Sentinel-2 fusion task. Using 24 

two Sentinel-2 datasets released online, the three types of approaches (eight CS and MRA-based approaches, 25 

and ATPRK) were compared comprehensively in terms of their accuracies to provide recommendations for 26 
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the task of fusion of Sentinel-2 images. The downscaled ten-band 10 m Sentinel-2 datasets represent important 27 

and promising products for a wide range of applications in remote sensing. They also have potential for 28 

blending with the upcoming Sentinel-3 data for fine spatio-temporal resolution monitoring at the global scale. 29 

 30 

Keywords: Sentinel-2, image fusion, downscaling, area-to-point regression kriging (ATPRK) 31 

 32 

 33 

1. Introduction 34 

 35 

Sentinel-2 is a wide-swath and fine spatial resolution satellite imaging mission of the European Space 36 

Agency (ESA) developed in the framework of the European Union Copernicus programme (Drusch et al., 37 

2012; Hagolle et al., 2015; Segl et al., 2015). According to the primary objectives of the programme, the 38 

Sentinel-2 mission is designed for data continuity and enhancement of the Landsat and SPOT missions. The 39 

Sentinel-2 satellite covers areas from −56° to 84° latitude, and the data are mainly intended to support global 40 

land services, including the monitoring of vegetation, soil and water cover, inland waterways and coastal areas. 41 

The Sentinel-2A satellite was launched on 23 June 2015 and is now in operation routinely. The addition of the 42 

complementary Sentinel-2B satellite will be launched in mid-2016. The twin satellites will be in the same orbit 43 

and 180° apart from each other, thereby increasing the frequency of coverage. 44 

Sentinel-2 images cover 13 spectral bands in the visible, near infrared (NIR) and short wave infrared (SWIR) 45 

wavelengths, with four bands at 10 m, six bands at 20 m and three bands at 60 m spatial resolution. Table 1 46 

lists the characteristics of the 13 bands. The sensor covers a field of view of 290 km, a swath much wider than 47 

the Landsat sensor (185 km) that has been applied widely for global monitoring over the past decades. Hence, 48 

the sensor revisits the same area more frequently (every ten days) with a constant viewing angle. The temporal 49 

resolution will be further increased to five days with Sentinel-2B. The fine spatial resolution, global coverage 50 
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and (relatively) fine temporal resolution make the Sentinel-2 data of great utility for a wide range of 51 

applications based on remote sensing. 52 

 53 

Table 1 Characteristics of the 13 bands of Sentinel-2 data 54 

Band number 1 2 3 4 5 6 7 8 8a 9 10 11 12 

Center (nm) 443 490 560 665 705 740 783 842 865 940 1375 1610 2190 

Width (nm) 20 65 35 30 15 15 20 115 20 20 30 90 180 

Spatial resolution (m) 60 10 10 10 20 20 20 10 20 60 60 20 20 

 55 

For Sentinel-2 data, four 10 m and six 20 m bands can be used for land-cover/land-use (LCLU) mapping and 56 

change detection. With respect to the three 60 m bands, they are mainly dedicated for atmospheric correction 57 

and cloud screening (i.e., 443 nm blue band for aerosol retrieval and cloud detection, 940 nm NIR band for 58 

water vapor correction, and 1375 nm SWIR band for cirrus detection) (Drusch et al., 2012; Hagolle et al., 59 

2015). The existence of 10 m bands covering the same scene offers excellent opportunities for downscaling the 60 

20 m bands to 10 m spatial resolution to provide more detailed spatial information. This downscaling issue is 61 

termed image fusion in remote sensing. In this paper, for the first time, we fuse the four 10 m and six 20 m 62 

bands to produce a complete set of ten-band Sentinel-2 data at 10 m spatial resolution and identify the most 63 

accurate image fusion method for this task from the existing approaches. 64 

There are two main families of image fusion approaches, that is, component substitution (CS) and 65 

multiresolution analysis (MRA) (Vivone et al., 2015). The CS approach transforms the original multispectral 66 

image into a new domain and substitutes one of the components with the fine spatial resolution band (hereafter, 67 

fine band), such as the panchromatic (PAN) band in PAN-sharpening. Common CS examples include 68 

principal component analysis (PCA) (Shettigara, 1992), intensity-hue-saturation (IHS) (Tu et al., 2001), 69 

Brovey transformation (BT) (Gillespie et al., 1987), Gram-Schmidt (GS) transformation (Laben & Brower, 70 

2000), adaptive GS (GSA) (Aiazzi et al., 2007), and partial replacement adaptive component substitution 71 

(PRACS) (Choi et al., 2011). In the MRA approach, spatial detail is injected by multiresolution decomposition 72 
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of the fine band. Algorithms falling into this type are high-pass filtering (HPF) (Chavez et al., 1991), 73 

smoothing filter-based intensity modulation (SFIM) (Liu, 2000), decimated wavelet transform using an 74 

additive injection model (Indusion) (Khan et al., 2008), a trous wavelet transform (ATWT) (Vivone et al., 75 

2014), ATWT using the Model 2 (ATWT-M2) (Ranchin & Wald, 2000) and Model 3 (ATWT-M3) (Ranchin 76 

& Wald, 2000), and the generalized Laplacian pyramid with modulation transfer function-matched filter 77 

(MTF-GLP) (Aiazzi et al., 2006; Vivone et al., 2015). 78 

Geostatistical approaches based on kriging have also been explored for image fusion, including kriging with 79 

external drift (KED) (Sales et al., 2013), downscaling cokriging (DSCK) (Atkinson et al., 2008; 80 

Pardo-Iguzquiza et al., 2006, 2011) and the recently developed area-to-point regression kriging (ATPRK) 81 

approach (Wang et al., 2015a,b). They have the significant advantage of preserving the spectral properties of 82 

the observed coarse images, that is, they are coherent. The geostatistical solutions treat the coarse bands as 83 

primary variables and the fine bands as auxiliary variables. DSCK requires cross-semivariogram modeling 84 

which involves complex deconvolution and convolution calculation processes. KED simplifies the 85 

semivariogram modeling process and makes downscaling easier to automate. However, the size of kriging 86 

matrices in KED is larger than that in ATPRK, and KED requires calculation of the kriging weights locally for 87 

each fine pixel. By contrast, ATPRK separates ―trend‖ estimation (i.e., the regression part) from residual 88 

downscaling, and the kriging weights are calculated only once. ATPRK is, thus, computationally more 89 

efficient than KED and more user-friendly than DSCK (Wang et al., 2015a,b). As the advantages of ATPRK 90 

over KED and DSCK have been clearly presented both theoretically and experimentally in our previous works 91 

(Wang et al., 2015a,b), KED and DSCK were not considered for downscaling Sentinel data in this paper. 92 

The existing CS and MRA approaches were developed originally for image fusion with a single fine band 93 

(such as the PAN band in PAN-sharpening). In Sentinel-2, there are four 10 m bands treated as such fine bands. 94 

Thus, the image fusion task for Sentinel-2 is different from, and more complex than, the conventional 95 

PAN-sharpening task. In this paper, the main aim was to extend the CS and MRA approaches to fusion of the 96 

Sentinel-2 10 m and 20 m bands. With respect to the advanced ATPRK approach, it can make use of all fine 97 
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bands straightforwardly by a one-stage multiple regression, and can be applied readily for Sentinel-2 image 98 

fusion. The objectives of this paper were, thus, as follows. 99 

1) To extend the existing CS and MRA approaches to fuse Sentinel-2 10 m and 20 m bands. This was 100 

achieved by producing a single band from the four fine bands, and an effective scheme was identified. 101 

2) To apply ATPRK for fusion of Sentinel-2 data. ATPRK was used straightforwardly for the fusion 102 

problem by using all fine bands simultaneously, but also extended by using single band-based schemes. 103 

3) To compare the three types of image fusion approaches (i.e., CS, MRA and ATPRK) and to identify the 104 

most accurate image fusion method for the Sentinel-2 fusion task. 105 

The remainder of this paper is organized as follows. Section 2 first introduces the studied data, followed by 106 

the principles of the ATPRK approach and the scheme for extending CS, MRA and ATPRK for Sentinel-2 107 

image fusion. The experimental results are provided in Section 3, in which the three types of image fusion 108 

approaches are compared. Section 4 further discusses the Sentinel-2 image fusion issue and the results, and 109 

Section 5 finally concludes the paper. 110 

 111 

 112 

2. Methods 113 

 114 

2.1. Data 115 

 116 

The first Sentinel-2 products acquired on 18 August 2015 are released online. They are Level-1C products 117 

and provide geo-coded top of atmosphere reflectance with a sub-pixel multispectral registration (Drusch et al., 118 

2012). Each product is a tile of 109 km by 109 km area in the UTM/WGS84 projection. 119 

In this paper, we analyzed three datasets. The first one covers a scene in Verona, Italy, the second one covers 120 

a scene in Treviso, Italy, and the third one covers a scene in Malmo, Sweden. For each dataset, we selected an 121 

area with a spatial extent of 24 km by 24 km. The 20 m bands, thus, contain 1200 by 1200 pixels and the 10 m 122 
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bands contain 2400 by 2400 pixels. Fig. 1 shows the three Sentinel-2 images. The three study areas are covered 123 

mainly by a mix of vegetation and urban fabric. As shown in the three sub-areas in Fig. 1(j)-Fig. 1(l), the 20 m 124 

images are visually more ambiguous than the 10 m images, and many textures evident in the 10 m images 125 

cannot be resolved in the 20 m images. This motivates downscaling the 20 m Sentinel-2 bands. The geometric 126 

registration between the 10 m and 20 m bands is critical in image fusion and the registration errors will 127 

potentially affect the accuracy greatly. For 20 m VNIR bands 5, 6, 7 and 8a of the Level-1C products, the 128 

correlation coefficient (CC) between them and the 10 m VNIR bands can reach 0.99, suggesting that the 129 

registration of the Level-1C products is highly reliable. Thus, no further registration was performed. 130 

Naturally, the six 20 m bands can be fused with the four 10 m bands to produce ten-band 10 m Sentinel-2 131 

images. In this case, however, no reference at 10 m can be used to examine the downscaling methods 132 

objectively. Thus, synthetic datasets (i.e., spatially degraded datasets) were used for reliable assessment and 133 

objective comparison between the image fusion approaches. More precisely, convolved with the 134 

pre-determined point spread function (PSF), the available 20 m bands and 10 m bands were first upscaled to 40 135 

m and 20 m, respectively. Image fusion was then applied to the observed six 40 m coarse bands, treating the 136 

four 20 m bands as fine bands. The produced six-band 20 m fusion results were compared to the original 20 m 137 

bands (i.e., the perfect reference) for objective evaluation. This is a scheme used commonly in experimental 138 

studies to evaluate downscaling approaches (Atkinson, 2009). 139 

 140 

 141 

 142 

 143 

 144 

 145 

 146 

 147 
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(a)                                                                (b)                                                                (c) 148 

   149 
(d)                                                                (e)                                                                (f) 150 

   151 
(g)                                          (h)                                          (i) 152 

   153 
(j)                                          (k)                                          (l) 154 

   155 
Fig. 1. The three studied Sentinel-2 images. (a)-(c) are 10 m data (2400 by 2400 pixels, bands 4, 3 and 2 as RGB) for Verona, Treviso 156 

and Malmo, respectively. (d)-(f) are 20 m data (1200 by 1200 pixels, bands 12, 8a and 5 as RGB) for Verona, Treviso and Malmo, 157 

respectively. (g)-(i) are sub-areas with 200 by 200 pixels in (a)-(c). (j)-(l) are three corresponding sub-areas with 100 by 100 pixels in 158 

(d)-(f). 159 



   

 

8 

2.2. ATPRK 160 

 161 

ATPRK was first proposed for fusion of 500 m MODIS bands 3-7 with 250 m bands 1-2 in our previous 162 

research (Wang et al., 2015a). The approach consists of regression-based overall ―trend‖ estimation (trend is a 163 

term used in geostatistics to refer to the spatially varying mean of a spatial process) and area-to-point 164 

(ATPK)-based residual downscaling (where residual refer to the variation remaining after removal of the trend) 165 

(Atkinson, 2013; Kerry et al., 2012; Kyriakidis, 2004; Kyriakidis & Yoo, 2005). ATPRK can be viewed as an 166 

extension of either regression kriging (Hengl et al., 2004, 2007) or ATPK (Wang et al., 2015a). It is a fast and 167 

user-friendly approach. Inheriting the advantages of ATPK, ATPRK accounts explicitly for size of support 168 

(pixel), spatial correlation, and PSF of the sensor. Importantly, it has the appealing advantage that it can 169 

precisely preserve the spectral properties of the original coarse data, that is, it is perfectly coherent. The proof 170 

of perfect coherence of ATPRK can be found in Appendix A in Wang et al. (2015a), which is based on the 171 

perfect coherence of ATPK (see Pages 267-269 in Kyriakidis (2004)). The coherence characteristic of ATPK 172 

and ATPRK is not affected by the specific form of PSF (Kyriakidis, 2004; Wang et al., 2015a). 173 

The principle of ATPRK is briefly introduced in this section. Suppose ( )l

V iZ x  is the random vector (i.e., 174 

brightness value) of pixel V centered at ix  (i=1,…,M, where M is the number of pixels) in coarse band l 175 

(l=1,…,6), and ( )k

v jZ x  is the random vector of pixel v centered at 
jx  (j=1,…, 2MF , where F=2 is the spatial 176 

resolution ratio between the coarse and fine spatial resolution bands) in fine band k (k=1,…,4). ATPRK aims 177 

to predict the target variable ( )l

vZ x  for all fine pixels in all six coarse bands. 178 

Let 
1

ˆ ( )l

vZ x  and 
2

ˆ ( )l

vZ x  be the predictions of the regression and the ATPK parts, respectively. The ATPRK 179 

prediction is given by 180 

1 2
ˆ ˆ ˆ( ) ( ) ( )l l l

v v vZ Z Z x x x .                                                               (1) 181 

At a specific location 0x , the regression prediction is calculated as a linear combination of the four fine 182 

pixels in the corresponding four fine bands 183 
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4
0

1 0 0 0

0

ˆ ( ) ( ), ( ) 1l l k

v k v v

k

Z a Z Z


  x x x .                                                      (2) 184 

Based on the assumption of scale-invariance, the coefficients { | 0,...,4}l

ka k   in (2) are calculated according 185 

to the relationship between the observed coarse band l and the upscaled bands k

VZ  (k=1,…,4) (created by 186 

convolving the fine band with the pre-determined PSF) from the original four fine bands 187 

4
0

0

( ) ( ) ( ), ( ) 1l l k l

V k V V V

k

Z a Z R Z


    x x x x x                                                 (3) 188 

where ( )l

VR x  is a residual term and the coefficients are estimated by ordinary least squares. 189 

After regression modeling, ATPK is performed in the second-stage to downscale the coarse residuals ( )l

VR x  190 

in (3) to the desired fine spatial resolution. ATPK-based residual downscaling retains the spectral information 191 

in the original coarse data. The fine residual at location 0x  is calculated as 192 

2 0

1 1

ˆ ( ) ( ), s.t. 1
N N

l l

v i V i i

i i

Z R 
 

    x x                                                       (4) 193 

in which i  is the weight for the ith coarse residual centered at ix  and N is the number of neighboring coarse 194 

pixels. The weights { | 1,..., }i i N   are calculated according to the kriging matrix 195 

1 1 1

1

( , ) ... ( , )
. . . .
. . . .

. . .
( , ) ...

l l

VV VV N

l l

VV N VV

 

 

  
   
   
  

 

x x x x

x x

0 11

0

( , )
. .
. .
. .

( , ) ( , )
1 ... 1

l

vV

l
NN N vV N



 


    
     

       
    
           

x x

x x x x

                                         (5) 196 

where ( , )l

VV i j x x  is the coarse-to-coarse semivariogram between coarse pixels centered at ix  and 
jx  in band 197 

l, 0( , )l

vV j x x  is the fine-to-coarse semivariogram between fine and coarse pixels centered at 0x  and 
jx  in 198 

band l, and   is the Lagrange multiplier. Let s be the Euclidean distance between the centroids of any two 199 

pixels and ( )l

Vh s  be the PSF of the sensor. ( )l

VV s  and ( )l

vV s  are calculated by convoluting the fine-to-fine 200 

semivariogram ( )l

vv s  with the PSF ( )l

Vh s  as follows 201 

( ) ( )* ( )l l l

vV vv Vh s s s                                                                  (6) 202 
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( ) ( )* ( )* ( )l l l l

VV vv V Vh h  s s s s                                                            (7) 203 

where * is the convolution operator. ( )l

vv s  is estimated by deconvolution of the coarse semivariogram 204 

calculated from the coarse residual image ( )l

VR x . Details on the deconvolution approach can be found in 205 

Wang et al. (2015a,b). The sensor PSF is assumed to be the Gaussian filter in (8), which is commonly used in 206 

remote sensing 207 

2 2

1 2

2 2

1
exp , if ( )

( ) 2 2

0, otherwise

V

x x
V

h  

   
         
 

x x
x                                             (8) 208 

in which   is the standard deviation (width of the Gaussian PSF), 1x  and 2x  are coordinates of location x  209 

(i.e., 1 2{ , }x xx ), ( )V x  is the spatial neighborhood of the pixel centered at x. In this paper, the width of the 210 

Gaussian PSF was set to half of the pixel size. 211 

 212 

2.3. Image fusion for Sentinel-2 213 

 214 

In this paper, for Sentinel-2 image fusion, we consider four CS methods, including adaptive BT (BTA) 215 

(Gillespie et al., 1987, Aiazzi et al., 2007), GSA (Aiazzi et al., 2007), context-adaptive GSA (GSA-CA) 216 

(Aiazzi et al., 2009) and PRACS (Choi et al., 2011)). We also consider four MRA methods, including 217 

ATWT-M3 (Ranchin & Wald, 2000), MTF-GLP (Aiazzi et al., 2006; Vivone et al., 2015), MTF-GLP with 218 

context-based decision (MTF-GLP-CBD) (Alparone et al., 2007), and MTF-GLP with high-pass modulation 219 

(MTF-GLP-HPM) (Aiazzi et al., 2003). 220 

CS and MRA use a single fine band (e.g., PAN band) to sharpen the coarse bands. This means that a single 221 

band needs to be extracted from the four fine bands in Sentinel-2 data. This issue in image fusion has been 222 

conceptualized as ―hyper-sharpening‖ in the very recent literature, which originally means fusion of a fine 223 

spatial resolution multispectral image with a coarse hyperspectral image (Selva et al., 2015). For 224 

accommodation of fine spatial resolution information from multiple fine bands, two schemes were proposed in 225 
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Selva et al. (2015), that is, the synthesized band scheme and the selected band scheme. The selected band 226 

scheme selects a fine band from the fine band set for each coarse band, which is determined as the one with the 227 

largest correlation with the visited coarse band. 228 

The synthesized band scheme synthesizes a single fine band from the fine band set (i.e., fine multispectral 229 

image), such as averaging all fine multispectral bands (Selva et al., 2015). However, the synthesized band 230 

scheme based on the simple averaging process fails to consider the relation between the visited coarse band 231 

and the four fine bands. In this paper, to fully account for the information in the four fine bands, the 232 

synthesized band for each coarse band is determined adaptively as a linear combination of the four fine bands. 233 

The weights are calculated according to the multiple regression model built between the visited coarse band 234 

and the four fine bands. This is a process similar to that in (2) and (3) in ATPRK. 235 

For the fusion of Sentinel-2 images, this paper extends the three types of image fusion approaches (i.e., CS, 236 

MRA and ATPRK) using the synthesized and selected band schemes. Based on the multiple regression model 237 

in (3), the use of the synthesized band in ATPRK amounts to the use of all four fine bands directly. The 238 

performances of the three types of approaches coupled with the two band extraction schemes are illustrated in 239 

the following experiments. 240 

 241 

 242 

3. Experiments 243 

 244 

3.1 Experiment on the spatially degraded datasets 245 

 246 

Four indices were used for quantitative evaluation, including the CC, universal image quality index (UIQI) 247 

(Wang & Bovik, 2002), relative global-dimensional synthesis error (ERGAS) (Ranchin & Wald, 2000), and 248 

spectral angle mapper (SAM). For CC and UIQI, they were first calculated for each band, and then the values 249 

for all bands were averaged. For SAM, values for the spectra of all pixels were first calculated and then 250 
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averaged. As mentioned in Wald et al. (1997), in image fusion, it is important that any synthetic image, once 251 

degraded to its original spatial resolution, should be as close as possible to the original image. Thus, we also 252 

used CC, UIQI, ERGAS and SAM to evaluate the consistency. The fused image was upscaled to the original 253 

coarse spatial resolution and the observed coarse image was used as reference. In the upscaling process, 254 

exactly the same PSF (i.e., the Gaussian filter in (8)) used for simulating the 40 m and 20 m images and 255 

creating k

VZ  (k=1,…,4) in the regression modeling in (3) should be used. That is, the PSF should be consistent. 256 

Figs 2-4 show the downscaling results for three sub-areas of the three datasets. Note that for each method, 257 

the band extraction scheme leading to the greatest accuracy is shown. For MRA and ATPRK, the results are 258 

those obtained with the synthesized bands. For CS, the results are obtained with the selected bands (except 259 

BTA for the Malmo data and PRACS for the Treviso data). The selected bands for the three datasets are 260 

displayed in Table 2. For the coarse bands, the selected fine bands generally have the closest wavelengths with 261 

them. For example, for the VNIR bands 6 (733-748nm), 7 (765-785nm) and 8a (855-875nm), the spectrally 262 

closest band 8 (785-900nm) is selected. 263 

 264 

Table 2 The selected fine band (bands 2, 3, 4 or 8) for each coarse band (bands 5, 6, 7, 8a, 11 or 12) of the three datasets 265 

 Band 5 Band 6 Band 7 Band 8a Band 11 Band 12 

Verona Band 4 Band 8 Band 8 Band 8 Band 4 Band 4 

Treviso Band 4 Band 8 Band 8 Band 8 Band 4 Band 4 

Malmo Band 3 Band 8 Band 8 Band 8 Band 3 Band 4 

 266 

It can be seen that the BTA result in Fig. 4(d), GSA result in Fig. 4(e) and GSA-CA result in Fig. 4(f) lead to 267 

obvious spectral distortion. This is clearly illustrated by the results for road restoration. PRACS and 268 

ATWT-M3 produce over-smooth results, in which the texture (e.g., the elongated features in urban areas) 269 

cannot be observed very clearly, see Fig. 2(g), Fig. 2(h), Fig. 3(h) and Fig. 4(h). The MTF-GLP-CBD results 270 

tend to be superior to MTF-GLP and MTF-GLP-HPM, and are closest to ATPRK results. Tables 3-5 list the 271 

quantitative assessment for the three datasets at the target fine spatial resolution. Three observations can be 272 

made from the comparisons. 273 

First, for the CS methods, greater accuracies are produced when the selected band scheme is used. For 274 
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example, for the Verona data, the CC values of GSA and GSA-CA increase by 0.007 and 0.003 using the 275 

selected band scheme. Moreover, the GSA and GSA-CA methods are more accurate than BTA and PRACS. 276 

Second, for the MRA and ATPRK methods, the synthesized band scheme is able to produce greater 277 

accuracies than the synthesized band scheme. MRA (except ATWT-M3) with the synthesized band is superior 278 

to CS with the selected band. Furthermore, the general rank of the four MRA methods in terms of accuracy 279 

(from most to least accurate) are MTF-GLP-CBD, MTF-GLP, MTF-GLP-HPM and ATWT-M3. The 280 

advantages of the former three methods over ATWT-M3 are obvious. More precisely, for all three datasets, the 281 

CC values of the three MRA methods are at least 0.01 larger than that of ATWT-M3, and the gains in UIQI are 282 

even larger (e.g., over 0.02 for the Treviso data). 283 

Third, given the same scheme of band extraction for all methods, ATPRK produces the greatest accuracy 284 

amongst the three types of approaches. Take the synthesized band scheme as an example, ATPRK produces 285 

the largest CC (0.9932, 0.9916 and 0.9963 for Verona, Treviso and Malmo, respectively) and UIQI (0.9931, 286 

0.9914 and 0.9963 for Verona, Treviso and Malmo, respectively) and smallest ERGAS (1.5374, 1.7618 and 287 

1.3456 for Verona, Treviso and Malmo, respectively) and SAM (0.0217, 0.0237 and 0.0198 for Verona, 288 

Treviso and Malmo, respectively) for all three datasets. 289 

Tables 6-8 present the consistency of the downscaling methods for the three datasets at coarse spatial 290 

resolution. Consistency was used here because it was demonstrated to be able to give reliable assessment of 291 

the relative performance of image fusion and to be superior to the commonly used quality no reference (QNR) 292 

metrics (Palsson et al., 2016). The three MRA methods, including MTF-GLP-CBD, MTF-GLP, 293 

MTF-GLP-HPM, outperform all four CS methods. It is worth noting that ATPRK achieves the ideal CC and 294 

UIQI and almost ideal ERGAS and SAM for all three datasets, demonstrating that it can perfectly preserve the 295 

spectral properties of the original coarse data. 296 

 297 

 298 

 299 
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(a)                                          (b)                                          (c) 300 

   301 
(d)                                          (e)                                          (f)                                           (g) 302 

    303 
(h)                                          (i)                                          (j)                                           (k) 304 

    305 
Fig. 2. Downscaling results (20 m) for the sub-area in Verona (bands 12, 8a and 5 as RGB). (a) 40 m coarse image. (b) 20 m 306 

reference image. (c) ATPRK. (d) BTA. (e) GSA. (f) GSA-CA. (g) PRACS. (h) ATWT-M3. (i) MTF-GLP. (j) MTF-GLP-CBD. (k) 307 

MTF-GLP-HPM. For each method in (h)-(k), the result for the case with greatest accuracy is shown. 308 

 309 

 310 

 311 

 312 

 313 

 314 

 315 

 316 

 317 

 318 

 319 
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(a)                                          (b)                                          (c) 320 

   321 
(d)                                          (e)                                          (f)                                           (g) 322 

    323 
(h)                                          (i)                                          (j)                                           (k) 324 

    325 
Fig. 3. Downscaling results (20 m) for the sub-area in Treviso (bands 12, 8a and 5 as RGB). (a) 40 m coarse image. (b) 20 m 326 

reference image. (c) ATPRK. (d) BTA. (e) GSA. (f) GSA-CA. (g) PRACS. (h) ATWT-M3. (i) MTF-GLP. (j) MTF-GLP-CBD. (k) 327 

MTF-GLP-HPM. For each method in (h)-(k), the result for the case with greatest accuracy is shown. 328 
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(a)                                          (b)                                          (c) 340 

   341 
(d)                                          (e)                                          (f)                                           (g) 342 

    343 
(h)                                          (i)                                          (j)                                           (k) 344 

    345 
Fig. 4. Downscaling results (20 m) for the sub-area in Malmo (bands 12, 8a and 5 as RGB). (a) 40 m coarse image. (b) 20 m reference 346 

image. (c) ATPRK. (d) BTA. (e) GSA. (f) GSA-CA. (g) PRACS. (h) ATWT-M3. (i) MTF-GLP. (j) MTF-GLP-CBD. (k) 347 

MTF-GLP-HPM. For each method in (h)-(k), the result for the case with greatest accuracy is shown. 348 

 349 
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Table 3 Quantitative assessment of the downscaling methods at fine spatial resolution of 20 m for the Verona data 360 

 CC ERGAS UIQI SAM 

Ideal 1 0 1 0 

BTA 
Synthesized 0.9807 3.0684 0.9702 0.0396 

Selected 0.9818 2.8730 0.9731 0.0375 

GSA 
Synthesized 0.9784 2.9111 0.9781 0.0417 

Selected 0.9852 2.3126 0.9843 0.0297 

GSA-CA 
Synthesized 0.9824 2.6451 0.9823 0.0366 

Selected 0.9857 2.3010 0.9852 0.0315 

PRACS 
Synthesized 0.9796 2.8179 0.9764 0.0378 

Selected 0.9823 2.6974 0.9774 0.0328 

ATWT-M3 
Synthesized 0.9761 3.1499 0.9677 0.0376 

Selected 0.9723 3.4039 0.9633 0.0406 

MTF-GLP 
Synthesized 0.9883 2.0504 0.9873 0.0269 

Selected 0.9857 2.2670 0.9843 0.0295 

MTF-GLP-CBD 
Synthesized 0.9898 1.9321 0.9894 0.0268 

Selected 0.9867 2.2199 0.9863 0.0336 

MTF-GLP-HPM 
Synthesized 0.9874 2.1975 0.9856 0.0286 

Selected 0.9867 2.1716 0.9854 0.0281 

ATPRK 
Synthesized 0.9932 1.5374 0.9931 0.0217 

Selected 0.9915 1.7034 0.9913 0.0232 

 361 

Table 4 Quantitative assessment of the downscaling methods at fine spatial resolution of 20 m for the Treviso data 362 

 CC ERGAS UIQI SAM 

Ideal 1 0 1 0 

BTA 
Synthesized 0.9806 3.2863 0.9660 0.0391 

Selected 0.9810 3.1430 0.9683 0.0388 

GSA 
Synthesized 0.9796 2.8244 0.9793 0.0485 

Selected 0.9833 2.4932 0.9823 0.0317 

GSA-CA 
Synthesized 0.9845 2.4514 0.9843 0.0333 

Selected 0.9843 2.4138 0.9835 0.0311 

PRACS 
Synthesized 0.9807 2.8661 0.9754 0.0365 

Selected 0.9792 3.0492 0.9722 0.0380 

ATWT-M3 
Synthesized 0.9716 3.5460 0.9597 0.0412 

Selected 0.9679 3.7639 0.9556 0.0440 

MTF-GLP 
Synthesized 0.9854 2.3448 0.9838 0.0289 

Selected 0.9829 2.5023 0.9810 0.0307 

MTF-GLP-CBD 
Synthesized 0.9870 2.2090 0.9865 0.0285 

Selected 0.9850 2.3474 0.9843 0.0307 

MTF-GLP-HPM 
Synthesized 0.9842 2.5561 0.9816 0.0314 

Selected 0.9838 2.4353 0.9820 0.0303 

ATPRK 
Synthesized 0.9916 1.7618 0.9914 0.0237 

Selected 0.9897 1.9124 0.9895 0.0256 

 363 

Table 5 Quantitative assessment of the downscaling methods at fine spatial resolution of 20 m for the Malmo data 364 

 CC ERGAS UIQI SAM 

Ideal 1 0 1 0 

BTA 
Synthesized 0.9862 2.9574 0.9821 0.0388 

Selected 0.9853 2.8504 0.9816 0.0346 

GSA 
Synthesized 0.9841 3.0043 0.9840 0.0527 

Selected 0.9884 2.3572 0.9882 0.0346 

GSA-CA 
Synthesized 0.9801 3.4851 0.9790 0.0716 

Selected 0.9824 2.9505 0.9821 0.0588 

PRACS 
Synthesized 0.9909 2.2179 0.9896 0.0335 

Selected 0.9906 2.2059 0.9892 0.0307 

ATWT-M3 
Synthesized 0.9844 2.8906 0.9812 0.0350 

Selected 0.9822 3.0349 0.9787 0.0363 
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MTF-GLP 
Synthesized 0.9927 1.9103 0.9925 0.0277 

Selected 0.9918 1.9742 0.9916 0.0286 

MTF-GLP-CBD 
Synthesized 0.9923 1.9598 0.9922 0.0280 

Selected 0.9916 2.0121 0.9915 0.0296 

MTF-GLP-HPM 
Synthesized 0.9931 1.8444 0.9929 0.0259 

Selected 0.9924 1.9077 0.9921 0.0263 

ATPRK 
Synthesized 0.9963 1.3456 0.9963 0.0198 

Selected 0.9959 1.3983 0.9958 0.0208 

 365 

 366 

 367 

 368 

 369 

Table 6 Quantitative assessment of the downscaling methods at coarse spatial resolution of 40 m for the Verona data 370 

 CC ERGAS UIQI SAM 

Ideal 1 0 1 0 

BTA 
Synthesized 0.9885 2.2276 0.9808 0.0287 

Selected 0.9914 1.9589 0.9839 0.0248 

GSA 
Synthesized 0.9866 2.0717 0.9865 0.0309 

Selected 0.9956 1.1216 0.9955 0.0131 

GSA-CA 
Synthesized 0.9898 1.8708 0.9897 0.0260 

Selected 0.9959 1.1521 0.9958 0.0159 

PRACS 
Synthesized 0.9893 1.8453 0.9880 0.0254 

Selected 0.9957 1.2202 0.9942 0.0147 

ATWT-M3 
Synthesized 0.9922 1.6580 0.9897 0.0193 

Selected 0.9909 1.8093 0.9881 0.0216 

MTF-GLP 
Synthesized 0.9986 0.6792 0.9985 0.0083 

Selected 0.9981 0.7884 0.9979 0.0105 

MTF-GLP-CBD 
Synthesized 0.9990 0.5704 0.9990 0.0074 

Selected 0.9984 0.7190 0.9984 0.0118 

MTF-GLP-HPM 
Synthesized 0.9984 0.7688 0.9981 0.0101 

Selected 0.9983 0.7333 0.9982 0.0097 

ATPRK 
Synthesized 0.9999 0.1518 0.9999 0.0020 

Selected 0.9999 0.1843 0.9999 0.0026 

 371 

Table 7 Quantitative assessment of the downscaling methods at coarse spatial resolution of 40 m for the Treviso data 372 

 CC ERGAS UIQI SAM 

Ideal 1 0 1 0 

BTA 
Synthesized 0.9905 2.2026 0.9802 0.0260 

Selected 0.9931 2.0278 0.9821 0.0243 

GSA 
Synthesized 0.9899 1.7648 0.9899 0.0377 

Selected 0.9960 1.1059 0.9959 0.0141 

GSA-CA 
Synthesized 0.9945 1.3135 0.9944 0.0189 

Selected 0.9967 1.0021 0.9966 0.0129 

PRACS 
Synthesized 0.9933 1.5464 0.9912 0.0205 

Selected 0.9959 1.2962 0.9937 0.0187 

ATWT-M3 
Synthesized 0.9906 1.8251 0.9868 0.0212 

Selected 0.9894 1.9424 0.9855 0.0228 

MTF-GLP 
Synthesized 0.9982 0.7438 0.9981 0.0089 

Selected 0.9978 0.8090 0.9976 0.0100 

MTF-GLP-CBD 
Synthesized 0.9986 0.6447 0.9986 0.0081 

Selected 0.9983 0.7072 0.9982 0.0094 

MTF-GLP-HPM 
Synthesized 0.9980 0.8554 0.9976 0.0105 

Selected 0.9979 0.7818 0.9977 0.0098 

ATPRK 
Synthesized 0.9998 0.2296 0.9998 0.0031 

Selected 0.9998 0.2571 0.9998 0.0039 

 373 
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Table 8 Quantitative assessment of the downscaling methods at coarse spatial resolution of 40 m for the Malmo data 374 

 CC ERGAS UIQI SAM 

Ideal 1 0 1 0 

BTA 
Synthesized 0.9911 2.3194 0.9881 0.0299 

Selected 0.9909 2.1611 0.9882 0.0239 

GSA 
Synthesized 0.9892 2.4027 0.9891 0.0462 

Selected 0.9940 1.5933 0.9940 0.0245 

GSA-CA 
Synthesized 0.9848 3.0103 0.9831 0.0644 

Selected 0.9876 2.3700 0.9871 0.0509 

PRACS 
Synthesized 0.9966 1.3174 0.9960 0.0203 

Selected 0.9978 1.0619 0.9973 0.0158 

ATWT-M3 
Synthesized 0.9948 1.5974 0.9937 0.0184 

Selected 0.9940 1.6809 0.9929 0.0195 

MTF-GLP 
Synthesized 0.9989 0.7026 0.9989 0.0113 

Selected 0.9988 0.7458 0.9987 0.0119 

MTF-GLP-CBD 
Synthesized 0.9991 0.6547 0.9991 0.0086 

Selected 0.9989 0.6982 0.9989 0.0100 

MTF-GLP-HPM 
Synthesized 0.9990 0.6754 0.9990 0.0088 

Selected 0.9988 0.7200 0.9988 0.0096 

ATPRK 
Synthesized 1 0.1518 1 0.0019 

Selected 0.9999 0.1705 0.9999 0.0025 

 375 

3.2 Experiment on real datasets 376 

 377 

From the test in section 3.1, it is evident that ATPRK with the synthesized band can produce more accurate 378 

results than the other methods. In this experiment, we fused the original 20 m band 10 m data using the 379 

ATPRK with the synthesized band approach. The 10 m downscaling results for the three datasets are shown in 380 

Figs 5-7, where each figure show results for three sub-areas. We visually compare the 10 m results with the 381 

original 20 m images. It can be seen clearly that by borrowing the 10 m information from the four-band 10 m 382 

data, more explicit information can be presented. The small patches, boundaries of classes and textural 383 

information (e.g., elongated features) are shown more clearly in the 10 m downscaling results. Moreover, the 384 

spectral information of the 20 m data is accurately retained. 385 

 386 

 387 

 388 

 389 

 390 

 391 
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(a)                                                           (b)                                                           (c) 392 

   393 
(d)                                                           (e)                                                           (f) 394 

   395 
Fig. 5. Downscaling results (10 m) for three sub-areas in Verona (bands 12, 8a and 5 as RGB). (a)-(c) The 20 m data. (d)-(f) The 10 396 

m results. 397 

 398 

 399 

(a)                                                           (b)                                                           (c) 400 

   401 
 402 

 403 

 404 

 405 
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(d)                                                           (e)                                                           (f) 406 

   407 
Fig. 6. Downscaling results (10 m) for three sub-areas in Treviso (bands 12, 8a and 5 as RGB). (a)-(c) The 20 m data. (d)-(f) The 10 408 

m results. 409 

 410 

(a)                                                           (b)                                                           (c) 411 

   412 
(d)                                                           (e)                                                           (f) 413 

   414 
Fig. 7. Downscaling results (10 m) for three sub-areas in Malmo (bands 12, 8a and 5 as RGB). (a)-(c) The 20 m data. (d)-(f) The 10 415 

m results. 416 

 417 

 418 

 419 
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4. Discussion 420 

 421 

Sentinel-2 provides six bands (5, 6, 7, 8a, 11 and 12) with a spatial resolution of 20 m, and only four bands 422 

(2, 3, 4 and 8) at the finer spatial resolution of 10 m. It is, therefore, a natural task to take full advantage of the 423 

spatial information in the four 10 m bands to downscale the six 20 m bands to the finer spatial resolution, to 424 

provide users with more detailed information in the six bands, and create a complete set of 10 bands with a fine 425 

spatial resolution of 10 m. This paper achieves this important objective by extending eight existing image 426 

fusion approaches (i.e., CS and MRA), and the recently developed ATPRK approach, to the specific 427 

Sentinel-2 image fusion issue. 428 

Fusing the six Sentinel-2 20 m bands with the four 10 m bands is different from the conventional 429 

PAN-sharpening problem where a single PAN image is available as the reference for several coarse 430 

multispectral bands. This paper, thus, extends eight CS and MRA approaches to make them suitable for 431 

Sentinel-2 image fusion via two schemes, the synthesized band and selected band schemes. The extended 432 

versions were tested in the experiments and their performances were also compared to the advanced ATPRK 433 

approach. It was shown that the bands 5, 6, 7, 8a, 11 and 12 downscaled to 10 m were visually clearer than the 434 

20 m bands, and greater spatial detail (e.g., small patches and elongated features) was reproduced. This will 435 

certainly increase the utility of these six bands in a greater number and range of applications. For example, as 436 

shown in Fig. 5(f), Fig. 6(d) and Fig. 7(d), the urban fabric can be observed much more clearly after image 437 

fusion. The encouraging results will motivate the utility of these six downscaled bands in urban mapping. 438 

Experimental comparison between the three types of approaches revealed the advantages of ATPRK for the 439 

fusion of Sentinel-2 images: ATPRK reproduces accurate spatial textures and preserves perfectly the spectral 440 

properties of the original coarse data. The quantitative assessment illustrated that ATPRK consistently 441 

produces greater accuracies than all of the CS and MRA approaches. In addition, for ATPRK, the synthesized 442 

band scheme can produce more accurate fusion results than the selected band scheme, suggesting that the 443 

former band extraction scheme is a preferable choice for ATPRK-based Sentinel-2 image fusion. 444 
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This paper provides the first guidance (including the option of the band extraction scheme and the image 445 

fusion approach) for fusion of Sentinel-2 images. Applying the image fusion approaches to freely available 446 

multi-temporal Sentinel-2 images, ten-band 10 m time-series products will be produced. Appreciating the 447 

wide swath and frequent revisit capabilities, such 10 m products will show great potential for dynamic LCLU 448 

monitoring and change detection at the global scale. For example, bands 3 (centered at 560 nm) and 11 449 

(centered at 1610 nm) of Sentinel-2 can be used to calculate the Normalized Difference Snow Index (NDSI) 450 

and Modified Normalized Difference Water Index (MDNWI) (Xu, 2006), which can extract snow-covered 451 

areas and water bodies (e.g., inland water in urban areas) on the Earth, respectively. In the original Sentinel-2 452 

data, however, they are at different spatial resolutions (10 m for bands 3 and 20 m for band 11). The fused 453 

ten-band 10 m Sentinel-2 dataset offers compatibility to calculate the NDSI and MDNWI at 10 m, a spatial 454 

resolution finer than that of the original band 11. 455 

The ten-band 10 m time-series products will offer excellent opportunities for blending with the forthcoming 456 

Sentinel-3 data (Berger & Aschbacher, 2012; Donlon et al., 2012; Verhoef & Bach, 2012). The Sentinel-3 457 

mission aims to provide fine temporal resolution (<2 days) data for timely monitoring. The 21 bands for the 458 

task (i.e., the Ocean and Land Colour Instrument (OLCI) bands), however, are provided at a coarse spatial 459 

resolution of 300 m. The ten-band 10 m Sentinel-2 data can be blended with the Sentinel-3 data to generate 460 

time-series data at both fine temporal resolution (<2 days) and spatial resolution (10 m). Specifically, bands 5, 461 

6, 7 and 8a of Sentinel-2 correspondingly have close wavelength as OLCI bands 11, 12, 16 and 17 of 462 

Sentinel-3. With the approaches developed in this paper, Sentinel-2 will be able to provide important reference 463 

data with a spatial resolution of 10 m for the 300 m OLCI bands 11, 12, 16 and 17 of Sentinel-3. It is worth 464 

noting that, if achieveable, the 10 m time-series data produced by blending Sentinel-2 with Sentinel-3 data 465 

would have appealing advantages in terms of spatial resolution in comparison with the 30 m data produced by 466 

blending Landsat and MODIS data (Gao et al., 2006, 2015; Zhu et al., 2010). This will be an important topic 467 

for future research in remote sensing. 468 
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For the Sentinel-2 mission, the required signal-to-noise ratio (SNR) for bands 5, 6, 7, 8a, 11 and 12 can be 469 

achieved only at a spatial resolution coarser than 10 m (i.e., 20 m in the products). This necessitates the 470 

investigation of the relation between the SNR of the 10 m fused images and the original 20 m images. We 471 

approximately calculated the SNR of an image based on the ratio of the mean value to the standard deviation of 472 

the image. Table 9 lists the reduction in SNR for each band after image fusion for the three datasets, where the 473 

ATPRK method with the synthesized band scheme was used. The SNR reduction is a function of the study 474 

area and sharpened band of interest. Generally, the reduction is smaller than 10%. The reduction in SNR is a 475 

cost of sharpening the 20 m bands. 476 

 477 

Table 9 The percentage of SNR reduction after downscaling bands 5, 6, 7, 8a, 11 and 12 based on ATPRK with the synthesized band 478 

scheme 479 

 Band 5 Band 6 Band 7 Band 8a Band 11 Band 12 

Verona 10.94% 9.67% 8.88% 8.15% 7.66% 10.52% 

Treviso 12.73% 9.62% 9.10% 8.55% 8.87% 13.44% 

Malmo 5.14% 6.85% 7.18% 7.01% 3.44% 4.69% 

 480 

This paper is the first to downscale Sentinel-2 bands from 20 m to 10 m spatial resolution. The proposed 481 

approaches were tested with three 24 km by 24 km datasets. It is encouraged to test further cases (e.g., datasets 482 

with larger size) in future research, to provide a more comprehensive comparison of the available image fusion 483 

approaches. Moreover, in addition to the synthesized and selected bands schemes, it is of great interest to 484 

develop new alternatives to make full use of the four 10 m bands of Sentinel-2. 485 

The 30 m Landsat 8 operational land imager (OLI) data have been used widely for global monitoring. By 486 

pan-sharpening, the OLI data can be increased to a finer spatial resolution of 15 m (Zhang & Roy, 2016). Such 487 

a resolution is coarser than 10 m that can be achieved by the new Sentinel-2 data associated with an image 488 

fusion approach. Such a difference in spatial resolution (i.e., 5 m) may be critical for identifying small targets, 489 

such as residential buildings and roads. In addition, it would be interesting to conduct a systematic study on 490 

pan-sharpening Landsat 8 OLI data based on the three types of image fusion approaches (e.g., CS, MRA and 491 

ATPRK) investigated in this paper. 492 

 493 
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5. Conclusion 494 

 495 

In this paper, the six 20 m bands of Sentinel-2 were downscaled to 10 m with the aid of the four 10 m bands 496 

of the same satellite sensor. The existing CS- and MRA-based image fusion approaches and the recently 497 

developed ATPRK approach were all developed for this downscaling problem. To use the fine spatial 498 

resolution from the four 10 m bands, two schemes, the synthesized band scheme and the selected band scheme, 499 

were considered to obtain a single fine resolution band for matching with each 20 m multispectral image or 20 500 

m band. The generic findings from the three case studies on downscaling Sentinel-2 images are summarized as 501 

follows. 502 

1) For ATPRK or a MRA-based method, the synthesized band scheme is able to produce greater accuracies 503 

than the selected band scheme (Tables 3-5). For a CS-based method, however, the selected band scheme 504 

tends to be more accurate. 505 

2) MRA methods (except ATWT-M3) are superior to CS methods. For the Malmo data, the CC values of 506 

MRA methods are above 0.99, but the CC values of CS methods are below 0.99. 507 

3) Given the same scheme of band extraction, ATPRK can produce more accurate results than the CS and 508 

MRA approaches (Tables 3-5). That is, ATPRK with the synthesized band is the most accurate method 509 

amongst the three groups of approaches. Using the synthesized band, the UIQI of ATPRK is 0.032, 510 

0.008, 0.005 and 0.010 larger than ATWT-M3, MTF-GLP, MTF-GLP-CBD and MTF-GLP-HPM for 511 

the Treviso data; the ERGAS of ATPRK is 1.5, 0.6, 0.6 and 0.5 smaller than ATWT-M3, MTF-GLP, 512 

MTF-GLP-CBD and MTF-GLP-HPM for the Malmo data. 513 

4) ATPRK has the property of perfect prediction coherence (almost ideal CC, UIQI, ERGAS, and SAM are 514 

achieved in Tables 6-8). 515 
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Fig. 1. The three studied Sentinel-2 images. (a)-(c) are 10 m data (2400 by 2400 pixels, bands 4, 3 and 2 as RGB) for Verona, Treviso 625 

and Malmo, respectively. (d)-(f) are 20 m data (1200 by 1200 pixels, bands 12, 8a and 5 as RGB) for Verona, Treviso and Malmo, 626 

respectively. (g)-(i) are sub-areas with 200 by 200 pixels in (a)-(c). (j)-(l) are three corresponding sub-areas with 100 by 100 pixels in 627 

(d)-(f). 628 

 629 

Fig. 2. Downscaling results (20 m) for the sub-area in Verona (bands 12, 8a and 5 as RGB). (a) 40 m coarse image. (b) 20 m 630 

reference image. (c) ATPRK. (d) BTA. (e) GSA. (f) GSA-CA. (g) PRACS. (h) ATWT-M3. (i) MTF-GLP. (j) MTF-GLP-CBD. (k) 631 

MTF-GLP-HPM. For each method in (h)-(k), the result for the case with greatest accuracy is shown. 632 

 633 

Fig. 3. Downscaling results (20 m) for the sub-area in Treviso (bands 12, 8a and 5 as RGB). (a) 40 m coarse image. (b) 20 m 634 

reference image. (c) ATPRK. (d) BTA. (e) GSA. (f) GSA-CA. (g) PRACS. (h) ATWT-M3. (i) MTF-GLP. (j) MTF-GLP-CBD. (k) 635 

MTF-GLP-HPM. For each method in (h)-(k), the result for the case with greatest accuracy is shown. 636 

 637 

Fig. 4. Downscaling results (20 m) for the sub-area in Malmo (bands 12, 8a and 5 as RGB). (a) 40 m coarse image. (b) 20 m reference 638 

image. (c) ATPRK. (d) BTA. (e) GSA. (f) GSA-CA. (g) PRACS. (h) ATWT-M3. (i) MTF-GLP. (j) MTF-GLP-CBD. (k) 639 

MTF-GLP-HPM. For each method in (h)-(k), the result for the case with greatest accuracy is shown. 640 

 641 

Fig. 5. Downscaling results (10 m) for three sub-areas in Verona (bands 12, 8a and 5 as RGB). (a)-(c) The 20 m data. (d)-(f) The 10 642 

m results. 643 

 644 

Fig. 6. Downscaling results (10 m) for three sub-areas in Treviso (bands 12, 8a and 5 as RGB). (a)-(c) The 20 m data. (d)-(f) The 10 645 

m results. 646 

 647 

Fig. 7. Downscaling results (10 m) for three sub-areas in Malmo (bands 12, 8a and 5 as RGB). (a)-(c) The 20 m data. (d)-(f) The 10 648 

m results. 649 




