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Abstract

High dimension low sample size statistical analysis is important in a wide range of ap-
plications. In such situations, the highly appealing discrimination method, support vector
machine, can be improved to alleviate data piling at the margin. This leads naturally to the
development of distance weighted discrimination (DWD), which can be modeled as a second-
order cone programming problem and solved by interior-point methods when the scale (in
sample size and feature dimension) of the data is moderate. Here, we design a scalable and
robust algorithm for solving large scale generalized DWD problems. Numerical experiments
on real data sets from the UCI repository demonstrate that our algorithm is highly efficient
in solving large scale problems, and sometimes even more efficient than the highly optimized
LIBSVM for solving the corresponding SVM problems.

Mathematics Subject Classification: 90C25, 90C06, 90C90
Keywords: distance weighted discrimination, data piling, convergent multi-block ADMM, sup-
port vector machine.

1 Introduction

We consider the problem of finding a (kernelized) linear classifier for a training data set {(z;, v;) }1"
with z; € R? and the class label y; € {—1,1} for all i = 1,...,n. Here n is the sample size (the
number of data vectors available) and d is the feature dimension. By far, the most popular
and successful method for getting a good linear classifier from the training data is the support
vector machine (SVM), originally proposed by Vapnik [26]. Indeed, it has been demonstrated
in [10] that the kernel SVM is one of the best performers in the pool of 179 commonly used
classifiers. Despite its success, it has been observed in Marron et al. [20] that SVM may suffer
from a “data-piling” problem in the high-dimension-low-sample size (HDLSS) setting (where
the sample size n is smaller than the feature dimension d). The authors proposed a new linear
classifier, called “Distance Weighted Discrimination” (DWD), as a superior alternative to the
SVM. DWD has become a workhorse method for a number of statistical tasks, including data
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visualization [19], hypothesis testing linked with visualization in very high dimensions [28], and
adjustment for data biases and heterogeneity [1] and [18].

It is well known that there is a strong need for efficient HDLSS methods for the settings where
d is large, say in the order of 10%-10°, especially in the area of genetic molecular measurements
(usually having a small sample size, where many gene level features have been measured),
chemometrics (typically a small sample of high dimensional spectra) and medical image analysis
(a small sample of 3-d shapes represented by high-dimensional vectors). On the other hand,
given the advent of a huge volume of data collectible through various sources, especially from
the internet, it is also important for us to consider the case where the sample size n is large, while
the feature dimension may be moderate. Thus in this paper, we are interested in the problem
of finding a linear classifier through DWD for data instances where n and/or d are large.

In [20], DWD is reformulated as a second-order cone programming (SOCP) problem, and
the resulting model is solved by using a primal-dual interior-point method for SOCP problems
implemented in the software SDPT3 [24]. However, the IPM based solver employed for DWD in
[20] is computationally very expensive for solving problems where n or d is large, thus making
it impractical for large scale problems. A recent approach to overcome such a computational
bottleneck has appeared in [27], where the authors proposed a novel reformulation of the primal
DWD model which consists of minimizing a highly nonlinear convex objective function subject
to a ball constraint. The resulting problem is solved via its dual and an MM (minimization-
majorization) algorithm is designed to compute the Lagrangian dual function for each given dual
multiplier. The algorithm appears to be quite promising in theory for solving large scale DWD
problems. However, the current numerical experiments and implementation of the proposed
algorithm in [27] are preliminary and limited to small scale data instances, and it appears that
substantial work must be done to make it efficient for large scale instances. Hence it is premature
to compare our proposed algorithm with the one in [27].

The main contribution of this paper is to design a new method for solving large scale DWD
problems, where we target to solve a problem with the sample size n =~ 10*-10° and/or the
dimension d ~ 10*-105. Our method is a convergent 3-block semi-proximal alternating direction
method of multipliers (ADMM), which is designed based on the recent advances in research on
convergent multi-block ADMM-type methods [23, 16, 5] for solving convex composite quadratic
conic programming problems.

ADMM is an algorithm that aims to solve structured convex optimization problems by break-
ing them into smaller pieces and then optimizing each of them sequentially. Due to its simplicity
and efficiency, it has been popular in many applications such as image restoration, constrained
sparse regression, and etc. The classical ADMM was originally proposed by Glowinski and
Marrocco [12] and Gabay and Mercier [11] for solving convex problems with two blocks of vari-
ables. To overcome the difficulty when the subproblems are not easy to solve exactly, Eckstein
and Bertsekas [7] introduced the first inexact version of the ADMM to solve the subproblems
approximately. Subsequently, Eckstein himself proposed a proximal ADMM in [6] to make the
subproblems further easier to solve. In [9], the authors allowed the proximal term added to be
positive semidefinite, thus introducing the semi-proximal ADMM. We note that the extension
to the semi-proximal setting is non-trivial since the convergence of the algorithm is much harder
to establish compared to the earlier algorithms.

The classical ADMM is initially formulated for solving a 2-block convex optimization prob-
lem with a collection of coupling linear constraints. Over the years, there are many variations
of ADMM proposed and applied to a great variety of optimization problems. A natural mod-
ification is to extend the original ADMM from two-block to multi-block settings. However, in
[4], it was shown that the directly extended ADMM may not be convergent, even when the
subproblems are solved exactly. Thus it is necessary to make some modifications to the direct-



ly extended ADMM in order to get a convergent algorithm. In [23], the authors proposed a
semi-proximal ADMM for solving a convex conic programming problem with 3 blocks of vari-
ables and 4 types of constraints. The algorithm is a convergent modification of the ADMM
with an additional inexpensive step in each iteration. It is usually faster than the directly ex-
tended ADMM with unit step-length. In [16], the authors proposed a Schur complement based
(SCB) convergent semi-proximal ADMM for solving a multi-block linearly constrained convex
programming problem whose objective function is the sum of two proper closed convex functions
plus an arbitrary number of convex quadratic or linear functions. One of the key contribution-
s in [16] is the discovery of the Schur complement based decomposition method which allows
the multi-block subproblems to be solved efficiently while ensuring the convergence of the al-
gorithm. More recently, [17] generalized the SCB decomposition method in [16] to the inexact
symmetric Gauss-Seidel decomposition method, which provides an elegant framework and sim-
pler derivation for the SCB decomposition method in [16]. Based on this previous research, in
[5], the authors proposed an inezact symmetric Gauss-Seidel based multi-block semi-proximal
ADMM for solving a class of high-dimensional convex composite conic optimization problems
to moderate accuracy. It is a versatile and yet efficient algorithm, which has been demonstrated
to have much better performance than the possibly non-convergent directly extended ADMM,
even using the aggressive step-length of 1.618, in solving high dimensional convex quadratic
semidefinite programming problems.

Inspired by the above works, we propose a convergent 3-block semi-proximal ADMM, which
is a modification of the inexact sGS-ADMM algorithm designed in [5] to solve the DWD model.
The first contribution we made in the paper is in reformulating the primal formulation of the
generalized DWD model (using the terminology from [27]) and adapting the powerful inexact
sGS-ADMM framework for solving the reformulated problem. This is in contrast to numerous
SVM algorithms which are primarily designed for solving the dual formulation of the SVM
model. The second contribution we made is in designing highly efficient techniques to solve
the subproblems in each of the inexact sGS-ADMM iterations. If n or d is moderate, then
the complexity at each iteration is O(nd) + O(n?) or O(nd) + O(d?) respectively. If both n
and d are large, then we employ the conjugate gradient iterative method for solving the large
linear systems of equations involved. We also devise various strategies to speed up the practical
performance of the sGS-ADMM algorithm in solving large scale instances (with the largest
instance having n = 256,000 and d ~ 3 x 10%) of DWD problems with real data sets from
the UCI machine learning repository [25]. We should emphasize that the key in achieving
high efficiency in our algorithm depends very much on the intricate numerical techniques and
sophisticated implementation we have developed.

Finally, we conduct extensive numerical experiments to evaluate the performance of our
proposed algorithm against a few other alternatives. Relative to the primal-dual interior-point
method used in [20], our algorithm is vastly superior in terms of computational time and mem-
ory usage in solving large scale problems, where our algorithm can be a few thousands times
faster. By exploiting all the highly efficient numerical techniques we have developed in the im-
plementation of the sGS-ADMM algorithm for solving the generalized DWD problem, we can
also get an efficient implementation of the possibly non-convergent directly extended ADMM
for solving the same problem. On the tested problems, our algorithm generally requires fewer
iterations compared to the directly extended ADMM even when the latter is convergent. On
quite a few instances, the directly extended ADMM actually requires many more iterations than
our proposed algorithm to solve the problems. We also compare the efficiency of our algorithm
in solving the generalized DWD problem against the highly optimized LIBSVM [3] in solving
the corresponding dual SVM problem. Surprisingly, our algorithm can even be more efficient
than LIBSVM in solving large scale problems even though the DWD model is more complex,



and on some instances, our algorithm is 50-100 times faster.

The remaining parts of this paper are organized as follows. In section 2, we present the
DWD formulation in full detail. In section 3, we propose our inexact sGS-based ADMM method
for solving large scale DWD problems. We also discuss some essential computational techniques
used in our implementation. We report our numerical results in section 4. We will also compare
the performance of our algorithm to other solvers on the same data sets in this particular section.
Finally, we conclude the paper in section 5.

Notation. We denote the 2-norm of a vector x by ||z||, and the Frobenius norm of a matrix
M by ||M||p. The inner product of two vectors x,y is denoted by (x, ).

2 Generalized distance weighted discrimination

This section gives details on the optimization problems underlying the distance weighted dis-
crimination.

Let (xi,%), i = 1,...,n, be the training data where x; € R is the feature vector and
yi € {+1,—1} is its corresponding class label. We let X € R¥™ be the matrix whose columns
are the x;’s, and y = [y1,...,yn]”.

In linear discrimination, we attempt to separate the vectors in the two classes by a hyperplane
H = {z € R | wTz + B = 0}, where w € R? is the unit normal and |3| is its distance to the
origin. Given a point z € R, the signed distance between z and the hyperplane H is given by
w!'z 4 B. For binary classification where the label y; € {—1,1}, we want

yi(ﬁ‘f‘él?zrw) >1-& Vi=1,...n,

where we have added a slack variable & > 0 to allow the possibility that the positive and negative
data points may not be separated cleanly by the hyperplane. In matrix-vector notation, we need

ro= Ztw+py+¢ > 1, (1)

where Z = Xdiag(y) and 1 € R” is the vector of ones.
In SVM, w and 8 are chosen by maximizing the minimum residual, i.e.,

max{&—C(l,g) | ZTw+ By +€> 01, € >0, wngl}, (2)

where C' > 0 is a tuning parameter to control the level of penalization on £. For the DWD
approach introduced in [20], w and § are chosen instead by minimizing the sum of reciprocals
of the r;’s, i.e.,
"1
min{Z;—FC’(l,f) lr=Z2Tw+ By +6& r>0,6>0 wlw<1, wE]Rd}. (3)
i=1 "'
Detailed discussions on the connections between the DWD model (3) and the SVM model (2)
can be found in [20]. The DWD optimization problem (3) is shown to be equivalent to a second-
order cone programming problem in [20] and hence it can be solved by interior-point methods
such as those implemented in the solver SDPT3 [24].
Here we design an algorithm which is capable of solving large scale generalized DWD prob-
lems of the following form:

min  ®(r, &) := > 1 04(r;) + Cle, &)
st ZTw+By+€E—r=0 ()

Jwl <1, £ >0,

4



where e € R™ is a given positive vector such that ||e]«c = 1 (the last condition is for the purpose
of normalization). The exponent ¢ can be any given positive number, though the values of most
interest are likely to be ¢ = 0.5,1,2,4, and 6,(r;) is the function defined by

; & ift >0,
o(t) = oo ift<0.
Observe that in addition to allowing for a general exponent ¢ in (4), we also allow for a nonuni-

form weight e; > 0 in the penalty term for each &. By a simple change of variables and
modification of the data vector y, (4) can also include the case where the terms in ;" ; Tiq are

weighted non-uniformly. For brevity, we omit the details.

Proposition 1. The dual of problem (4) is given as follows:

e
—min {\Il(a) = Zal| — f@Zaf“ |0 <a<Ce(ya) = O}, (5)
i=1

1
where Kk = %qﬁl.

Proof. Consider the Lagrangian function associated with (4):

i A
L(T7w7ﬁ7£;a7777 )‘) = qu(rl) + C<€7€> - <Oé, ZTw +/8y +€ - T> + 5(”11)”2 - 1) - <777§>
=1

= 3 6y(r) () + (€, — o= ) — Bly, @) — {w, Za) + J ((w,w) 1),
=1

where 7 € R?, w € R, B € R, £ € R”, a € R, \,n > 0. Now

T f o >
inf {QQ(W) + Ozz‘n} =40 ifa; =0 = e ifa; 20

)
T —00 if a; <0

_q

kol ifa; >0 { g

—00 if ; <0

—|Za? ifA>0
ifA=0, Za=0 ,
—00 ifA=0,Za#0

0 if Ce—a—n=20

R O e

—o00 otherwise

E;
—
|
N
L
£
+
\
=
—
Il
o

0 if (y,a) =0
inf { — = .
l% { By, a}} { —oo otherwise
Let Fp={a e R"|0<a<Ce/ (y,a) =0}. Hence

L
Yol — L[ Zal? =5 i A>0,a€ Fp,

] . _ 9
Join Lir,w, B,60,m A) =4 5o a0 FA=0, Za =0, a € Fp,

—00 ifA=0,Za#0,a € Fp,or a & Fp.



Now for o € Fp, we have

_q
Max)>0,20 { Minrw e Lr,w, 8,8 0,m N} = k350 of " — | Zal.
From here, we get the required dual problem. O
It is straightforward to show that the feasible regions of (4) and (5) both have nonempty

interiors. Thus optimal solutions for both problems exist and they satisfy the following KKT
(Karush-Kuhn-Tucker) optimality conditions:

ZTw+py+€—r=0, (y,a) =0,
r>0,a>0 a<Ce ¢>0, (Ce—a,§) =0, (6)
ai:r{_ﬂrl, i=1,...,n, eitherw:”g—g”, or Za =0, |w|® < 1.

Let (r*,&*, w*, f*) and a* be an optimal solution of (4) and (5), respectively. Next we analyse
some properties of the optimal solution. In particular, we show that the optimal solution a* is
bounded away from 0.

Proposition 2. There exists a positive § such that
aj >0 Vi=1,...,n.

Proof. For convenience, let Fp = {(r,&,w, ) | ZTw+ By + & —7 =0, ||lw|| < 1,£ > 0} be the
feasible region of (4). Since (1,1,0,0) € Fp, we have that

C’eminff < C<€,£*> < @(T*,f*,w*”@)*) < @(17 17070) =n-+ Czel Vi= 17 L
=1

n+C Y7 e

where epin = mini<;<,{e;}. Hence we have 0 < £* < o1, where g 1= —5==

Next, we establish a bound for |3*|. Suppose 5* > 0. Consider an index i such that y; = —1.
Then
0< 8" =Zfw + & —rf <||Zill|w*[| + & < K +o,

where Z; denotes the ith column of Z, K = maxi<j<n{||Z;||}. On the other hand, if 5* < 0,
then we consider an index k such that y, = 1, and

0< B =Zlw +¢& —r; <K+o.

To summarize, we have that |5*| < K + p.
Now we can establish an upper bound for r*. For any ¢ = 1,...,n, we have that

1= 20wt + B+ € < | Zilllw ]|+ 187 + € < 2(K + o).
From here, we get

* q q .
= > =—" VYi=1,...
G =0T @K 2t T

This completes the proof of the proposition. ]



3 An inexact SGS-based ADMM for large scale DWD problems

We can rewrite the model (4) as:

n
min Y 04(ri) + Cle, &) + Ip(w) + dgn ()
i=1
s.t. ZTw+By+€&—r=0, weR? r¢ecR?,
where B = {w € R? | ||w|| < 1}. This is a convex minimization problem with 3 nonlinear blocks.
By introducing an auxiliary variable © = w, we can reformulate the above problem as:

min 37 Og(ri) + Cle,§) + dp(u) + ory (€)

st. ZTw+By+€—r=0 (7)
Dw—u)=0, w,ucRY BER, récR,

where D € R%*? is a given positive scalar multiple of the identity matrix which is introduced
for the purpose of scaling the variables.

For a given parameter o > 0, the augmented Lagrangian function associated with (7) is
given by

Lo(r,w, B,§ usa, p) = 300 04(ri) + Cle, &) + dp(u) + 0ry (§) + 127w+ By + & — 7 — o laf?

+5I1D(w —u) — o~ ol = 5o lled* — 55 llo]*-

The algorithm which we will design later is based on the recent progress in algorithms for solving
multi-block convex conic programming. In particular, our algorithm is designed based on the
inexact ADMM algorithm in [5] and we made the essential use of the inexact symmetric Gauss-
Seidel decomposition theorem in [16] to solve the subproblems arising in each iteration of the
algorithm.

We can view (7) as a linearly constrained nonsmooth convex programming problem with
three blocks of variables grouped as (w, 3), r, (u,&). The template for our inexact sGS based
ADMM is described next. Note that the subproblems need not to be solved exactly as long as
they satisfy some prescribed accuracy.

Algorithm 1. An inexact sGS-ADMM for solving (7).

Let {ex} be a summable sequence of nonnegative nonincreasing numbers. Given an initial
iterate (r% w®, 8°, €% u%) in the feasible region of (7), and (a?,p%) in the dual feasible
region of (7). Choose a d X d symmetric positive semidefinite matrix 7, and perform the
following steps in each iteration.

Step la. Compute
(w1, B51) = argming, 5 { Lo (¥, w, B,€5,u¥s 0%, p8) + 2l — w3},
In particular, (wF*!, 3¥*1) is an approximate solution to the following (d + 1) x (d + 1)
linear system of equations:
ZZTV+ D>+ T Zy| [w _
= hk =
(Zy)" yTy| B

~~

A

—Z(&F —rF — o7 1a®) 4+ D2uF + D(o71pF) + Tw”

—yT gk ok _ 0—1akz)

We require the residual of the approximate solution (w**1, Bk“) to satisfy

IR — Al B < e (9)



Step 1b. Compute r**! ~ argmin, cpn Ly (r, w1, gFHL €F b ok pk). Specifically, by observ-

ing that the objective function in this subproblem is actually separablein r; fori =1,...,n,
we can compute rf“ as follows:
L~ argming, {0,(rs) + §llri — 2} o
= argmin,, o {riq + 5 llri — cfH2} Vi=1,...,n,

where c¥ = ZTw*+! 4 ypF+1 4 €8 — 571a*. The details on how the above one-dimensional
problems are solved will be given later. The solution rf“ is deemed to be sufficiently
accurate if

q

k k .
—WJFU(H“—CZ-)] <ep/vn VYi=1,...,n.
(A

Step 1c. Compute
. o
(wht, gty ~ argmin,, g {LU(TkH,w,B,fk,uk; oF, pk) + §Hw - wngr},

which amounts to solving the linear system of equations (8) but with 7* in the right-hand
side vector h* replaced by 7*t1. Let h* be the new right-hand side vector. We require the
approximate solution to satisfy the accuracy condition that

[h* — A[wh Y gEFL)|| < 5.

Observe that the accuracy requirement here is more relaxed than that stated in (9) of Step
la. The reason for doing so is that one may hope to use the solution (w**!, 5¥+1) computed
in Step la as an approximate solution for the current subproblem. If (@w**!, 3¥+1) indeed
satisfies the above accuracy condition, then one can simply set (w**1, gF+1) = (wh+1, g+1)
and the cost of solving this new subproblem can be saved.

Step 2. Compute (uf+1, ¢F+1) = argmin,, ¢ Lo (r¥+1 wk+l ghtl ¢ u: ok, p¥). By observing that
the objective function is actually separable in u and &, we can compute u*T! and &FF!
separately as follows:

g if [lg"] <1

] o
P argm1n{53(u)+*HD(U*gk)W} =
2 g*/|lg*|| otherwise

ghtl — Tz <7,I<:+1 N S Lo S P 0—106>’
where ¢F = w*t! — 671D 71pF and HRi(') denotes the projection onto R’} .

Step 3. Compute

aF L = ok (2Tt oy gRtl gkt kD),

P = pE e Dt k),

where 7 € (0, (1 + /5)/2) is the steplength which is typically chosen to be 1.618.

In our implementation of Algorithm 1, we choose the summable sequence {ej}i>0 to be
er = ¢/(k + 1) where c is a constant that is inversely proportional to || Z||r. Next we discuss
the computational cost of Algorithm 1. As we shall see later, the most computationally intensive
steps in each iteration of the above algorithm are in solving the linear systems of equations of
the form (8) in Step la and lc. The detailed analysis of their computational costs will be
presented in subsection 3.3. All the other steps can be done in at most O(n) or O(d) arithmetic
operations, together with the computation of Z7w**!, which costs 2dn operations if we do not
take advantage of any possible sparsity in Z.



3.1 Convergence results

We have the following convergence theorem for the inexact sGS-ADMM, established by Chen,
Sun and Toh in [5, Theorem 1]. This theorem guarantees the convergence of our algorithm to
optimality, as a merit over the possibly non-convergent directly extended semi-proximal ADMM.

Theorem 1. Suppose that the system (6) has at least one solution. Let {(r* w* g* €~ uF;ak, pk)}
be the sequence gemerated by the inexact sGS-ADMM in Algorithm 1. Then the sequence
{(r*, wk, B* &% uk)} converges to an optimal solution of problem (7) and the sequence {(a*, p¥)}
converges to an optimal solution to the dual of problem (7).

Proof. In order to apply the convergence result in [5], we need to express (7) in the following
form:

min  p(r) + f(r,w, ) + q(&, u) + g(§, u)

(11)
s.t. Ajr+ Aj[w; 5] + B*[&;u] =0,

where

p(r) = Z?:l Hq(ri)a f(r,w,ﬁ) =0, Q(€7u) - 5B(u) + C<67§> + 5R7_f_ (5)7 g(&“) =0,

i} —I . VAN . I 0
A]. — 3 A2 — 5 B — .
0 D 0 0 -D

Next we need to consider the following matrices:
0 0 O
= (*A*)+ 07 0 |= ! (=2~ =1 °
A e B e L VA A W=

ZZT + D>+ T Zy 0
= = U.
(Zy)" yTy
Note that one can show that M is positive definite by using the Schur complement lemma. With

the conditions that M > 0 and BB* > 0, the conditions in Proposition 4.2 of [5] are satisfied,
and hence we can establish the convergence of Algorithm 1 using Theorem 1 in [5]. O

3.2 Numerical computation of the subproblem (10) in Step 1b

In the presentation of Algorithm 1, we have described how the subproblem in each step can be
solved except for the subproblem (10) in Step 1b. Now we discuss how it can be solved. Observe
that for each i, we need to solve a one-dimensional problem of the form:

1
min {@(s) = + %(s —a)?|s> O}, (12)
where a is given. It is easy to see that ¢(+) is a convex function and it has a unique minimizer
in the domain (0, 00). The optimality condition for (12) is given by

go!

S—a=—7
8q+17



where the unique minimizer s* is determined by the intersection of the line s — s — a and the
-1

curve s — % for s > 0. We propose to use Newton’s method to find the minimizer, and the

template is given as follows. Given an initial iterate s°, perform the following iterations:

1 +1
q(g+2)07" + CLSZ )

t k=0,1,...

sk+1 = sk — ©'(sk) /" (sk) = sk 1
qlg+ 1ot +s)

Since ¢”(s*) > 0, Newton’s method would have a local quadratic convergence rate, and we
would expect it to converge in a small number of iterations, say less than 20, if a good initial
point s” is given. In solving the subproblem (10) in Step 1b, we always use the previous solution
rf as the initial point to warm-start Newton’s method. If a good initial point is not available,
one can use the bisection technique to find one. In our tests, this technique is however never
used.

Observe that the computational cost for solving the subproblem (10) in Step lc is O(n) if
Newton’s method converges within a fixed number of iterations (say 20) for all i = 1,...,n.
Indeed, in our experiments, the average number of Newton iterations required to solve (12) for

each of the instances is less than 10.

3.3 Efficient techniques to solve the linear system of equations (8)

Observe that in each iteration of Algorithm 1, we need to solve a (d+1) x (d + 1) linear system
of equations (8) with the same coefficient matrix A. For large scale problems where n and/or
d are large, this step would constitute the most expensive part of the algorithm. In order to
solve such a linear system efficiently, we design different techniques to solve it, depending on the
dimensions n and d. We consider the following cases.

3.3.1 The case where d < n and d is moderate

This is the most straightforward case where we set 7 = 0, and we solve (8) by computing the
Cholesky factorization of the coefficient matrix A. The cost of computing A is 2nd? arithmetic
operations. Assuming that A is stored, then we can compute its Cholesky factorization at
the cost of O(d®) operations, which needs only to be performed once at the very beginning of
Algorithm 1. After that, whenever we need to solve the linear system (8), we compute the
right-hand-side vector at the cost of 2nd operations and solve two (d + 1) x (d 4 1) triangular
systems of linear equations at the cost of 2d? operations.

3.3.2 The case where n < d and n is moderate

In this case, we also set 7 = 0. But solving the large (d+ 1) x (d+ 1) system of linear equations
(8) requires more thought. In order to avoid inverting the high dimensional matrix A directly, we
make use of the Sherman-Morrison-Woodbury formula to get A~! by inverting a much smaller
(n+1) x (n+ 1) matrix as shown in the following proposition.

Proposition 3. The coefficient matriz A can be rewritten as follows:

A = D+UEUT, U= [ yZT HSH } . E = diag(I,, 1), (13)
where D = diag(D, ||y||?). It holds that
Al = D'-DWwH'UTD, (14)

10



where

Lo+ ZT"DZ +yyT/ylI* y/llyll
y' /Iyl 0

Proof. Tt is easy to verify that (13) holds and we omit the details. To get (14), we only need to
apply the Sherman-Morrison-Woodbury formula in [13, p.50] to (13) and perform some simpli-
fications. o

H=E'4+UTD'U = (15)

Note that in making use of (14) to compute A~'h¥, we need to find H~'. A rather cost
effective way to do so is to express H as follows and use the Sherman-Morrison-Woodbury
formula to find its inverse:

H=J+gy, J=diag(I,+2Z"D7'Z -1), 5=1[y/lyl; 1].

With the above expression for H, we have that

1

H'=J"' - ————
L+gT Ty

"

Thus to solve (8), we first compute the n x n matrix I, + Z'D~'Z in (15) at the cost of
2dn? operations. Then we compute its Cholesky factorization at the cost of O(n?) operations.
(Observe that even though we are solving a (d+ 1) x (d+ 1) linear system of equations for which
d > n, we only need to compute the Cholesky factorization of a much smaller n x n matrix.)
Also, we need to compute J 17 at the cost of O(n?) operations by using the previously computed
Cholesky factorization. These computations only need to be performed once at the beginning
of Algorithm 1. After that, whenever we need to solve a linear system of the form (8), we can
compute h* at the cost of 2nd operations, and then make use of (14) to get A~'h* by solving
two n x n triangular systems of linear equations at the cost 2n? operations, and performing
two matrix-vector multiplications involving Z and Z7 at a total cost of 4nd operations. To
summarize, given the Cholesky factorization of the first diagonal block of H, the cost of solving
(8) via (14) is 6nd + 2n? operations.

3.3.3 The case where d and n are both large

The purpose of introducing the proximal term 3||w — w¥||3- in Step la and lc is to make the
computation of the solutions of the subproblems easier. However, one should note that adding
the proximal term typically will make the algorithm converge more slowly, and the deterioration
will become worse for larger || 7|. Thus in practice, one would need to strike a balance between
choosing a symmetric positive semidefinite matrix 7 to make the computation easier while not
slowing down the algorithm by too much.

In our implementation, we first attempt to solve the subproblem in Step la (similarly for
1c) without adding a proximal term by setting 7 = 0. In particular, we solve the linear
system (8) by using a preconditioned symmetric quasi-minimal residual (PSQMR) iterative
solver [22] when both n and d are large. In each step of the PSQMR solver, the main cost is
in performing the matrix-vector multiplication with the coefficient matrix A, which costs 4nd
arithmetic operations. As the number of steps taken by an iterative solver to solve (8) to the
required accuracy (9) is dependent on the conditioning of A, in the event that the solver requires
more than 50 steps to solve (8), we would switch to adding a suitable non-zero proximal term
T to make the subproblem in Step la easier to solve.

The most common and natural choice of 7 to make the subproblem in Step la easy to solve
is to set T = Amax] — ZZ7T, where Amax denotes the largest eigenvalue of Z ZT . In this case the
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corresponding linear system (8) is very easy to solve. More precisely, for the linear system in
(8), we can first compute 5**! via the Schur complement equation in a single variable followed
by computing w* as follows:

(?JTZJ - (Zy)TO‘maxI + D)il(Zy))B = B§+1 - (Zy)TO‘maxI + D)ilﬁlf;da (16)

wk+1 = ()\max-[ + D)_l(ﬁlf:d - (Zy)B’H—l)v
where Blf; 4 denotes the vector extracted from the first d components of h¥. In our implementation,
we pick a T which is less conservative than the above natural choice as follows. Suppose we
have computed the first £ largest eigenvalues of ZZ7 such that A\ > ... > Aj_1 > ), and their
corresponding orthonormal set of eigenvectors, vy, ...,vp,. We pick T to be

T =Xl + 2 00 = M)oww] — 227, (17)

which can be proved to be positive semidefinite by using the spectral decomposition of ZZT.
In practice, one would typically pick ¢ to be a small integer, say 10, and compute the first £
largest eigenvalues and their corresponding eigenvectors via variants of the Lanczos method. In
MATLAB, such a computation can be done by using the routine eigs. To solve (8), we need the
inverse of ZZ* + D + T. Fortunately, when D = uly, it can easily be inverted with

(ZZ"+D+T) " = (u+ ) Lo+ 2 ((+2) 7 = (4 2o) " wio]

One can then compute 8% and @* as in (16) with (Amax + D)~! replaced by the above inverse.

4 Experiments

In this section, we test the performance of our inexact sGS-ADMM method on several publicly
available data sets. The numerical results presented in the subsequent subsections are obtained
from a computer with processor specifications: Intel(R) Xeon(R) CPU E5-2670 @ 2.5GHz (2
processors) and 64GB of RAM, running on a 64-bit Windows Operating System.

4.1 Tuning the penalty parameter

In the DWD model (7), we see that it is important to make a suitable choice of the penalty
parameter C. In [20], it has been noticed that a reasonable choice for the penalty parameter when
the exponent ¢ = 1 is a large constant divided by the square of a typical distance between the
x;’s, where the typical distance, dist, is defined as the median of the pairwise Euclidean distances
between classes. We found out that in a more general case, C should be inversely proportional
to dist?t!. On the other hand, we observed that a good choice of C also depends on the sample
size n and the dimension of features d. In our numerical experiments, we empirically set the

_ 1
value of C' to be 109" max {1, 1o 1og(§i)8$i)§{1000,d}3 }, where log(+) is the natural logarithm.

4.2 Scaling of data

A technique which is very important in implementing ADMM based methods in practice to
achieve fast convergence is the data scaling technique. Empirically, we have observed that it
is good to scale the matrix Z in (7) so that the magnitude of all the blocks in the equality
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constraint would be roughly the same. Here we choose the scaling factor to be Zs.a1e = /|| X || 7,
where || - | is the Frobenius norm. Hence the optimization model in (7) becomes:
min Y37, o5 + Cle, &) + 65(a) + Orn ()
s.t. ZT1D+ﬂy+§—T:0,T>O, (18)
D(w—a)=0, w,acR r¢&cR,

where Z = %, W = ZgealeW, U = Lgealel, and B = {w € R4 | ||| € Zseate}- Therefore, if we
have computed an optimal solution (r*,%*, 8*,£*,@*) of (18), then (r*, Z_Y w*, B*, &%, Z_ L u*)

» “scale scale
would be an optimal solution of (7).

4.3 Stopping condition for inexact sGS-ADMM

We measure the accuracy of an approximate optimal solution (r,w, 3,&, u, o, p) for (18) based
on the KKT optimality conditions (6) by defining the following relative residuals:

_ ly"a _ €7 (Ce—a)| _ lla=s|? . — _4q
ne, = ixc> nce = ~—Hyxc nNcs = 1y With s; = RS
_ 127 o+By+e—r| _ ID@w=a)| _ max{[|®||—Zscale,0}
np, = 1+C y TPy = 1+C nps = 1+C )
— l[min{0,a}|] — l[max{0,a—Cel}|
NnD, = irC ND, = +C )

where Zg.a1e is a scaling factor which has been discussed in the last subsection. Additionally, we
calculate the relative duality gap by:

|Objprima1 - Objdual|
1+ ‘Objprima” + ’Objduall’

Ngap *=

q ~
where objima = Yoiey 7 + Cle, &), 0bjauar = £ Y oiy & — Zseate|| Ze|, with k = @qquﬁ.
We should emphasize that although for machine learning problems, a high accuracy solution
is usually not required, it is important however to use the KKT optimality conditions as the
stopping criterion to find a moderately accurate solution in order to design a robust solver.

We terminate the solver when max{np,np} < 1075, min{nc, ngap} < vV10~2, and max{nc, ngap} <

0.05. Here, nc = max{nc,,nc,,Ncs t, np = max{np,,np, e, }, and np = max{np,,np,}. Fur-
thermore, the maximum number of iterations is set to be 2000.

4.4 Adjustment of Lagrangian parameter o

Based upon some preliminary experiments, we set our initial Lagrangian parameter o to be
oo = min{10C, n}?, where q is the exponent in (7), and adapt the following strategy to update
o to improve the convergence speed of the algorithm in practice:

Step 1. Set x = Z—g, where np and np are defined in subsection 4.3;
Step 2. If x > 0, set o1 = (oy; elseif i >0, set op1 = %O‘k.

Here we empirically set 6 to be 5 and ¢ to be 1.1. Nevertheless, if we have either np < np
or np < np, then we would increase ( accordingly, say 2.2 if max{x,i} > 500 or 1.65 if
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max{x, %} > 50. To ensure a smooth convergence of our algorithm, we will only update o every
kth iterations according to the following criteria:

5  if current iteration count € (0, 25],
10 if current iteration count € (25, 50],
o 20  if current iteration count € (50, 100],
30 if current iteration count € (100, 500],
40  if current iteration count € (500, 1000],
\ 100 if current iteration count > 1000.

Since only a finite number of updates are taken, the convergence of our algorithm is still valid.

4.5 Data Sets

In this subsection, we test our algorithm on two problem sets: the MNIST handwriting recog-
nition and Face recognition. The details for each data set are described below:

MNIST. The MNIST database contains images of 60,000 handwritten digits and we aim to
either classify the digit 4 versus digit 9 or classify the digit 4 versus other digits. For each
case, we test our algorithm on 5 different training sizes while keeping the testing size to
be 10,000. The dimension of features that we have used is 400. We obtain the data sets
from the LASVM website [14].

Face. The faces dataset is a collection of 19 x 19 images, some of which represent faces and
some do not. There are a training set of 6,977 images and a testing set of 24,045 images.
The number of features is 361 and we obtain the data from the MIT CBCL web site [2].

exponent ¢ =1 Training Testing
Data n d C Tter | Time (s) | double | Error (%) n | Error (%)
MNIST-49 3959 | 400 | 1.02e+4-02 | 81 0.22 56 2.25 1991 3.87
MNIST-49 5929 | 400 | 1.10e+02 | 81 0.36 55 2.56 1991 3.37
MNIST-49 7925 | 400 | 1.13e+02 | 81 0.52 57 2.57 1991 3.42
MNIST-49 9847 | 400 | 1.15e+02 | 83 0.63 55 2.77 1991 3.37
MNIST-49 11791 | 400 | 1.23e+02 | 92 0.95 60 2.77 1991 3.16
MNIST-4others | 20000 | 400 | 1.01e+02 | 187 3.09 158 1.58 10000 2.20
MNIST-4others | 30000 | 400 | 1.05e+02 | 292 6.89 239 1.65 10000 2.09
MNIST-4others | 40000 | 400 | 1.05e+02 | 284 9.44 238 1.71 10000 1.95
MNIST-4others | 50000 | 400 | 1.08e+02 | 265 11.15 265 1.80 10000 1.98
MNIST-4others | 60000 | 400 | 1.12e+02 | 269 13.37 269 1.77 10000 1.91
Face 6977 | 361 | 1.00e+03 | 121 0.50 89 2.45 24045 3.23

Table 1: The performance of our inexact sGS-ADMM method on 11
data sets. In the table, “double” is the iteration count needed for the
extra step lc in algorithm 1.

Table 1 shows the number of iterations and the runtime required for our DWD method in
solving 11 data sets. Here, we report the result for the exponent ¢ = 1 and weight e = 1, the
vector of ones. The training error as well as the prediction error are also presented in the table.
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Denote the index set S = {i = 1,--- ,n | yi[sen(B + 2} w)] < 0} for which the data instances
are categorized wrongly, where sgn(x) is the sign function given by

1 if x >0,
sgn(z) =<¢ 0 ifz =0,
-1 ifx<0.

]

The training error and testing error are both defined by =+ x 100%, where |S| is the cardinality
of the set S.

We observe that the testing error is reasonable and the training time is generally short, even
when the training size is large. Under the column “double” in Table 1, we also record the number
of iterations for which the extra Step 1c is executed to ensure the convergence of Algorithm 1.

4.6 UCI Data

In this subsection, we test our algorithm on the UCI data set. It is a compilation of data which
consists of a wide variety of domains collected in [25]. The datasets we have chosen here are all
classification problems with two classes. However, the size for each class may not be balanced.
To tackle the case of uneven class proportions, we use the weighted DWD model discussed in
[21]. Specifically, we consider the model (4) using e = 1 and the term Y ., 1/r] is replaced by
S i /rl, with the weights 7; given as follows:
=
max{74,7—}

T+
max{74,7—}

T =
lfyl =-1

1
where 74+ = (|ni\K _1) 1+a, Here n4 is the number of data points with class label +1 respectively
and K := n/log(n) is a normalizing factor.

Data n d C Iter | Time (s) | psqmr|double | Train-error (%)
a8a 22696 123 6.27e+002 | 201 1.59 0]201 15.10
a9a 32561 123 6.49e+002 | 201 2.09 0/201 14.93
covtype 581012 54 3.13e+003 | 643 93.75 0]191 23.74
gisette 6000 4972 1.15e+004 | 101 23.81 0| 49 0.17
ijjennl 35000 22 4.23e+003 | 401 3.80 0]401 7.77
mushrooms 8124 112 3.75e+002 | 81 0.34 0] 81 0.00
real-sim 72309 20958 | 1.55e+004 | 210 34.36 875|210 1.45
wTa 24692 300 5.95e4+002 | 701 6.18 0|701 1.17
w8a 49749 300 6.36e4+002 | 906 12.93 0|906 1.20
revl 20242 44505 | 9.18e+003 | 81 5.55 234| 49 0.63
leu 38 7129 1.00e+002 | 271 1.05 0|271 0.00
colon 62 2000 1.68e+002 | 51 0.78 0] 51 0.00
prostate 102 6033 1.69¢4+002 | 52 0.11 0| 49 0.00
srbct 63 2308 1.37e+002 | 113 1.81 0/113 0.00
farm-ads 4143 54877 | 1.06e+004 | 51 3.08 368| 51 0.17
dorothea 800 88120 1.00e+4-002 | 51 1.50 0] 51 0.00
url-svm 256000 | 3231961 | 3.96e4+005 | 141 | 356.48 391|109 0.01

Table 2: The performance of our inexact sGS-ADMM method on the
UCI data sets.
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Table 2 presents the number of iterations and runtime required, as well as training error
produced when we perform our inexact sGS-ADMM algorithm to solve 17 data sets. The results
are generated using the exponent ¢ = 1. In the table, “psqmr” is the iteration count for the
preconditioned symmetric quasi-minimal residual method for solving the linear system (8). A
‘0’ for “psqmr” means that we are using a direct solver as mentioned in subsection 3.3.1 and
3.3.2.

Again, our algorithm is capable of solving all the data sets, even when the size of the data
matrix is huge. In addition, for data with unbalanced class size, such as w7a and w8a, our
algorithm is able to produce a classifier with small training error.

4.7 Comparison with other solvers

In this subsection, we compare our inexact sGS-ADMM method for solving (4) via (7) with the
primal-dual interior-point method implemented in [24] and used in [20]. We also compare our
method with the directly extended (semi-proximal) ADMM (using the aggressive step-length
1.618) even though the latter’s convergence is not guaranteed. Note that the directly extended
ADMM we have implemented here follows exactly the same design used for sGS-ADMM, ex-
cept that we switch off the additional Step 1c in the Algorithm 1. We should emphasize that
our directly extended ADMM is not a simple adaption of the classical ADMM, but instead
incorporates all the sophisticated techniques we have developed for sGS-ADMM.

We will report our computational results for two different values of the exponent, ¢ = 1 and
q = 2, in Tables 3 and 4, respectively.

exponent g = 1 sGS-ADMM direct ADMM IPM

Data n d C Time (s)|Iter|Error (%)||Time (s)| Iter [Error (%) Time (s)|Iter|Error (%)

ada 22696 | 123 |6.27e+002|| 1.59 |201| 15.10 0.99 |[170| 15.10 1367.56 | 47 | 15.09

ada 32561 | 123 [6.49e+002|| 2.09 |201| 14.93 1.24 1173 | 14.94 3075.26 | 43| 14.93

covtype |[581012| 54 |3.13e4003| 93.75 |643| 23.74 72.92 | 700 | 23.74 - - -

gisette 6000 | 4972 |1.15e+004| 23.81 |101| 0.17 2411 | 70 0.25 2764.09 | 62 | 20.50*

ijennl 35000 22 14.23e+003|| 3.80 (401| 7.77 3.64 | 501 7.7 1704.26 | 34 7.7

mushrooms| 8124 112 |3.75e+002(| 0.34 |81 0.00 0.81 |303 0.00 139.43 | 50 0.00

real-sim | 72309 | 20958 |1.55e+004|| 34.36 |210| 1.45 83.16 | 702 1.42 - - -

wT7a 24692 | 300 [5.95e+002]| 6.18 |701 1.17 12.65 |2000| 1.16 4544.73 | 53 1.17

w8a 49749 | 300 [6.36e+002|| 12.93 |906| 1.20 21.04 |2000| 1.16 - - -

rcvl 20242 | 44505 |9.18e+003( 5.55 |81 0.63 16.97 | 245 0.63 9310.52 | 43 0.72

leu 38 7129 |1.00e+002{| 1.05 {271 0.00 3.85 (2000( 0.00 1.40 |12 0.00
colon 62 2000 |1.68e+002(| 0.78 |51 0.00 2.46 | 301 0.00 1.12 |16 0.00
prostate 102 6033 |1.69e+-002|| 0.11 |52 0.00 0.14 |121 0.00 3.99 |12 0.00
srbct 63 2308 |1.37e+002f| 1.81 |113| 0.00 15.39 |1581| 0.00 1.13 |12 0.00
farm-ads | 4143 | 54877 |1.06e+004|| 3.08 |51 0.17 3.97 72 0.14 514.04 | 36 0.34

dorothea | 800 | 88120 [1.00e+002|| 1.50 |51 0.00 41.05 (2000 0.00 11.85 |18 0.00

url-svm  |256000(3231961|3.96e4-005|| 356.48 |[141| 0.01 1042.81 | 541 0.00 - - -

Table 3: Comparison between the performance of our inexact sGS-
ADMM, directly Extended ADMM “direct ADMM?”, and the interior
point method “IPM” on the UCI data sets. A ‘*’ next to the error in
the table means that the problem set cannot be solved properly by the
respective solver. ‘-’ means the algorithm cannot solve the dataset due
to the constraint of computer memory.
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Table 3 reports the runtime, number of iterations required as well as the training error of 3
different solvers for solving the UCI data sets. We can observe that the interior point method
is almost the slowest to achieve optimality compared to the other two solvers, despite requiring
the least number of iterations, especially when the sample size n is large. The inefficiency of
the interior-point method is caused by its need to solve an n x n linear system of equations in
each iteration, which could be very expensive if n is large. In addition, it cannot solve the DWD
problem where n is huge due to the excessive computer memory needed to store the large n x n
matrix.

On the other hand, our inexact sGS-ADMM method outperforms the directly extended
(semi-proximal) ADMM for 13 out of 17 cases in terms of runtime. For the other cases, we are
only slower by a relatively small margin. Furthermore, when our algorithm outperforms the
directly extended ADMM, it often shortens the runtime by a large margin. In terms of number
of iterations, for 14 out of 17 cases, the directly extended ADMM requires at least the same
number of iterations as our inexact sGS-ADMM method. We can say that our algorithm is
remarkably efficient and it further possesses a convergence guarantee. In contrast, the directly
extended ADMM is not guaranteed to converge although it is also very efficient when it does
converge. We can observe that the directly extended ADMM sometimes would take many more
iterations to solve a problem compared to our inexact sGS-ADMM, especially for the instances
in Table 4, possibly because the lack of a convergence guarantee makes it difficult for the method
to find a sufficiently accurate approximate optimal solution.

To summarize, our inexact sGS-ADMM method is an efficient yet convergent algorithm for
solving the primal form of the DWD model. It is also able to solve large scale problems which
cannot be handled by the interior point method.

exponent q = 2 sGS-ADMM direct ADMM IPM

Data n d C Time (s)|Iter|Error (%)||Time (s)| Iter [Error (%) Time (s)|Iter|Error (%)

a8a 22696 | 123 |1.57e+004| 2.12 |248] 15.10 3.48 531 15.11 7034.94 | 45| 15.17

ada 32561 | 123 |1.62e+004( 2.91 |279| 14.94 9.33 (1183 14.94 ||16798.27| 48 | 14.95

covtype |[581012| 54 |1.52e4+005( 67.50 [368| 23.74 225.21 2000 23.74 - - -

gisette 6000 | 4972 |1.01e+006|| 25.53 |90 0.05 23.35 | 61 0.08 2508.89 | 55 0.00
ijennl 35000 22 12.69e+005|| 2.84 (233| 7.94 8.84 (1004 7.88 2002.77 | 38 7.98
mushrooms| 8124 112 |7.66e+003( 1.23 |301| 0.00 5.75 2000 0.17 650.16 | 52 0.00

real-sim | 72309 | 20958 [1.10e+006|| 31.00 |174| 1.51 23.06 | 181 1.51 - - -

w7a 24692 | 300 |1.44e+004| 4.35 |473| 1.15 14.87 [2000| 2.69 5372.32 | 48 1.18

w8a 49749 | 300 |1.54e4-004| 8.57 |543| 1.13 23.55 |2000] 2.68 - - -

rcvl 20242 | 44505 |4.69e+005( 7.06 |81 1.16 7.25 |101 1.16 7547.28 | 43 0.79
leu 38 7129 |1.00e+003( 1.25 |301| 0.00 4.03 |2000( 0.00 1.48 |15 0.00
colon 62 2000 |3.02e+003(| 0.91 |51 0.00 7.61 | 986 0.00 1.82 | 26 0.00
prostate 102 6033 |2.40e4-003|| 0.10 |51 0.00 0.38 | 301 0.00 8.78 | 28| 0.00*
srbet 63 2308 |2.17e+003( 2.02 |108| 0.00 19.08 (2000 0.00 1.69 |21 0.00
farm-ads | 4143 | 54877 |2.75e+005|] 4.21 |62 0.22 9.11 | 139 0.22 383.43 | 41| 0.41%*

dorothea | 800 | 88120 [1.00e+003|| 1.99 |51 0.00 42.31 (2000 0.00 25.89 | 35 0.00

url-svm |256000(3231961|1.84e+4-007|| 1262.48 (361 0.50 1501.35 | 770 0.50 - - -

Table 4: Comparison between the performance of our inexact sGS-
ADMM, directly Extended ADMM “directADMM?”, and the interior
point method “IPM” on the UCI data sets for ¢ = 2. A “*’ next to the
error in the table means that the problem set cannot be solved properly
by the respective solver.
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Table 4 reports the runtime, number of iterations required as well as the training error of 3
different solvers for solving the UCI data sets for the case when ¢ = 2. Again, we can see that
the interior point method is almost always the slowest to converge to optimality.

Our sGS-ADMM algorithm outperforms the directly extended ADMM algorithm in 15 out
of 17 data sets in terms of runtime. For the other 2 cases, our algorithm is only slightly slower.
In terms of the number of iterations, it has the best performance among almost all the data sets.
On the other hand, for 7 data sets, the number of iterations required by the directly extended
ADMM hits the maximum iterations allowed, probably implying nonconvergence of the method.
For the interior point method, it takes an even longer time to solve the problems compared to
the case when ¢ = 1. This is due to an increase in the number of constraints generated in the
second-order cone programming formulation of the DWD model with ¢ = 2.

The numerical result we obtained in this case is consistent with the one we obtained for the
case ¢ = 1. This further shows the merit of our algorithm in a more general setting. We could
also expect the similar result when the exponent is 4 or 8.

4.8 Comparison with LIBSVM and LIBLINEAR

In this subsection, we will compare the performance of our DWD model to the state-of-the-art
model support vector machine (SVM). We apply our sGS-ADMM model to the DWD model and
use LIBSVM in [3] as well as LIBLINEAR in [8] to the SVM model. LIBSVM is a general solver
for solving SVM models with different kernels; while LIBLINEAR is a solver highly specialized
in solving SVM with linear kernels. LIBLINEAR is a fast linear classifier; in particular, we
would apply it to the dual of L2-regularized L1-loss support vector classification problem. We
would like to emphasize that the solution given by LIBSVM using linear kernel and that given
by LIBLINEAR is not exactly the same. This may be due to the reason that LIBLINEAR has
internally preprocessed the data and assumes that there is no bias term in the model.

Table 5 records the penalty parameters used in LIBSVM and LIBLINEAR. For both algo-
rithms, the parameters are chosen to be the same as in [15] except for the last dataset (url-svm).
Since it is not available, we make use of the cross-validation routine in LIBLINEAR to choose
the best parameter.

Data | a8a a%a | covtype | gisette ijennl mushrooms | real-sim
C 0.041 | 0.025 0.032 0.006 0.126 0.179 0.608

Data | w7a w8a revl leu prostate farm-ads dorothea | url-svm
C 0.356 | 0.160 0.148 0.140 0.364 9.496 0.031 1024

Table 5: Penalty parameter C' used in LIBLINEAR and LIBSVM.

Table 6 shows the runtime and number of iterations needed for solving the binary classi-
fication problem via DWD model and SVM model respectively on the UCI datasets. It also
gives the training and testing classification error produced by the three algorithms. Note that
the training time excludes the time for computing the best penalty parameter C'. The stopping
tolerance for all algorithms is set to be 107°. For LIBLINEAR, we observed that the default
maximum number of iteration is breached for many datasets. Thus we increase the maximum
number of iteration from the default 1000 to 20000.

In terms of runtime, LIBLINEAR is almost always the fastest to solve the problem, except
for the largest dataset (url-svm) for which our algorithm is about 10 times faster. Note that the
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maximum iteration is reached for the dataset (url-svm). On the other hand, LIBSVM is almost
always the slowest solver. It may only be faster than sGS-ADMM for small datasests (3 cases).
Our algorithm can be 50-100 times faster than LIBSVM when solving large data instances.
Furthermore, LIBSVM may have the risk of not being able to handle extremely large-scaled
datasets. For example, it cannot solve the biggest dataset (url-svm) within 24 hours.

In terms of training and testing error, we may observe from the table that the DWD and SVM
models produced comparable training classification errors, although there are some discrepancies
due to the differences in the models and penalty parameters used. On the other hand, the testing
errors vary across different solvers. For most datasets, the DWD model (solved by sGS-ADMM)
produced the smaller testing errors than the other algorithms (7 cases); whereas the SVM model
(solved by LIBLINEAR) may produce the worst testing errors among all algorithms (8 cases).
The discrepancy between the testing errors given by LIBSVM and LIBLINEAR may be due to
the different treatment of the bias term in-built in the algorithms.

It is reasonable to claim that our algorithm is more efficient than the extremely fast solver
LIBLINEAR in solving large data instances even though our algorithm is designed for the more
complex DWD model compared to the simpler SVM model. Moreover, our algorithm for solving
the DWD model is able to produce testing errors which are generally better than those produced
by LIBLINEAR for solving the SVM model.

DWD via sGS-ADMM SVM via LIBLINEAR SVM via LIBSVM
Data n d Ntest || Time |Iter|Errer|Erriest|| Time | Iter |Erri|Erriest]| Time | Iter |Erry|Erriest
a8a 22696 | 123 | 9865 || 2.28 |201|15.10| 14.67 || 0.40 |3150(15.43| 14.85 || 52.58 |34811|15.44| 14.80
a9a 32561 | 123 |16281 | 2.81 |201|14.93| 15.19 || 0.43 |1716|15.25| 15.12 || 97.86 |25721|15.24| 15.03
covtype [581012| 54 /  |[100.62/643(23.74| / 20.42 |17027|23.68| / ||18828.22|224517|23.70| /
gisette | 6000 | 4972 | 1000 || 28.95|101| 0.17 | 3.00 4.34 7 |15.35| 18.70 || 91.82 | 8723 | 0.23 | 5.40
ijennl 35000 22 |91701| 4.65 |401| 7.77 | 7.82 0.58 |7629|9.24 | 8.97 26.98 [10137]9.21 | 8.76
mushrooms| 8124 | 112 / 0.87 |81 |0.00 / 0.22 | 401 | 0.00 / 0.60 | 1003 | 0.00 /
real-sim | 72309 | 20958 / 39.84|210] 1.45 / 6.84 | 376 | 1.32 / 3853.66 | 52591 | 1.37 /
w7a 24692 | 300 |25057| 6.81 |701|1.17 | 1.30 0.33 | 761 | 1.34| 10.08 || 14.73 |62830|1.37 | 1.38
w8a 49749 | 300 |14951 | 13.77(906| 1.20 | 1.31 0.82 |1436|1.39 | 9.87 63.37 (124373 1.36 | 1.43
rcvl 20242 | 44505 [677399| 7.20 |81 |0.63 | 5.12 4.64 |1091|1.78 | 47.53 || 1243.51|40830| 0.38 | 5.23
leu 38 7129 34 1.32 |271 0.00 | 11.76 || 0.32 | 24 |0.00 | 20.59 0.34 146 | 0.00 | 5.88
prostate | 102 | 6033 / 2.45 |52 0.00 / 2.73 | 202 | 0.00 / 2.44 708 | 0.00 /
farm-ads | 4143 | 54877 / 4.30 | 51|0.17 / 4.75 |2162|0.17 / 15.16 | 9574 | 0.17 /
dorothea | 800 | 88120 | 350 || 2.71 |51 |0.00| 5.14 0.88 | 11 |0.00| 8.86 10.05 | 4514 | 0.00 | 7.71
url-svm  |256000(3231961| /  ||406.43|141| 0.01 /  114965.37]20000| 0.01 / - - - /

Table 6: Comparison between the performance of our inexact sGS-

ADMM on DWD model with LIBLINEAR and LIBSVM on SVM model.

Ntest 1S the size of testing sample, Erry, is the percentage of training er-

ror; while Errics: is that of the testing error. ‘-’ means the result cannot
be obtained within 24 hours, and ¢/’ means test sets are not available.
Here, the timing includes time for reading training data and problem
solving time. The timing for getting the best penalty parameter C is
excluded.
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5 Conclusion

In this paper, by making use of the recent advances in ADMM from the work in [5], [16] and
[23], we proposed a convergent 3-block inexact symmetric Gauss-Seidel-based semi-proximal
ADMM algorithm for solving large scale DWD problems. We applied the algorithm successfully
to the primal formulation of the DWD model and designed highly efficient routines to solve the
subproblems arising in each of the inexact sGS-ADMM iterations. Numerical experiments for
the cases when the exponent equals to 1 and 2 demonstrated that our algorithm is capable of
solving large scale problems, even when the sample size and/or the feature dimension is huge.
In addition, it is also highly efficient while guaranteeing the convergence to optimality. As a
conclusion, we have designed an efficient method for solving the binary classification model
through DWD.
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