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Abstract—The requirement of fast fault isolation poses a great 
challenge to the safe operation of multi-terminal direct current 
(MTDC) systems. In order to make a better tradeoff between the 
speed and reliability of the protection scheme, it is imperative to 
mine more valuable information from fault transient signals. This 
paper puts forward a data-driven framework capable of digging 
out and synthesizing multi-dimensional features to achieve fast 
and reliable DC fault detection and classification in MTDC 
systems. Highly comparative time-series analysis (HCTSA) is first 
adopted to extract extensive features with clear physical 
interpretations from fault current waveforms, and a few features 
valuable to fault identification are then selected utilizing the 
greedy forward search. Based on the reduced features, a softmax 
regression classifier (SRC) is further proposed to calculate the 
probability of each fault category with a relatively minor on-line 
computational burden. Numerical simulations carried out in 
PSCAD/EMTDC have demonstrated the proposed approach is 
effective under different fault conditions, robust against noise 
corruptions as well as abnormal samplings, and replicable in 
various DC grids. In addition, comprehensive comparison studies 
with conventional derivative-based protection methods and some 
typical artificial intelligence based (AI-based) methods have been 
conducted. It is verified that the proposed method has the 
advantages of higher fault identification accuracy over 
conventional protections and shallow structure AI-based methods, 
better interpretability as well as lower on-line computing 
complexity over the deep architecture AI-based approaches. 

Index Terms—Fault detection and classification, MTDC system, 
artificial intelligence, representation learning. 

I. INTRODUCTION

N the last decade, the voltage source converter (VSC) based 
MTDC system has been vastly adopted in the interconnection 

of asynchronous AC areas and integration of large bulk of 
renewable energies due to its high control flexibility and high 
reliability [1]-[3]. The emergence of the modular multilevel 
converter (MMC) reduces the switching losses of IGBTs and 
the harmonic level at the DC side [4]-[6], making the 
VSC-MTDC network a more promising solution for future 
power transmission and distribution. However, VSC-based 
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converters are vulnerable to DC fault current surges, and to 
prevent the outage of the overall system, fault isolation should 
be achieved within several milliseconds after DC fault [7]. 
Therefore, fast and reliable fault detection has become a major 
challenge for the safe operation of MTDC systems. 

A. Related works

The non-unit protection does not involve the communication
delay, and thereby has been regarded as a more attractive 
scheme for fast fault isolation in MTDC systems than the 
differential approach. Single-end traveling wave protections 
that detect the reflection and refraction of traveling waves at the 
fault point or line boundaries are widely utilized in practical 
engineering [8]-[10]. To quantitatively describe the sudden 
change of the system status during DC fault, the rate of change 
of current and voltage (ROCOC and ROCOV) are respectively 
put forward in [8] and [9]. However, traveling wave protections 
suffer from the poor ability to tolerate fault resistance and the 
requirement of high-frequency sampling. To address these 
issues, transient protections that utilize the changes of stored 
energy in inductors and capacitors during fault are proposed in 
[11]-[13]. Reference [11] reports a transient average current 
based fault detection method for radial MTDC systems by 
overlooking the traveling wave process. In addition, numerous 
digital signal processing techniques such as Fast Fourier 
Transform (FFT) [12], Short Time Fourier Transform (STFT) 
[13], and Wavelet Transform (WT) [14]-[15], have been 
introduced into DC grid protection to describe the complex 
fault transient dynamics. Unfortunately, due to the lack of clear 
and accurate analytical expressions of transient short circuit 
current, it is difficult to determine which time-series analysis 
method is more suitable and effective for fault identification in 
a specified network. Thus, a rational feature selection from 
fault transient signals remains to be further explored for DC 
fault detection and classification in MTDC systems. 

Recently, several artificial intelligence (AI) algorithms such 
as Principal Component Analysis [16], Naïve Bayes [17], 
K-means cluster [18], Support Vector Machine (SVM) [19],
and Artificial Neural Network (ANN) [20]-[24] are utilized in
DC grid protection. Compared with conventional approaches,
AI algorithms make it possible to dig out and synthesize
multi-dimensional features from fault transient signals, which
may enhance the comprehensive performance of the protection
scheme. Broadly speaking, AI-based protections can be
classified into two categories: shallow structure methods and
deep structure methods. The former class [16]-[23] normally
requires proper features as the input of a specified type of fault

Data-driven Fault Detection and Classification for 
MTDC Systems by Integrating HCTSA and 

Softmax Regression 
Jiapeng Li, Guobing Song, Senior Member, IEEE, Jifei Yan, Yujun Li, Member, IEEE, 

 Zhao Xu, Senior Member, IEEE 

I 

This is the Pre-Published Version.
The following publication J. Li, G. Song, J. Yan, Y. Li and Z. Xu, "Data-Driven Fault Detection and Classification for MTDC Systems by Integrating HCTSA and Softmax Regression," 
in IEEE Transactions on Power Delivery, vol. 37, no. 2, pp. 893-904, April 2022 is available at https://doi.org/10.1109/TPWRD.2021.3073922

© 2021 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or 
reuse of any copyrighted component of this work in other works.



J. Li et al.: Data-driven Fault Detection and Classification for MTDC Systems by Integrating HCTSA and Softmax Regression 2

classifier, and then the parameters of the classification model 
can be tuned to achieve high-accuracy fault identification. For 
instance, in [19]-[22], FFT and WT are separately adopted to 
extract useful features from fault transient waveforms, and 
subsequently, AI algorithms such as SVM, ANN, and Fuzzy 
inference can be used to comprehensively analyze these 
features and predict the fault category. Still, manual feature 
selection cannot guarantee the extracted features are effective 
for fault detection. In MMC-MTDC systems, line boundaries 
are normally weak due to the small inductance of DC reactors 
and equivalent capacitance of converts, and thus more careful 
feature selection is in demand to capture the subtle differences 
between some internal and external faults. By contrast, the 
latter class [24] embeds the feature extraction into the deep 
neural network, so that the original transient waveforms can be 
directly inputted towards the data model, and useful features 
can be automatedly determined in the training process. In [24], 
a branch-structure convolutional neural network (CNN) is 
designed for fault identification in MMC-MTDC systems. 
Nevertheless, the deep learning model includes a large number 
of parameters, which significantly increases the computing 
complexity. Moreover, the extracted features in this end-to-end 
approach lack clear physical interpretations, making it hard to 
understand the operation mechanism of the deep learning 
scheme and ensure its effectiveness under various conditions. 

B. Main contribution 

The contribution of this paper mainly lies in two folds. For 
one thing, to enhance the accuracy and reliability of fault 
detection in MTDC networks, especially those with weak line 
boundaries, a data-driven protection framework is proposed, 
which can automatedly extract valuable features from fault 
transient signals and synthetically discriminate the fault 
category in high accuracy. For another, the proposed method 
retains good interpretability owing to clear physical meanings 
of the extracted features and solid mathematical implications of 
SRC. Compared with existing methods, the proposed one 
makes a better trade-off among fault identification accuracy, 
on-line computing complexity, interpretability, as well as 
robustness against noise corruptions and abnormal samplings. 
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Fig. 1.  Overall scheme of the proposed approach of DC fault detection and 
classification. 

II. HCTSA-BASED FEATURE EXTRACTION FROM DC 

CURRENT WAVEFORM 

In the proposed approach of fault detection and classification 
for MTDC systems, feature extraction is firstly conducted to 

gain valuable information from the transient DC fault current 
waveform, and fault identification can be subsequently 
achieved via synthesizing the extracted features as illustrated 
by Fig. 1. In order to select features that are effective for the 
fault classification task, and simultaneously with clear physical 
interpretation, a state-of-the-art time-series analysis method, 
namely HCTSA, is adopted in this paper. The main procedures 
of the HCTSA-based feature extraction are depicted as follows.  

A. Unified feature-based representation of current waveform 

HCTSA is a supervised learning algorithm that specializes in 
the automated extraction of useful and interpretable features 
from the studied time series. For utilizing HCTSA, the training 
data should be first defined. 

The input matrix M LI    comprises quantities of DC 
current waveforms obtained under various conditions, which 
can be expressed as follows, 
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where each row of I noted as I(i) (i = 1, 2, ⋯, M) is a specified 
fault component current waveform measured by the 
positive-pole or negative-pole relaying, and M is the total 
number of samples in I. Further, each I(i) consists of L 
sequential sampling points denoted by  i

li  (l = 1, 2, ⋯, L), and 

the sequence length L satisfies the following equation, 
 sL T f   (2) 

where T and fs are the length of the sampling window and the 
sampling frequency, respectively. 

The output matrix 1MY    can be written as follows, 

       T1 2, , , MY y y y     (3) 

where y(i) is an integer denoting the corresponding class label of 
I(i), and the superscript T is matrix transpose. For the feature 
extraction task, y(i) values in {1, 2, 3, 4}, which individually 
represent the pole-to-pole fault current, fault pole current under 
single-pole-to-ground fault, non-fault pole current under 
single-pole-to-ground fault, and current under disturbance. 

For facilitating the analysis, an operation library offered by 
HCTSA is utilized to convert the original time-varying 
waveform I(i) into a static feature vector. More specifically, 
HCTSA totally selects 7749 kinds of time-series properties 
across the scientific disciplines, including basic statistics of the 
distribution, linear correlations, stationarity, wavelet methods, 
and so on. It is demonstrated in [25] that these features can 
handle almost all time-series analysis problems in the real 
world. To obtain the feature-based representation, the studied 
current waveform should be calculated by each time-series 
analysis function in the operation library separately, 
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where   1i FG   is the feature vector corresponding to I(i); 
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 1 2, , , FΦ      is the operation set (library) and φf (f = 1, 2, 

⋯, F) is a time-series function that projects a time series of 1 L 
to a scalar  i

fg . It should be noted that some operations may 

output a complex number or non-positive data for fitting 
positive-only distribution. These inappropriate operations are 
filtered out from the original operation library, and thereby the 
number of appropriate operations noted by F is less than 7749. 
Normally, F is as large as several thousand, so that G(i) can be 
referred to as the extensive feature vector. 

Moreover, for guaranteeing each element of the feature 
vector could have an equal degree of effect on the fault 
classification task, the feature vector should be normalized by a 
scaled robust sigmoid function [26] given below, 
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where the tilde ~ on the head of symbols represents the 
normalized values; mf and rf are the median and interquartile 
range of the set       1 2, , , M

f f fg g g , respectively. 

After the normalization, each element of the feature vector 
has been scaled into the range of [0, 1], and the unified 
featured-based representation of DC current waveform is fully 
formulated. 

B. Feature selection based on greedy policy 

The extensive feature vector contains plenty of interpretable 
features, which, however, cannot be directly used in practical 
engineering due to its high dimensionality. On the one hand, 
from the perspective of machine learning, it is actually 
infeasible to collect sufficient training samples and calculate 
the distance in a high-dimension space, which is referred to as 
the curse of dimensionality. On the other hand, the extensive 
feature vector inevitably involves a large number of 
intermediate operations during the fault classification, thereby 
tremendously increasing the on-line computational burden. 
Considering the extensive features are highly redundant, it is 
necessary and feasible to select a few features useful to fault 
identification for the dimension reduction purpose. 

However, selecting the optimal Fr time-series operations 
(features) as few as possible from the normalized operation set 

noted as Φ  for achieving the best classification performance is 
actually a complicated combinatorial optimization problem, 
and it is practically infeasible to find the global optimal solution 
using the exhaustive search. To address this issue, a commonly 
used approximation algorithm, namely, greed policy is adopted 
here and a local optimum can be figured out instead. 

The detailed algorithm of greedy forward feature selection is 
stated as follows. Given the classifier, the misclassification 
rates by using all individual normalized feature operations 

f  

are calculated, and 
1 , which is the operation with the minimal 

misclassification rate, is chosen as the first operation in the 

reduced set Ψ . Next, the misclassification rates via utilizing all 

individual operations in combination with 
1  are calculated, 

and the one with the lowest misclassification rate is chosen as 


2 . In this way, features to be added should be irrelevant from 

the existing ones, since the misclassification rate is more likely 
to decrease when additional features can complement more 
useful and different information. Repeat the procedure and 
choose the operation that conduces the maximum improvement 
of the classification performance in each iteration until the 
termination criterion is satisfied, yielding the final reduced 
normalized operation set denoted by     1 2, , ,

rFΨ     . The 

stop criterion is set as the point when the misclassification rate 
drops to zero, or its decrease by adding one additional operation 
is less than a sufficiently small number.  

Initialization and Input: 
 Determine the classification learning algorithm ℒ. 
 Load the training data: the input I and the target output Y. 

 Set     1 2, , , FΦ     , Ψ   . 

Process: 
1:   Repeat: 

2:    For each 
f  in Φ  do: 

3:      Operation set update:  
f fO Ψ   . 

4:      Training set update:    ,f fD O I Y . 

5:      Performance assessment:  
calculate the misclassification rate of algorithm ℒ in 
the training set Df, noted as εf. 

6:    End for 

7:    Optimal choice: set φ* as the f  with the minimal εf. 

8:    Operation set update:    Φ
Φ   ,  Ψ Ψ   . 

9: Until the termination criterion is satisfied. 

Output: The reduced feature operation set Ψ . 
Algorithm 1.  Greedy forward search algorithm for selecting features. 

The HCTSA-based feature extraction provides a unified and 
reduced feature vector representation of transient DC current 
waveform, which retains the interpretability of features and 
simultaneously ensures good performance of the followed fault 
identification. 

III. FAULT DETECTION AND CLASSIFICATION METHOD 

A. Start-up criterion 

In order to reduce the risk of protection maloperations as 
well as the on-line computational burden, the fault detection 
and classification should be initialized only if the start-up 
criterion is satisfied. In this paper, the start-up element is 
chosen as the transient average increment of current, which is 
defined as the difference between the cumulative sum of the 
current sampling value in two consecutive intervals. The 
discrete form of transient average increment of current marked 

as  i t  can be written as follows, 

       2
1

1
2

sL

s s
ls

i t i t l L i t l L
L 

        (6) 

where Ls is the number of sampling points in each interval and 



J. Li et al.: Data-driven Fault Detection and Classification for MTDC Systems by Integrating HCTSA and Softmax Regression 4

it is set as 5 in this paper. The main advantage of the transient- 
average-increment-based start-up criterion is the ability to filter 
out some of the measurement noise as well as low 
computational complexity.  

Based on (6), the fault detection is activated when either of 
the transient average increment of positive or negative current 
exceeds the threshold value denoted by ∆iset, 

     max ,p n seti t i t i     (7) 

The threshold of the start-up element should exceed the 
maximum transient average increment of current during the 
change of load current, which is denoted by 

Li . Meanwhile, it 

should be less than the transient average increment of current 
under the remotest internal fault with the maximum tolerant 
fault resistance, marked as 

Ri . Therefore, the threshold value 

can be determined by the following inequality constraint, 
 

1 2r L set r RK i i K i      (8) 

where Kr1 and Kr2 are two reliability coefficients. Kr1 should be 
larger than 1, and Kr2 should be in the range of (0, 1). 

B. Softmax regression classifier 

Softmax regression is the extension of linear regression to 
multi-classification tasks, which has been proven simple but 
powerful by large amounts of industrial practice. In this part, a 
softmax regression classifier (SRC) is trained for identifying 
the fault type via the features of transient DC current waveform.  

The input of SRC is the combination of reduced feature 
vectors of positive and negative fault component current, which 

is denoted by   1 2 ri FX  . The output of SRC marked as y(i) 
values in {1, 2, 3, 4}, representing the positive-to-negative fault 
(P2N), the positive-to-ground fault (P2G), the negative-to- 
ground fault (N2G), and the disturbance, individually. The SRC 
utilizes the following equation known as softmax regression 
function to model the posterior probability of y(i) under the 
given observation X(i), 
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(9) 

where K is the number of categories and it is 4 in this fault 

classification task; 2 rK FW   and 1KB    are the weight 
matrix and bias matrix, respectively, 
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Generally, the value of W and B can be determined by the 
classical maximum likelihood estimation (MLE) [27]. Based on 
(9), the likelihood function is calculated as follows, 
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where N is the number of samples in the training set; 𝕀 ∙  is the 
index function satisfying the following equation, 
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The objective of MLE is to find the parameters W and B that 
maximize the likelihood function. For facilitating the 
calculation, the focus should be put on maximize the 
log-likelihood function expressed as follows, 
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(13) 

Based on (13), the loss function for the training of SRC can 
be chosen as follows, 
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Correspondingly, the estimations of W and B respectively 

noted as W  and B  can be obtained by solving the 
minimization problem below, 

    
,,

max ln , min ,
W BW B

L W B J W B  (15) 

Gradient descent, as a commonly used optimization 
algorithm, is adopted here to train the parameters. The update 
rule in each iteration can be expressed as follows,  
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where η represents the learning rate, and ∇ is the gradient 
operator. Based on (14), the gradient of J(W, B) with respect to 
Wj and bj can be directly calculated as follows, 
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(17) 

SRC actually builds a probabilistic model between the 
selected features and all possible fault categories. Once the 
off-line training is completed, the trained SRC can be directly 
utilized in on-line fault detection and classification. For a new 
feature-based input denoted by X(*), the trained SRC will output 
the category y(*) with the maximum posterior probability, as 
written in the following equation, 

         arg max ; ,
j

y P y j X W B     (18) 

C. Process of the proposed fault detection and classification 
scheme 

The overall framework of the proposed fault detection and 
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classification scheme for MTDC systems is illustrated in Fig. 2. 
Generally speaking, the scheme can be implemented into two 
phases: the off-line training and the on-line application.  

In the first phase, plenty of training data under various 
conditions (different fault distances, resistances, and types) 
should be prepared for the following feature selection and SRC 
training. Then, HCTSA is carried out to extract thousands of 
features from the original current waveforms and the greedy 
forward search is utilized to select a small number of key 
features according to their contribution to the improvement of 
fault classification rate. Finally, the SRC for fault identification 
is constructed to build the probability relation model between 
the selected features and the fault categories. Based on the 
maximum likelihood principle, the objective function is 
determined and the parameters of the SRC can be optimized 
using the gradient descent algorithm.  

In the second phase, the transient average increment of 
real-time sampling current is updated by the start-up element 
that detects any possible DC fault. Once the start-up criterion is 
satisfied, only a few selected features of the observed current 
are calculated. By combining the reduced feature-based 
representations of positive and negative current, the input 
vector of the SRC can be formed. Subsequently, the trained 
SRC will cope with the input vector to obtain the posterior 
probabilities of all individual fault categories. Lastly, the fault 
category with the maximum probability, which shows whether 
there is a fault as well as the fault type, is outputted by the SRC 
so that DC circuit breakers (CBs) can operate accordingly.  

Structure the training data {I, Y}

Form the training set {X, Y} for 
SRC based on the selected features

Save the estimated parameters 
and 

Off-line training

Obtain the real-time current value

Satisfying the start-
up criterion?

Use the trained SRC to calculate 
the probability of each fault type 

under the observation X (*)

On-line application

W B

Yes

No

Form the feature-based 
input vector X (*)

Extract selected features from 
DC current waveform

Output the fault type y(*) with 
the maximum probability

Train the SRC based on MLE 
and gradient descent

Select a few useful features 
for fault identification based on 

greedy policy

Extract features via the operation 
library offered by HCTSA

 
Fig. 2.  Overall flow chat of the proposed fault detection and classification 
scheme for MTDC systems. 

IV. VALIDATIONS AND STUDY RESULTS 

A. Introduction of the test system 

In this section, a four-terminal MTDC system as shown in 
Fig. 3 is built in PSCAD/EMTDC to verify the effectiveness of 
the proposed fault detection and classification scheme. The test 
system is a symmetrical monopolar half-bridge MMC-based 
system that is commonly used in engineering due to the 
economical construction cost, where the AC-side neutral-points 
of converter transformers are non-directly grounded. Four 

51-level MMC stations with the detailed switching model are 
interconnected by the ±200 kV DC power transmission cables 
with the frequency-dependent (phase) representation. To 
suppress DC fault current, supplementary reactors of 50 mH are 
implemented at both ends of each cable. As depicted in Fig. 3, 
the supplementary reactor and the hybrid DC CB [8] located at 
the m-side of Cable mn are denoted by LTmn and Bmn, 
individually. The MMCs adopt the master-slave control that 
MMC2 regulates its reactive power and the DC system voltage, 
while MMC1, MMC3, and MMC4 regulate their active and 
reactive power separately. The length of the time window is 
selected as 2 ms to utilize as much information as possible and 
simultaneously satisfy the requirement of fast fault isolation. 
According to (8), the threshold of the start-up element is set as 
0.145 kA/ms. Other related parameters of the four-terminal test 
system are provided in Table I. 

MMC1

B12
T1 T2B21

B34 B43

B
31

B
13

T3

B
24

B
42 T4

S1

AC

DC

S3

AC

DC

MMC2
S2

DC

AC

MMC3 MMC4
S4

DC

AC

I12

 
Fig. 3.  Outline of the four-terminal VSC-MTDC test system. 

TABLE I  CONCERNED PARAMETERS OF THE FOUR-TERMINAL SYSTEM 

Symbol Item Value
NSM Number of SM per arm 50
CSM Capacitance of SM capacitor 9000 F
Rarm Bridge arm resistance 0.1 Ω
Ron On-state resistance of a diode / IGBT 5.445 mΩ
Larm Bridge arm inductance 30 mH
LTmn Supplementary inductance  50 mH
Udc DC system voltage ±200 kV
Us / Uc Transformer ratio 110kV / 220kV
SCR AC system short circuit ratio  5.6
T Time window of the signal 2 ms
fs Sampling frequency 50 kHz
∆iset Threshold of the start-up element 0.145 kA/ms

TABLE II  FAULT SCENARIOS FOR THE FOUR-TERMINAL TEST SYSTEM 

Fault distance 
(km) 

f1 
1, 2, 3, 4, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 

95, 96, 97, 98, 99 

f2 
100, 101, 102, 103, 104, 105, 110, 120, 130, 

140, 150, 160, 165, 166, 167, 168, 169 

f3 
0, -1, -2, -3, -4, -5, -10, -20, -30, -40, -50, 

-60, -70, -80, -85, -86, -87, -88, -89 
Fault resistance

(Ω) 
0, 5, 10, 20, 30, 40, 50, 100, 150, 200, 250, 300, 

350, 400, 450, 500 
Fault type P2N, P2G, N2G 

In order to enhance the generalization ability of the proposed 
fault detection and classification algorithm, a large number of 
simulations under various fault conditions have been carried 
out. Taking B12 for instance, DC faults can be broadly classified 
into three categories: the internal fault (f1), the forward external 
fault (f2), and the reverse external fault (f3). Apparently, both of 
the latter two categories belong to the disturbance with respect 
to B12. Define the fault distance as the orientation distance from 
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the relaying to the fault point, and DC faults at different 
locations can be simply represented as shown in Table II. In 
addition, the ranges of fault resistance and fault type are also 
presented in Table II, and totally 2640 fault scenarios have been 
taken into account. Notably, the start-up criterion expressed in 
(7) will always hold when encountering internal faults, while 
may not be triggered under some high-resistance external fault 
cases, so these cases can be pre-excluded from the training set. 

B. Feature extraction results 

Fig. 4 shows the process of the HCTSA-based feature 
selection choosing SRC as the classifier. It can be clearly seen 
that the misclassification rate of the classifier drops drastically 
with the increase of the number of features when it is relatively 
small, which indicates that utilizing more features can 
effectively enhance the performance of fault detection and 
classification. However, when the number of features exceeds 6, 
simply adding new features cannot bring about apparent 
improvement of the classification rate. The difference of 
misclassification rate with 7 features and that with 6 features is 
only 0.0011, which is sufficiently small so that the termination 
criterion of the feature selection can be satisfied. Therefore, for 
this fault classification task, the number of features is 
determined as 6 marked by the red point in Fig. 4. As illustrated 
by Table III, the selected features derive from a wide range of 
scientific subjects including the visibility graph analysis [28], 
crucial statistical parameters, stationarity properties, and 
wavelet transform. These features describe various time series 
characteristics from different perspectives, and thereby render a 
comprehensive picture of transient DC fault current. 
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Fig. 4.  Change of misclassification rate versus the number of features. 

TABLE III  SELECTED FEATURES FOR FAULT IDENTIFICATION 

Symbol Interpretation Category
Feature 1 Average degree of all vertexes Visibility graph
Feature 2 Skewness Distribution

Feature 3 
Ratio of mean-stationarity of original 
and resampled series 

Stationarity 

Feature 4 Median of top-20%-absolute-value data Stationarity

Feature 5 
Maximum 4th-layer detail coefficient 
with Symlet2 wavelet 

Wavelet  

Feature 6 Fifth-order central moment Distribution

Fig. 5 provides an intuitive visualization of the selected 
features. Fig. 5 (a) and (b) are respectively the boxplot of values 
of Feature 1 and Feature 2 under different fault conditions, 
where the white dash line denotes the median value and the 
black square dot represents the mean value. It can be seen from 
Fig. 5 (a) that the distributions of Feature 1 amongst the four 
classes are quite different, which well interprets why Feature 1 
is an effective index for DC fault detection and classification. 

Meanwhile, it is also indicated that utilizing a single feature can 
hardly distinguish the DC fault class accurately, since there are 
obvious overlaps between the four classes. Comparing Fig. 5 (a) 
and (b), it is observed that Feature 2 has different distribution 
characteristics from Feature 1. In other words, Feature 2 can to 
some extent provide complementary information for Feature 1, 
which explains the phenomenon presented in Fig. 4 that fault 
identification based on the combination of multi-features tends 
to possess a higher classification rate than the single-feature- 
based approach. In order to present the overall distribution 
properties of the selected 6 features, a mainstream visualization 
technique, namely the parallel coordinates, is utilized as 
illustrated in Fig. 5 (c), where the reduced features of any single 
current waveform are represented by the sequential connection 
of 6 coordinate points respectively in 6 parallel-arranged axes. 
It can be seen that the feature-based representations of different 
categories marked by varied colors have distinct patterns from 
each other, which demonstrates the feasibility of accurate fault 
classification using the selected 6 features. 

 
Fig. 5.  Visualization of the selected features on the training data. 

C. Performance of SRC for fault identification 

The training process of the SRC for fault identification using 
the selected 6 features as the input is presented in Fig. 6 (a). It 
can be clearly seen that the loss function value in the training 
set denoted by the black solid line and that in the test set 
denoted by the green dash line reach their minimum within 35 
iterations, which manifests the efficiency of the gradient 
descend algorithm for training the classifier. Moreover, the 
accuracy in the training set marked as the red solid line and that 
in the test set marked as the blue dash line are almost the same, 
indicating that the simple structure of SRC can effectively 
avoid overfitting. Fig. 6 (b) shows the confusion matrix of the 
trained SRC on the test set, where each row represents the 
predicted category, and each column denotes the true category. 
It is illustrated in Fig. 6 (b) that all samples in the test set are 
classified correctly by the SRC, which is better than the 
classification performance as shown in Fig. 4. It can be 
explained by the fact that, compared with the feature selection 
stage, broader information from both the positive relaying and 
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the negative relaying has been utilized in the fault identification 
stage. In order to thoroughly evaluate the performance of the 
proposed SRC, classical 10-times 10-fold cross-validation is 
carried out here, meaning the fault cases for training and test are 
randomly and repeatedly assigned. The average classification 
accuracy is 99.84%, which again verifies the effectiveness of 
the proposed SRC for fault detection and classification. 

 
Fig. 6.  Training process and result of the SRC for fault identification. 

D. Computational complexity analysis 

In the proposed method, off-line training and on-line 
application are separately conducted. Since HCTSA involves a 
large number of feature extraction, the computational 
complexity of off-line training is rather high. However, this is a 
one-off computational cost: once suitable features and SRC 
parameters for fault identification have been determined in the 
off-line training, only a few selected features are required to be 
computed in the on-line fault identification. Also, it is feasible 
to complete the off-line training over a relatively long time 
period with computers rather than protection devices, while the 
on-line computational burden should be the main concern. 

TABLE IV  ON-LINE COMPUTATIONAL BURDEN OF THE PROPOSED SCHEME 

Stage 
Number of operations

Multiplication Exponentiation
Start-up judgment 2 0

Feature 
extraction 

Feature 1 2 0
Feature 2 4 L+4 0
Feature 3 3 L/5+10 0
Feature 4 0 0

Feature 5 2ceil(log )31
2

4
L
 

0 

Feature 6 8 L+4 0
Normalization 24 12

SRC judgment 49 4

Total 2ceil(log )31 63
2 95

4 5
L L    16 

The on-line computation burden of the proposed method 
mainly comes from three aspects: the start-up judgment, feature 
extraction, and SRC judgment. Based on (6), the start-up 
element only includes 2 comparisons, 4 Ls additions, and 2 
multiplications for the bipolar DC current. The feature 
extraction requires 2 Fr time-series operations, which is 
normally the majority of the on-line computational cost. Based 
on (9), the SRC judgment requires (K-1) comparisons, (2 K-1) 
additions, (2 K Fr+1) multiplications, and K exponentiations. 
Detailed on-line computation requirements of the proposed 
method are shown in Table IV, where only multiplications and 
exponentiations are presented since these two operations are 
more time-consuming than comparison and addition operations. 
Supposed that L equals 100, the proposed method requires 2347 

multiplications and 16 exponentiations in total for realizing 
fault identification. It can be seen that the proposed fault 
detection and classification scheme has the advantage of 
relatively minor on-line calculation complexity, which is 
promising for practical applications. 

E. Cooperation with DC CBs 

Fig. 7 shows the change of DC current when a metallic P2N 
fault occurs at the middle of Cable 12. In Fig. 7 (a), the fault 
line current suddenly surges when suffering DC fault, resulting 
in the start-up element initiating the protection, and the fault 
transient signal will be recorded for the following fault 
identification, corresponding to Stage B. Then, in Stage C, 
feature extraction and SRC-based fault identification will be 
conducted using the measured waveform. It should be noted 
that this process only takes around 47 μs in the personal 
computer, while an additional time delay of 0.7 ms has been set 
to mimic the computing speed of practical protection devices. 
Subsequently, according to the fault identification output, 
tripping signals are sent to CBs so that they can fast cut off the 
fault current as shown in Stages D and E, where the breaking 
time of CB is around 2.2 ms. Additionally, the transient average 
increment of current measured at B42 is depicted in Fig. 7 (b). It 
can be seen that the operation of DC CBs may cause a slight 
transient process on other healthy lines, but their transient 
average increment is far less than the threshold so that the 
protection will not mal-operate. The simulation results 
demonstrate the proposed fault detection and classification 
scheme can well cooperate with DC CBs to realize fast and 
reliable DC fault isolation. 
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Fig. 7.  Cooperation with DC CBs. 

F. Impacts of noise and abnormal sampling 

Fig. 8 depicts the impact of noise and abnormal samplings on 
the proposed fault identification approach. The system dynamic 
response when a P2G fault with fault resistance of 400 Ω occurs 
at the end of Cable 12 is shown in Fig. 8 (a), where the black 
solid line and green dash line separately denote the original 
signal and that with data drop, while the blue line and red line 
represent the noisy signals with the signal to noise ratio (SNR) 
of 36 dB and 26 dB, respectively. It can be seen that noise 
corruptions and abnormal samplings may induce significant 
distortion into the transient current waveform. However, the 
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features with noise corruption or data drop are quite similar to 
those of the original signal as illustrated by Fig. 8 (b), which 
indicates that the selected time-series features to some extent 
contribute to improving the anti-interference capability of the 
fault identification. Also, the change principles of fault 
classification performance versus the intensity of noise are 
further investigated. Considering it is an objective reality that 
there are some differences between training data and true fault 
data, both training and test data are contaminated with noise. In 
each noise test, Gaussian noise with a certain SNR has been 
added to all the data, and 10-times 10-fold cross-validation is 
conducted to output the classification accuracy of this test. 
Then, re-contaminate the data and repeat the noise test 10 times 
for each SNR level. The results of the 10-times noise test are 
presented in Fig. 8 (c). It is shown that the classification rate of 
SRC gradually decreases as the intensity of noise increases, and 
greater uncertainty of the classification rate will appear as the 
noise becomes stronger. Nevertheless, the accuracy of the SRC 
is still above 92% even subjected to rather strong noise 
corruptions. Moreover, Fig. 8 (d) shows the individual average 
accuracy of each fault category when the peak pointing of every 
current waveform is missing. The classification rate suffering 
data loss is still at a high level, and the average accuracy over 
all fault categories is 97.85%. It is well-demonstrates that the 
proposed fault detection and classification scheme is robust 
against noise corruptions and abnormal samplings. 

 
Fig. 8.  Simulation results considering the impact of noise and data drop. 

G. Comparison with existing methods 

1) Conventional derivative-based method 
Derivative-based methods that examine the ROCOC [8] or 

ROCOV [9] are commonly used for achieving fast fault 
detection. To test the performance of these methods, three P2N 
fault scenarios have been considered here: Internal Fault 1 
happens at the end of Cable 12 with the fault resistance of 500 
Ω, External Fault 2 occurs between the supplementary reactor 
LT21 and the DC bus T2 with the fault resistance of 50 Ω, and 
External Fault 3 is a backward metallic fault occurring between 
the supplementary reactor LT13 and DC bus T1. Fig. 9 (a) and (b) 
respectively depict the fault component of current and the 
corresponding ROCOC under Internal Fault 1 and External 
Fault 2. It can be seen from Fig. 9 (b) that the maximum 
ROCOC under external fault can exceed that under internal 
fault, indicating that merely utilizing ROCOC cannot 
completely distinguish between the internal fault and 
disturbance. Fig. 9 (c) and (d) illustrate the fault component of 
voltage and the corresponding ROCOV under Internal Fault 1 
and External Fault 3, individually. As shown in Fig. 9 (d), 
ROCOV under External Fault 3 is a little bit larger than that 
under Internal Fault 1, implying the ROCOV-based algorithm 
may not be able to well identify the backward external faults. 
More importantly, derivative-based methods are very sensitive 
to noise. Although the current and voltage waveforms might 
have some very subtle changes under slight noise with the SNR 
of 36 dB as depicted in Fig. 9 (a) and (c), the corresponding 
ROCOC and ROCOV curves could deform severely as shown 
in Fig. 9 (b) and (d). As a result, the absolute value of the 
threshold of derivative-based methods should be large enough 
to prevent noise interference, but simultaneously, its capability 
of tolerating fault resistance will decrease significantly. 

To overcome the shortcomings of pure derivative-based 
methods, an integrated-criteria method using both current and 
voltage signals has been proposed in [10]. The attributes of 
three conventional methods (ROCOC-based, ROCOV-based, 
and integrated-criteria algorithms) and the proposed method are 
categorized and summarized in terms of the classification 
accuracy, fault detection speed, tolerance for low sampling 
frequency (TFSF), and tolerance for noise corruptions (TFN), 
as shown in Table V. TFSF and TFN are respectively defined as 
the corresponding sampling frequency and the SNR of noise 
when the average fault classification rate decreases to a certain 
level (below 95% of the original accuracy in this paper). It can 
be seen that the proposed method possesses significantly higher 
classification accuracy than the conventional approaches due to 
the powerful ability of AI algorithms to dig out and synthesize 
multi-dimensional information. Besides, the average accuracy 
of the proposed method reduces to 93.24% at 10 kHz sampling 
frequency and 94.16% with the noise of 20 dB as shown in 
Table V, which manifests the proposed method is more 
prominent than others in terms of the relatively loose 
requirement for sampling frequency as well as robustness 
against noise corruptions. As for the fault detection speed, the 
proposed algorithm is much slower than derivative-based 
algorithms since it involves a data acquisition of real-time 
signal sampling for 2 ms. This implies a higher requirement of 
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interrupting large currents for DC CBs, which is the main 
drawback of the proposed method. Therefore, designing 
AI-based protection algorithms with a shorter sampling 
window and detection time will be our future work. 
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Fig. 9.  Simulation results under different fault conditions. 
TABLE V  COMPARISON BETWEEN CONVENTIONAL PROTECTIONS AND THE 

PROPOSED METHOD 

Method 
Average 
accuracy 

Average 
detection time 

TFSF TFN 

ROCOC-based  83.78% 0.221 ms 
16.7 kHz 
(76.21%)

34 dB 
(77.79%)

ROCOV-based  91.07% 0.146 ms 
16.7 kHz 
(77.28%)

32 dB 
(77.50%)

Integrated-criteria  94.63% 0.168 ms 
16.7 kHz 
(89.05%)

36 dB 
(89.00%)

Proposed method 99.84% 2.047 ms 
10.0 kHz 
(93.24%)

20 dB 
(94.16%)

2) AI-based methods 
Six state-of-the-art AI-based fault identification methods are 

considered here for the comparison, including five traditional 
shallow data-driven methods (i.e., ANN with FFT of the DC 
fault current as the input [20], ANN with Daubechies4 WT of 
the fault current as the input [21], ANN with the first three 
principal components of the fault current as the input, SVM 
with WT entropy as the input [19], and fuzzy-neural patter 
recognizer [22]), and one deep architecture method (i.e., CNN 
utilizing the original current signal as the input [24]). The 
10-times cross-validation results of the above-mentioned 
methods are presented in Table VI. Compared with traditional 
shallow structure AI-based methods, the proposed approach 
gives significantly higher classification accuracy, which should 
be attributed to the meticulous feature selection. Both the 

CNN-based method and the proposed one have a rather high 
classification accuracy (above 99%), while the proposed 
approach stands out for its better interpretability, fast training 
convergency speed, and minor on-line computational burden. 
In addition, the average computing time for on-line fault 
detection is also provided in Table VI, where all these methods 
are conducted in a personal computer with Intel(R) Core(TM) 
i7-8565U at 1.8 GHz and 8 GB RAM using MATLAB R2019a. 
It can be seen that the on-line computing time of the proposed 
method is a little bit longer than that of ANN combined with 
PCA, and much shorter than those of other methods, which 
again demonstrates the on-line computational efficiency of the 
proposed method. 

TABLE VI  PERFORMANCE OF SOME MAINSTREAM AI-BASED METHODS 

Method 
Average 
accuracy 

Average 
iterations 

Average 
computing time

ANN combined with FFT 83.85% 532 0.632 ms
ANN combined with WT 89.81% 458 0.161 ms
ANN combined with PCA 96.27% 130 0.033 ms
SVM combined with WT 91.87% 376 0.658 ms
Fuzzy-neural recognizer 92.92% 271 0.406 ms

CNN 99.25% 1100 1.452 ms
Proposed method 99.84% 33 0.047 ms

3) Comprehensive evaluations based on ROC 
Apart from the classification accuracy and convergence 

property, classical receiver operating characteristics (ROC) 
curve [29] is utilized to comprehensively evaluate the 
performance of the above-mentioned methods. The ROC curve 
illuminates how the test approach makes a tradeoff between the 
false positive rate (FPR) and the true positive rate (TPR), and a 
larger area under the ROC curve (AUC) means the test method 
has better performance. As depicted in Fig. 10, the CNN-based 
method and the proposed method provide the best performance 
among all the methods, showing feature selection can have vital 
influence on fault identification. The ROC evaluation results 
well-demonstrate the superiority of the proposed fault detection 
and classification method. 
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Fig. 10.  ROC curves of various fault identification methods. 

H. Adaptability to various MTDC systems 

To demonstrate the replicability of the proposed method, a 
six-terminal HVDC system adopting the symmetrical bipolar 
structure with hybrid transmission lines consisting of overhead 
lines (OHLs) and underground cables has been established in 
PSCAD/EMTDC as shown in Fig. 11 [22]. Related parameters 



J. Li et al.: Data-driven Fault Detection and Classification for MTDC Systems by Integrating HCTSA and Softmax Regression 10

are given in Table VII, and 2475 fault scenarios have been 
considered in this test. 
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Fig. 11.  Outline of the test six-terminal VSC-HVDC system. 

TABLE VII  RELATED PARAMETERS OF THE SIX-TERMINAL SYSTEM 

Symbol Item Value
NSM Number of SM per arm 200
CSM Capacitance of SM capacitor 8000 F
Rarm Bridge arm resistance 0.1 Ω
Ron On-state resistance of a diode / IGBT 5.445 mΩ
Larm Bridge arm inductance 70 mH
LTmn Supplementary inductance 100 mH
Udc DC system voltage ±400 kV
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Fig. 12.  Performance of the proposed method in the six-terminal test MTDC 
system. 

TABLE VIII  SELECTED FEATURES FOR FAULT IDENTIFICATION IN THE 

SIX-TERMINAL TEST SYSTEM 

Symbol Interpretation Category

Feature 1 
Autocorrelation coefficient with 3 points 
shifting 

Auto-mutual 
information

Feature 2 
Autocorrelation coefficient with 2 points 
shifting 

Auto-mutual 
information

Feature 3 
Intercept of the linear fitting of logarithmic 
power spectrum 

Power 
spectrum

Feature 4 Skewness Distribution

Feature 5 
Decay rate of the 1-st layer detail 
coefficients with Daubechies3 wavelet 

Wavelet 

Fig. 12 (a) and (b) depict the feature selection process and the 
training process of SRC, respectively. It can be seen from Fig. 
12 (a) that the misclassification rate drops dramatically as the 
number of features increases from 1 to 5, while after 
determining 5 features, the misclassification rate decays slowly 

with adding new features. Therefore, 5 features are selected for 
the fault identification of the six-terminal test system, as 
presented in Table VIII. Notably, the selected features are 
different from those selected in the four-terminal test system, 
and it is reasonable because fault characteristics may vary with 
the change of system topology and transmission materials so 
that the proposed method is supposed to select more proper 
features according to the specified system. Fig. 12 (b) shows 
the training process of the SRC utilizing the selected 5 features 
of bipolar current waveforms as the input. It can be seen that the 
classification accuracy grows to 1.0 within 30 iterations, which 
again demonstrates the training convergency speed of the 
proposed SRC is rather fast. Moreover, 10-times 10-fold 
cross-validation has been carried out and the average 
classification accuracy reaches 100%, which well verifies the 
effectiveness of the proposed method with respect to various 
MTDC systems. 

V. CONCLUSION 

This paper puts forward a data-driven fault detection and 
classification framework for MTDC systems. HCTSA is first 
utilized to automatedly select effective and interpretable 
features from the transient DC current waveform. The softmax 
regression model is then adopted to build the relationship 
between the values of the selected features and the probability 
of the fault category. After parameters tuning and optimizing in 
the off-line phase, the proposed algorithm can fast and 
accurately identify DC faults with a relatively low on-line 
computing burden. Numerical simulation results show that for 
MMC-MTDC systems with weak line boundary, high-speed 
non-unit protections using a single feature fail to distinguish the 
fault category accurately, while synthesizing multi-dimensional 
features as well as rationally selecting useful features can 
effectively boost the fault classification accuracy. Compared 
with existing conventional derivative-based methods and 
shallow structure AI-based methods, the proposed one stands 
out mainly for its high fault identification accuracy and high 
anti-interference capability. Besides, it has the advantages of 
good interpretability and minor on-line computational burden 
over deep architecture AI-based approaches. Considering there 
is room for improving the accuracy of the proposed algorithm 
under noise corruptions and abnormal samplings, exploring 
how to comprehensively utilize voltage and current signals to 
form features with superior performance, and how to design 
more robust intelligent algorithms with lower computational 
complexity will be our future work. 
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