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State-Specific Study of Air in the Expansion Tunnel Nozzle 

and Test Section 

Sangdi Gu*, Jiaao Hao† and Chih-yung Wen‡ 

The Hong Kong Polytechnic University, Kowloon, Hong Kong 

Thermochemical nonequilibrium in expansion tunnel nozzles is investigated numerically 

using a state-to-state description in one-dimension for representative air conditions. Limiting 

the multi-quantum jumps of VVT transitions to 3 in both N2 and O2 can accurately simulate 

the nonequilibrium nozzle flow. The reduction of VVT transitions to VT transitions works 

well. State-to-state modelling of an actual expansion tunnel nozzle condition yielded 

agreement with the measured static pressure. A study on the influence of different 

thermochemical excitation in the freestream at the test section shows that the post-shock 

radiation emissions can differ by more than 50 %. However, the non-Boltzmann distributions 

in the freestream has no influence. An evaluation of the discrepancy between the two-

temperature and state-to-state models shows that the former generally predicts a faster 

thermochemical relaxation. Furthermore, the state-to-state results indicate that, in general, 

the molecular species all have a different vibrational temperature. 

Nomenclature 

A = nozzle cross-sectional area 

AB, CD = molecular species 

As, Bs = atomic species 

c = mass fraction 

E = level energy 

ev = specific vibrational energy 
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f = final vibrational quantum number 

h0 = total specific enthalpy 

i = initial vibrational quantum number 

k = Reaction rate coefficient 

kB = Boltzmann’s constant 

M = collision partner in a reaction 

ℳ = molar mass 

P = probability 

p = pressure 

T = translational temperature 

Tv = average vibrational temperature 

u = velocity 

𝑤𝑖̇  = mass production rate 

X = molar concentration 

x = position along flow axis 

ρ = mass density 

τAB-M = vibrational relaxation time 

 

Subscripts 

1 = molecule 1 of a vibration–vibration–translation reaction 

2 = molecule 2 of a vibration–vibration–translation reaction 

As, Bs = atomic species 

AB, CD =  diatomic species 

EX = exchange reaction 

i = species index 

inlet = nozzle inlet 

max = maximum vibrational level 

v = vibrational level 
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VT = vibration–translation transition 

VVT = vibration–vibration–translation transition 

 

Superscripts 

eq = equilibrium 

I. Introduction 

xperimental hypersonics work is crucial for the development of hypersonic technology. Two types of wind tunnels 

used to facilitate this research is the expansion tunnel [1], and the nonreflecting shock tunnel [2]. Both types of wind 

tunnels are suitable of generating very high velocity test conditions (> 8 km/s) as they avoid stagnating the test gas, 

unlike in many of the other configurations [3]. As a result, the nozzles used in these two facilities are purely diverging 

nozzles, instead of the more common converging-diverging nozzles. Also, because these two facilities have shorter 

test times, the purely diverging nozzles have smaller exit area ratios as the test model size is limited by the test time 

due to the required flow establishment time [3]. Hence, although some studies already exist for high-enthalpy 

converging-diverging nozzles [4, 5], the characteristic differences between these nozzles and the purely diverging 

nozzles call for a separate dedicated study on the later. This is addressed in the current paper, focusing particularly on 

the expansion tunnel nozzle due to the popularity of this facility compared to that of the nonreflecting shock tunnel. 

 Fig. 1 presents the schematic of a conventional expansion tunnel along with the position-time (x-t) diagram 

showing the longitudinal wave processes which occur during the flow cycle. Upon rupture of the diaphragm (primary) 

separating the driver section and the shock tube (driven section), the driver gas (usually high pressure and high 

temperature helium) generates a propagating normal shock in the shock tube which is filled with the test gas. This 

normal shock heats the test gas and then breaks a very weak secondary diaphragm when it reaches the end of the shock 

tube. As the secondary diaphragm is very weak, a reflected shock is not formed and the test gas does not get stagnated. 

A one-dimensional centered unsteady expansion forms after the rupture of the secondary diaphragm. The shock heated 

test gas, which is already supersonic, travels through this unsteady expansion as it flows through the acceleration tube 

(which has the same cross-sectional area as the shock tube), further increasing its velocity. Finally, the test gas, upon 

reaching the end of the acceleration tube, goes through a further expansion in the nozzle. A steady nozzle flow is 

generated in the time interval between the contact surface and wave tail, as shown in Fig. 1. As the flow entering the 

E 



4 

 

nozzle is already supersonic, the nozzle is a purely diverging one (no converging section). The reader is referred to 

Ref. [1, 3, 6-10] for more details on the expansion tunnel facility. 

 

Fig. 1. The expansion tunnel and corresponding x-t diagram. 

 Some work has been done on modelling the flow cycle of expansion tunnels through detailed Navier-Stokes 

simulations using low fidelity thermochemical models – perfect gas, thermochemical equilibrium, and two-

temperature models [11-13]. However, accurately characterizing the degree of thermochemical excitation in the 

experimental freestream is critical for the correct interpretation of experimental data for blunt and slender body studies 

as well as scramjet studies, and this concept is well documented in literature [4, 14-19]. High fidelity state-to-state 

(StS) thermochemical nonequilibrium models do exist, though their applications have mainly focused on shock waves 

and converging-diverging nozzle flows where excellent work has been done [20-26]. Though, as mentioned earlier, 

converging-diverging nozzle flows are not relevant to the expansion tunnel. Thus, there is considerable interest in 

applying StS models to simulate the nonequilibrium flows more relevant to the expansion tunnel. This paper addresses 

this interest by using a vibrational StS model to describe the thermochemical nonequilibrium in the expansion tunnel 

nozzle flow. 

 As mentioned earlier, and shown in Fig. 1, the test flow which enters the nozzle is processed earlier by a one-

dimensional centered unsteady expansion. The qualitative aspects of this unsteady expansion are shown in Fig. 2. The 

flow near the fan center is close to the frozen limit while the flow further away is close to the thermochemical 

equilibrium limit. The actual quantitative structure of the expansion fan would depend on the flow condition, and the 

length and time scales involved. Subsequently, this would decide whether the flow entering the nozzle is in equilibrium 
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or nonequilibrium. While no systematic parametric study is reported in literature, existing experimental [7, 10, 27-32] 

and numerical [33-35] results indicate that the flow entering the nozzle is at or near thermochemical equilibrium at 

given operating conditions. At present, due to the lack of more rigorous and dedicated studies on the unsteady 

expansion process in the expansion tunnel, an equilibrium nozzle inlet condition is often assumed by the expansion 

tunnel community [9, 13, 36-40]. In fact, the contours of existing expansion tunnel nozzles have been designed 

assuming thermochemical equilibrium at the inlet [12, 41, 42]. Subsequent testing yielded good results, justifying this 

assumption as being at least reasonable. Thus, the nozzle inlet condition used throughout this paper is modelled as 

being in thermochemical equilibrium. All equilibrium calculations described in this work are made using Cantera [43]. 

 

Fig. 2. A one-dimensional centered unsteady expansion fan shown in a x-t diagram. 

 In this paper, to assess the possibility of reduced order modelling, a study is performed to examine the influence 

of multi-quantum VVT transitions and the validity of simplifying VVT transitions to VT transitions. Then, state-

specific modelling of an actual expansion tunnel nozzle condition is conducted. Comparisons are made with the perfect 

gas, thermochemical equilibrium, and two-temperature models, as well as experimental data. After that, the influence 

of different thermochemical excitations in the freestream is assessed for the flow behind a normal shock at the 

expansion tunnel test section (nozzle exit). Finally, an in-depth comparison between the StS model and the two-

temperature model is carried out for a range of expansion tunnel nozzle operating conditions. 

II. The Numerical Model 

Due to the computational cost, coupling of a full StS model - with unrestricted multi-quantum transitions for all 

the VVT and VT reactions - to a multi-dimensional flow solver is currently impractical for an air mixture and, thus, 

the reacting nozzle flow in this work is modelled based on the quasi-one-dimensional steady Euler equations [44-47], 
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Though, it is acknowledged that nozzle flows can be multi-dimensional, as shown in Ref. [24, 26]. 

 In the StS model, each vibrational state is considered a pseudo-species. The reaction processes considered in this 

study include AB(i1) + CD(i2) → AB(f1) + CD(f2) VVT transitions (molecule-molecule), AB(i1) + M∈{atoms or 

molecules} → AB(f1) + M VT transitions, AB(i1) + M∈{atoms or molecules} → As + Bs + M vibration-dissociation 

(VD) reactions, and AB(i1) + O/N ↔ NO(f) + N/O exchange reactions. Consider a molecular species AB∈{N2,O2} 

at a vibrational level i1, the resulting species production rate can be written generally as [4, 48-50], 

where 

for the molecule-molecule interactions, 

for the molecule-atom interactions and the molecule-molecule interactions where VVT reactions are not considered, 

for the dissociation/recombination reactions, and 

for the NO exchange reactions. From these, one can easily derive the species production rate for N, O and NO(i1).  

 The energies of the vibrational levels for N2, O2 and NO used in this work are obtained from the STELLAR 

database [51], and they are determined by solving the radial Schrödinger equation with potential curves obtained from 

the Rydberg-Klynning-Rees method [52]. There are 61 bound levels for N2, 46 for O2, and 48 for NO. For all reactions, 

 

dρuA = 0 
dp + ρudu = 0 

dh0 = 0 

dci −
wi̇

ρu
dx = 0 

(1) 

 
wAB(i1)̇ = ℳAB [{

∂[AB(i1)]

∂t
}

VVT

+ {
∂[AB(i1)]

∂t
}

VT

+ {
∂[AB(i1)]

∂t
}

VD

+ {
∂[AB(i1)]

∂t
}

EX

] (2) 

 

{
∂[AB(i1)]

∂t
}

VVT

= ∑ ∑ ∑ kVVT(f1, f2  →  i1, i2)Xf1
Xf2

− kVVT(i1, i2  →  f1, f2)Xi1
Xi2

f2,max

f2=0

f1,max

f1=0
f1≠i1

i2,max

i2=0

 (3) 

 

{
∂[AB(i1)]

∂t
}

VT

= ∑ ∑ kVT(f1, M →  i1, M)Xf1
XM − kVT(i1, M →  f1, M)Xi1

XM

f1,max

f1=0
f1≠i1

M

 (4) 

 
{

∂[AB(i1)]

∂t
}

VD

= ∑ kVD(As, Bs, M →  i1, M)XAsXBsXM − kVD(i1, M →  As, Bs, M)Xi1
XM

M

 (5) 

 

{
∂[AB(i1)]

∂t
}

EX

= ∑ kEX(NO(f), N/O →  i1, O/N)XNO(f)XN/O − kEX(i1, O/N →  NO(f), N/O)Xi1
XO/N

fmax

f=0

 (6) 
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the backward (AB(i1) deexcitation, recombination, and NO destruction) reaction rates are computed from detailed 

balancing. The current work considers five major species – N2, O2 N, O and NO – and ionization is not considered. 

Additionally, only the ground electronic state is considered for all species.  

 The VVT and VT reactions considered in the current work are listed in Table 1. Reactions 1-3 are the VVT 

reactions with rates generated in a previous work by the current authors [53] using the Forced Harmonic Oscillator 

(FHO) theory [54, 55]. Comparisons with quasi-classical trajectory (QCT) and semi-classical (SC) calculations as 

well as experimental measurements were made, and varying degrees of agreements were observed - ranging from 

within 10 % to within an order of magnitude, depending on the temperature [53]. The remaining FHO rates in this 

table – reactions 4 and 5 – are obtained from the STELLAR database [56]. A comparison of these two rates with QCT 

and experimental rates was carried out by Ref. [57], and varying degrees of agreements were observed - ranging from 

within 10 % to within two orders of magnitude, depending on the temperature. Reactions 7 and 8 are the VT reaction 

of N2 and O2 colliding with N and O respectively for which the rates are obtained from QCT calculations [58, 59]. No 

state-specific rates are available for reactions 6 and 9 - 12, thus, the classic Landau-Teller (LT) model in StS form is 

applied, derived by Ref. [60], 

where XM is the molar concentration of the collision partner, cAB is the mass fraction of AB∈{N2,O2,NO}, cAB(f1) is 

the mass fraction of the pseudo-species AB(f1). The ‘eq’ superscript refers to the thermal equilibrium state. The 

vibrational relaxation time, τAB-M, is calculated according to Millikan and White [61] with Park’s high temperature 

correction [62]. 

Table 1. Inelastic reactions considered in this work, where M ∈ {NO, O, N}. 

No. Reaction Model Ref. 

1 N2(i1) + N2(i2) ↔ N2(f1) + N2(f2) FHO [53] 

2 O2(i1) + O2(i2) ↔ O2(f1) + O2(f2) FHO [53] 

3 O2(i1) + N2(i2) ↔ O2(f1) + N2(f2) FHO [53] 

4 NO(i) + N2 ↔ NO(f) + N2 FHO [56] 

5 NO(i) + O2 ↔ NO(f) + O2 FHO [56] 

6 NO(i) + M ↔ NO(f) + M LT [60, 62] 

7 N2(i) + N ↔ N2(f) + N QCT [58] 

8 O2(i) + O ↔ O2(f) + O QCT [59] 

9 N2(i) + O ↔ N2(f) + O LT [60, 62] 

10 O2(i) + N ↔ O2(f) + N LT [60, 62] 

11 N2(i) + NO ↔ N2(f) + NO LT [60, 62] 

12 O2(i) + NO ↔ O2(f) + NO LT [60, 62] 

 

 
kVT(i1, M → f1, M) =

1

XM

(
cAB(f1)

cAB

)
eq 1

τAB−M

 (7) 
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Table 2. Dissociation/recombination and exchange reactions considered in this work, where M ∈ {NO, O, 

N}. 

No. Reaction Model Ref. 

1 N2(i) + N2 ↔ 2N + N2 FHO [56] 

2 O2(i) + O2 ↔ 2O + O2 FHO [56] 

3 N2(i) + O2 ↔ 2N + O2 FHO [56] 

4 O2(i) + N2 ↔ 2O + N2 FHO [56] 

5 N2(i) + N ↔ 3N QCT [58] 

6 O2(i) + O ↔ 3O QCT [59] 

7 N2(i) + O ↔ 2N + O Reaction 5 [62] 

8 O2(i) + N ↔ 2O + N Reaction 6 [62] 

9 N2(i) + NO ↔ 2N + NO Reaction 1 [62] 

10 O2(i) + NO ↔ 2O + NO Reaction 4 [62] 

11 NO(i) + N2 ↔ N + O + N2 FHO [56] 

12 NO(i) + O2 ↔ N + O + O2 FHO [56] 

13 NO(i) + M ↔ N + O + M (Reaction 11) x 20 [62] 

14 N2(i) + O ↔ NO(f) + N QCT [63] 

15 O2(i) + N ↔ NO(f) + O QCT [64] 

 

 The dissociation and exchange reactions considered in this work are listed in Table 2. All FHO dissociation rates 

in this table are obtained from the STELLAR database [52, 56]. For reactions 1 and 2 in this table, comparisons of the 

FHO rates with QCT calculations and experimental measurements were made by Ref. [4, 51, 52, 65]; agreements 

within 10 % to within two orders of magnitude were observed, depending on the temperature. For reactions 3 and 4 

in this table, comparisons of the FHO rates with experimental measurements were made by Ref. [4]; agreements within 

10 % to within two orders of magnitude were observed, depending on the temperature. Reactions 5 and 6 are the 

dissociation reaction of N2 and O2 colliding with N and O respectively for which the rates are obtained from QCT 

calculations [58, 59]. For reactions 14 and 15, the state-specific NO exchange reaction rates are obtained from the 

QCT calculation of Ref. [63, 64], which have been rigorously assessed with respect to experimental and other 

theoretical results [60, 66-68]. Order of magnitude agreements were observed, though the present rates were shown 

to be consistently a bit slower than some of the other results [66-68]. For the dissociation reactions where no state-

specific rates are available, the concept of third body efficiencies is applied using the efficiencies given by Park [62], 

which is a common approximation [67]. 

III. On the reduction of VVT transitions 

A. Influence of multi-quantum transitions in VVT transitions 

State-to-state (StS) modelling, particularly ones where VVT transitions are modeled, generally involves huge 

amounts of reactions. This is a computational issue, with the bottleneck being the evaluation of the master equation 
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[69]. As a result, its use in multi-dimensional Navier-Stokes solvers is prohibitively expensive. In general, the 

probability of a transition decreases with increasing magnitude of the quantum jump involved in the transition. So, the 

transition rates between two quantum levels very far apart may be so small as to be considered negligible. Therefore, 

it is of interest to investigate this for VVT transitions for the possibility of reduced order modelling and improving 

computational time. 

Table 3. Numerical test condition. 

Inlet velocity, 

km/s 

Inlet static pressure, 

kPa, 

Inlet static temperature, 

K 

Conical nozzle half-angle, 

deg 

Inlet radius, 

m 

5.0 10 3000 35 0.1 

 

Table 4. Level based multi-quantum transition cases 

Case ∆νmax,O2 ∆νmax,N2 No. of VVT transitions 

L1 All 35 2.0 x 107 

L2 All 25 1.5 x 107 

L3 All 15 1.0 x 107 

L4 All 5 6 x 106 

L5 35 All 2.5 x 107 

L6 25 All 2.3 x 107 

L7 15 All 2.0 x 107 

L8 5 All 1.6 x 107 

L9 All All 2.6 x 107 

L10 1 1 6.7 x 104 

 

The numerical test condition used for this study is shown in Table 3, and it is representative of an expansion tunnel 

nozzle inlet condition. A conical nozzle with a 35° half-angle is used as the geometry. As the VVT reactions dominate 

the total number of reactions, multi-quantum restrictions are applied to these reactions. The multi-quantum transition 

rules tested are shown in Table 4 along with the corresponding number of VVT transitions. Cases ‘L1’ to ‘L4’ tests 

the influence of N2 multi-quantum transitions while cases ‘L5’ to ‘L8’ tests the influence of O2 multi-quantum 

transitions. Additionally, case ‘L9’ considers all possible quantum transitions while case ‘L10’ considers only single-

quantum transitions. 
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Fig. 3. Influence of multi-quantum transitions on the temperatures. The species vibrational temperatures 

shown are the average vibrational temperatures. 

 
(a)                                                                    (b) 

Fig. 4. Influence of multi-quantum transitions on the population distributions for the test cases (a) L1 to L4 

and (b) L5 to L8 which represent the influence of N2 and O2 multi-quantum transitions respectively. These 

plots are extracted at 0.6 m from inlet which has A/Ainlet = 27. 

All the tested quantum jump restrictions, including the single-quantum case (L10), produced negligible (less than 

3 %) influences to the nozzle pressure, velocity, translational temperature and density profiles. This can be expected 

given the findings of Ref. [21, 23] for recombining nitrogen flows. The translational temperature profile is shown in 

Fig. 3 for the cases L4, L8, L9 and L10. The species mass fraction profiles are also uninfluenced by multi-quantum 

restrictions as they are basically frozen. More noticeable influences by multi-quantum restrictions can only be 

observed in the vibrational temperature profiles. Fig. 3 shows the average vibrational temperature obtained by solving 

the following equation for TV,AB, 
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∑
ρABv

ρAB

EABv

vmax(AB)

v=0

=

∑ EABv
exp (−

EABv

kBTv,AB
)

vmax(AB)
v=0

∑ exp (−
EABv

kBTv,AB
)

vmax(AB)
v=0

 (8) 

where the energy of the nonequilibrium vibrational distribution equal the energy of a Boltzmann equilibrium 

vibrational distribution at the vibrational temperature TV,AB. Even in this case, only the single-quantum transition case 

(L10) produced non-negligible changes in the O2 and N2 vibrational temperature profiles.  

One has to look at the vibrational population distributions, shown in Fig. 4, in order to see any influences from the 

other restriction cases. But firstly, notice how the vibrational levels attain a population distribution in the shape of Ϟ 

where a near “plateau” region forms around the intermediate levels. Caused by anharmonicity and coupling between 

the StS thermal and chemical kinetic processes [4, 70], this trend is commonly observed in nonequilibrium expanding 

flows as shown numerically [4, 21, 23, 44, 45, 47, 70-72], and experimentally [73, 74]. Sometimes, a small peak is 

formed on the right (higher level) side of the plateau region due to population inversion, as seen in O2 in the current 

work and in Ref. [4, 21, 23, 44, 45, 47]. 

Now, from Fig. 4, the vibrational populations around the intermediate levels (around the aforementioned “plateau” 

region) are most influenced by the multi-quantum jump restrictions of Table 4. Some influences on the O2 and N2 

vibrational populations can even be observed when their respective quantum jumps are restricted to 5 (case L4 and 

L8). The formation of different population distributions by the different cases is evident when examining the quantity 

dci/dx

ci
 where the mass fraction gradient of each pseudo-species, 

dci

dx
, is normalized with its own mass fraction, ci. The 

quantity 
dci/dx

ci
 is plotted in Fig. 5. Data at two locations are shown - 0.01 m and 0.1 m from the inlet. From this figure, 

it is obvious that the StS kinetics in the L4, L8 and L10 cases differ quantitively from those in the L9 (full multi-

quantum set) case while exhibiting similar qualitative trends. Nevertheless, for the L4 and L8 cases, the resulting 

differences in the population distribution shown in Fig. 4 are not reflected in the vibrational temperature profiles 

because the differences, although visible in the log plots of Fig. 4, are too small to significantly influence the species 

vibrational energies and (consequently) the species vibrational temperatures. 



12 

 

 
(a)                                                                  (b) 

 
                                                         (c)                                                                 (d) 

Fig. 5. The normalized mass fraction gradient, 
𝐝𝐜𝐢/𝐝𝐱

𝐜𝐢
, for (a) O2(v) at 0.01 m from the inlet, (b) O2(v) at 0.1 m 

from the inlet, (c) N2(v) at 0.01 m from the inlet, and (d) N2(v) at 0.1 m from the inlet. 

Also, notice how Fig. 5 (d) shows that the N2 lower vibrational levels (vibrational energy less than 3 eV) are 

essentially frozen at the distance of 0.1 m from the inlet. As a result, the N2 vibrational temperature shown in Fig. 3 is 

frozen at this location, despite the higher levels still being reactive. This demonstrates that the vibrational energy and 

vibrational temperature are governed by the distribution of the lower energy levels as these levels generally have a 

much larger population. This can also be concluded when looking at the O2 results in Fig. 5 where, despite the higher 

levels being less reactive compared to those of N2, the lower levels remain reactive throughout the expansion leading 

to an O2 vibrational temperature which is almost in equilibrium with the translational temperature, as shown in Fig. 3.  
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(a)                                                                (b) 

Fig. 6. Influence of multi-quantum transitions on the (a) population distributions and (b) vibrational 

temperatures for ∆νmax,O2 = ∆νmax,N2 = ∆νmax ∈ {1,2,3,4,5,all}. 

Overall, the results above show that limiting the multi-quantum jumps to 5 in both N2 and O2 can produce an 

accurate simulation of the nonequilibrium nozzle flow for most applications. Further simulations are conducted for 

∆νmax,O2 = ∆νmax,N2 = ∆νmax ≤ 5 and the results are shown in Fig. 6. Looking at Fig. 6 (a), a big improvement in the 

population distribution is observed when the value of ∆νmax is increased from 1 to 2. The incremental improvement 

gradually diminishes with higher values of ∆νmax, showing an asymptotic behavior. Looking at Fig. 6 (b), one sees 

that limiting the multi-quantum jumps to 3 in both N2 and O2 (∆νmax,O2 = ∆νmax,N2 = ∆νmax = 3) yields vibrational 

temperatures which are basically indistinguishable from those of the full multi-quantum case (∆νmax = all). 

Table 5. Energy based multi-quantum transition cases 

Case ∆ϵmax,O2, eV ∆ϵmax,N2, eV No. of VVT transitions 

E1 All 0.62 6 x 106 

E2 0.62 All 1.6 x 107 

 

In addition to the discussed quantum level-based approach to restricting the multi-quantum jumps, another 

approach involves restricting the quantum jumps based on the absolute energy difference between the vibrational 

levels involved in the VVT reaction. In other words, considering the VVT reaction AB(i1) + CD(i2) → AB(f1) + 

CD(f2), the absolute difference in vibrational level energy between AB(i1) and AB(f1), and between CD(i2) and CD(f2) 

cannot exceed some set values, ∆ϵmax, in this approach. To compare this approach with the L4 and L8 test cases of the 

level-based approach, two test cases are created, denoted E1 and E2 respectively, as shown in Table 5. The value of 

∆ϵmax is selected such that the total number of resulting VVT transitions matches with that of the corresponding level-

based case (E1 with L4 and E2 with L8). As shown in Table 5, this involves restricting the possible quantum jumps 
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to less than or equal to 0.62 eV. By doing this, E1 and L4 have the same number of VVT transitions while E2 and L8 

have the same number of VVT transitions.  

The species vibrational energies and population distributions are assessed due to their sensitivity to the multi-

quantum restrictions. The results in Fig. 7 show that, generally, the level-based criteria provides a better prediction 

than the energy-based criteria, given the same total number of VVT transitions. The application of the energy-based 

criteria on N2 seems particularly bad, as shown in Fig. 7, where the E1 results are much worse than the L4 results 

despite having the same number of VVT transitions (6 x 106). In fact, the E1 results are close to the L10 results despite 

considering much more VVT transitions (L10 only has 6.7 x 104 transitions). The same finding has been made for 

pure N2 and air in excitation heat bath and normal shock conditions respectively [49, 53]. 

 
(a)                                                                 (b) 

 
                                                       (c)                                                                (d) 

Fig. 7. Influence of multi-quantum transitions for the energy-based test cases. The species vibrational 

energies shown in (a) and (b) is per kg of gas mixture. The species population plots shown in (c) and (d) are 

extracted at 0.6 m from inlet which has A/Ainlet = 27. 

Regarding the energy-based criteria, due to anharmonicity, there is a bias where more reactions (out of the total 

number of VVT reactions) involve the higher vibrational levels and less reactions involve the lower vibrational levels. 

Since the population of the higher levels is much lower than the population of the lower levels, it may be inappropriate 

to have more reactions involving the higher levels because the absolute rates of these reactions are very low. The 
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level-based criteria, thus, works better because it distributes the number of reactions evenly among all vibrational 

levels. An even better criteria would probably be one where more reactions (out of the total number of VVT reactions) 

involve the lower levels and less involve the higher energy levels, as discussed by Ref. [53, 75], which is the opposite 

of what we get when using the energy-based criteria. 

B. Reducing VVT transitions to VT transitions 

To reduce the number of transitions involved, as an alternative to restricting the quantum jumps of the VVT 

reactions, one may assume that the VVT processes occur as two independent VT processes such that the corresponding 

probability is given by [54, 55], 

 P(i1, i2  →  f1, f2)  ≈ P(i1  →  f1)P(i2  →  f2) (9) 

Summing over all of the possible vibrational states of the collision partner molecule, 

 P(i1, all →  f1, all)  ≈ P(i1  →  f1) (10) 

the VVT transitions reduce to VT transitions equivalent to that of molecule-atom collisions [48, 50-52]. The validity 

of this reduced order modelling is assessed in this section for a nozzle flow with the condition given in Table 3. 

 
(a)                                                                    (b) 

Fig. 8. Influence of VVT transitions on the (a) temperatures and (b) population distributions for the test case. 

Population plot extracted at 0.6 m from inlet which has A/Ainlet = 27. 

The results show that the reduction of VVT transitions to VT transitions is a good approximation in the current 

test case. Negligible differences in results are observed in the nozzle pressure, velocity, translational temperature and 

density profiles. The translational temperature profile can be seen in Fig. 8 (a). The species mass fraction profiles are 

also the same in both cases – frozen. One has to look at the vibrational population distribution in order to find any 

noticeable differences between the VVT and VT simulations. As shown in Fig. 8 (b), some differences are observed 

in the vibrational population of N2 around the intermediate vibrational levels. This difference, however, is not enough 

to significantly influence the N2 vibrational temperature as shown in Fig. 8 (a). 
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 The possibility of reducing VVT transitions to VT transitions generally depends on the flow condition [21, 23]. 

Previous studies for normal shocks have shown equation 9 to be a poor approximation as the O2 vibrational excitation 

rate was significantly increased when VVT transitions were reduced to VT transitions [48, 53]. However, the current 

nozzle flow is immune to this problem because O2 maintains close to equilibrium with the translational mode. The 

previous studies also showed a slight increase in the N2 vibrational excitation rate when VVT transitions were reduced 

to VT transitions [53]. However, the current nozzle flow is immune to this problem as well because the N2 vibrational 

mode is almost frozen. As a result, the reduction of VVT transitions to VT transitions works well for the current 

condition. This finding is consistent with that reported by Ref. [70] for a converging-diverging nozzle with conditions 

representative of those in reflected shock tunnels, and that reported by Ref. [76] for a converging-diverging nozzle 

with a condition representative of those in arc-jets. 

IV. Modelling of a real expansion tunnel condition 

 The StS model is now applied to a real X2 expansion tunnel condition designed and operated in Ref. [12], named 

“Air 1”. The representative nozzle inlet condition, provided by Ref. [12], is shown in Table 6. The nozzle geometry 

and CFD estimated boundary layer edge is shown in Fig. 9. In the results presented later in this section, simulations 

are conducted using both of these contours. Exact coordinates are available for the nozzle contour while the boundary 

layer edge is extracted visually from the presented CFD density contour in Ref. [12] - higher precision on the extraction 

of the boundary layer edge is not desired anyway because the convergence of the CFD result is doubtful, as discussed 

by the author himself [12]. 

Table 6. Nozzle inlet condition from Ref. [12]. 

Inlet velocity, km/s Inlet static pressure, kPa, Inlet static temperature, K 

8.0 20 3500 

 

 

Fig. 9. Nozzle wall contour and boundary layer edge location. 
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 The StS nozzle flow results are shown in Fig. 10 along with the results from the two-temperature (2T), 

thermochemical equilibrium (EQ), and calorically perfect gas (PG) simulations. In the 2T model, the Boltzmann 

distribution is assumed to exist within the vibrational modes. The vibrational modes are assumed to be tightly coupled 

among the molecules where they are described by a single vibrational temperature, Tv, while the translational and 

rotational modes are assumed to be tightly coupled where they are described by a single temperature, T. The 

vibrational-dissociation coupling model used is Park’s [62] formulation. The species mass production term, wi̇ , is 

calculated according to the modified Arrhenius equation which, for the dissociation/recombination reactions, is 

controlled by an effective temperature, Tc, given as Tc = TϕTv
1−ϕ

 where ϕ = 0.5 - 0.7. According to Ref. [77], ϕ is 

usually taken as 0.7, thus, the same is done in the current work. The vibrational energy conservation equation is 

expressed as [77-80], 

where ev and ev,i are the specific vibrational energies of the mixture and species i, respectively; and τv is the vibrational 

relaxation time calculated according to Park [62]. The above equation implies that molecules are created or destroyed 

at the average vibrational energy. The specific vibrational energies are computed assuming simple harmonic 

oscillators. 

 Firstly, from Fig. 10, the differences in the results obtained from using the nozzle wall contour (no BL) and 

boundary layer edge contour (BL) are negligible. This suggests that the current nonequilibrium flow is not particularly 

sensitive to the precise contour of the inviscid flow. The same finding was made by [5] who conducted the same 

analysis for a converging-diverging nozzle of a hypersonic blowdown facility. 

 From Fig. 10 (a), the translational temperature from the nonequilibrium simulations lies between the equilibrium 

and frozen bounds as expected. The higher translational temperature predicted by the two-temperature model indicates 

a faster relaxation compared to that of the StS model, which is consistent with normal shock and heat bath results [53, 

81, 82]. This can also be seen in Fig. 10 (b) for the mole fraction profiles where slightly more recombination is seen 

in the 2T result which causes the higher translational temperature. Looking at the vibrational temperatures in Fig. 10 

(c) and comparing with Fig. 10 (a), the 2T model predicts a thermal equilibrium condition while the StS model predicts 

thermal equilibrium (between translational and vibrational modes) for O2 only. For N2 and NO, the StS model predicts 

their vibrational temperature at the nozzle exit to be approximately 200 K and 500 K higher than the translational 

 

dev −
dx

ρu
( ∑ ρi

i=N2,O2,NO

ev,i
eq

− ev,i

τv

+ ev,iwi̇ ) = 0 (11) 
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temperature, respectively. Furthermore, as plotted in Fig. 10 (d), the StS model predicts a non-Boltzmann vibrational 

population distribution with over-population of the upper levels for all three molecules at the nozzle exit. 

 
(a)                                                            (b) 

 
           (c)                                                             (d) 

 

 
           (e)                                                             (f) 

Fig. 10. Comparison of different thermochemical models on the nozzle flow (a) translational temperature, (b) 

mole fractions, (c) vibrational temperature, (d) vibrational population distributions, (e) pitot pressure, and (f) 

static pressure. 

 Ref. [12] provided a nozzle exit pitot pressure measurement: 260 ± 40 kPa. As shown in Fig. 10 (e), the pitot 

pressure is insensitive to the thermochemistry but is very sensitive to the nozzle area ratio; this is a well-known result 

[19, 83]. Consequently, comparing with the 200 kPa nozzle exit pitot pressure computed in the current work, the 

higher measured pitot pressure is indicative that the effective nozzle area ratio at the exit is slightly smaller than the 

ones given by the contours in Fig. 9. From Fig. 10 (e), the effective nozzle area ratio at the exit should be 4.3. Ref. 
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[12] also provided a nozzle exit static pressure measurement of 3.1 ± 0.4 kPa which agrees well with the 

nonequilibrium results computed in this work at the location of the effective nozzle exit area ratio, as shown in Fig. 

10 (f). However, due to the small differences in the nonequilibrium results and the relatively large uncertainty in the 

measurement, no further information can be obtained from the static pressure. It is also acknowledged that the basis 

of this discussion is that the inflow condition in Table 6, provided by Ref. [12], is accurate. 

 Based on the results presented in this section, it may be possible to suggest that one can produce an accurate 

estimate of the nozzle exit condition with a quasi-one-dimensional analysis using the effective nozzle area ratio 

without knowing the precise contour of the inviscid flow (a rough estimate of the contour is probably adequate). 

Nevertheless, an accurate thermochemical nonequilibrium model is still required. In addition to the static pressure, 

the temperatures (vibrational and translational) are also sensitive to thermochemical nonequilibrium, as shown in Fig. 

10 (a) and (c). Unfortunately, no temperature measurements are available to allow evaluation of the different 

thermochemical models. Thus, a study is conducted in the next section to examine the potential implications of the 

different nozzle exit conditions produced by the different thermochemical models. 

V. Effect of freestream thermochemical excitation on a normal shock flow 

As shown in Fig. 10, for the same nozzle geometry and area ratio, different thermochemical models produce 

different nozzle exit conditions. It is of interest to expansion tunnel operators to understand the implications of the 

different nozzle exit conditions, and how these implications can potentially affect experiments conducted in this type 

of facility. In this section, we will investigate how the different nozzle exit conditions can influence the flow behind 

a normal shock.  

Experimental studies of normal shock flows are traditionally done in a shock tube with a moving shock; the 

freestream condition is in thermochemical equilibrium at room temperature and is accurately characterized. 

Alternatively, researchers at The University of Queensland have used a conical shock generator test model in an 

expansion tunnel, producing a Mach disk [84]. This approach is advantageous in that the standing shock allows for a 

longer imaging time which would not be possible if the shock is moving due to smearing. While this can also be 

achieved using a blunt body to generate a bow shock, the space behind the Mach disk allows the entire equilibration 

process to be observed which cannot be achieved using the bow shock’s stagnation streamline unless very large test 

models and/or freestream densities can be realized. 
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(a)                                                                  (b) 

 
           (c)                                                             (d) 

Fig. 11. Effect of different freestream thermochemical excitation on a normal shock flow. Plot (a) and (b) 

shows the vibrational population distribution immediately behind the shock and at 10-6 m behind the shock 

respectively. Plots (c) and (d) shows the post-shock temperatures and mole fractions. 

So, in anticipation of future Mach disk experiments in expansion tunnels, StS normal shock simulations are 

conducted using the same numerical model described in section II (‘A’ in equation 1 is removed as a constant), 

including full VVT transitions (required for normal shocks [48, 53]), with the initial post-shock condition calculated 

from the Rankine-Hugoniot relations. Several freestream conditions are tested which are extracted correspondingly 

from the ‘EQ’, ‘PG’, ‘2T BL’, and ‘StS BL’ results at the effective nozzle area ratio from the previous section. An 

additional freestream condition – ‘StS-Boltz’ – is introduced, which is a variation of the ‘StS BL’ result, where the 

vibrational population distribution is transformed into a Boltzmann distribution at the same average vibrational 

temperature. Again, five species (N2, O2 N, O and NO) are considered and only the ground electronic state is 

considered for all species. This should be valid since Ref. [60, 85, 86] showed that, for similar conditions (h0 ≈ 35 

MJ/kg), ionization and electronic excitation do not play a major role in the thermochemistry of the flow behind a 

normal shock. 

Fig. 11 (a) shows the vibrational population distributions immediately behind the shock. In the ‘EQ’, ‘PG’ and 

‘2T’ cases, the different molecular species have the same initial vibrational temperature, thus, their O2, N2 and NO 
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distributions overlap in the plot. Looking at Fig. 11 (b), after only 10-6 m which is prior to any significant vibrational 

excitation and dissociation as shown in Fig. 11 (c) and (d) respectively, the higher levels from the different cases have 

already achieved approximately the same distribution while the lower levels remain approximately frozen as reflected 

in the vibrational temperature. Beyond 10-6 m, vibrational excitation and dissociation begins and the results from the 

five different freestreams converge by 10-4 m. So, the general trend is that the largest discrepancies among the results 

from the different freestream conditions are observed immediately behind the shock. The discrepancies vanish as the 

flow equilibrates, eventually reaching the same equilibrium condition because all five freestream conditions have 

exactly the same total enthalpy. Also, no difference can be observed between the ‘StS’ and ‘StS-Boltz’ results, 

indicating that the non-Boltzmann distributions in the freestream has no influence on the post-shock flow.  

 
(a)                                                     (b)                                                       (c) 

Fig. 12. Effect of different freestream thermochemical excitation on the post-shock (a) NO mid-IR, (b) NO δ, 

and (c) O2 Schumann-Runge emissions. 

 From inspection of the results in Fig. 11 (c) and (d), one can observe that the most sensitive parameters to the 

freestream conditions are the vibrational temperature and mole fraction of NO and O2. Both are important parameters 

for the radiation emission. Thus, to provide a rough engineering approximate to show how the post-shock radiation 

emission varies with the different freestream conditions, emissions were computed using SPARK (Simulation 

Platform for Aerodynamics, Radiation and Kinetics) [87]. The NO mid-infrared (mid-IR), NO δ band, and O2 

Schumann–Runge bands are simulated, with the spectrally integrated results shown in Fig. 12 (a), (b), and (c) 

respectively. The NO mid-IR emission originates from the NO vibrational mode which is modelled in the current 

analysis. However, the NO δ band and O2 Schumann–Runge bands originate from the electronic modes which are not 

modelled. Thus, when computing the NO δ band and O2 Schumann–Runge bands, the electronic level population is 
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assumed to have a Boltzmann distribution according to the vibrational temperature, which is a reasonable 

approximation made when wanting a rough engineering estimate [4, 60, 62, 86, 88]. 

 Looking at the NO mid-IR emission in Fig. 12 (a), the ‘PG’ freestream initially gives an emission twice as high as 

the other results, but all results gradually converge by 10-4 m. The differences here are mainly driven by the differences 

in the NO mole fractions shown in Fig. 11 (d). For the NO δ band shown in Fig. 12 (b), the peak emission differs by 

as much as 40 % between the various freestreams, where this maximum difference is observed when comparing 

between the ‘2T’ freestream and the ‘PG’ freestream cases. The differences here are mainly driven by the differences 

in the NO vibrational temperature shown in Fig. 11 (c). Even when comparing between the ‘2T’ freestream and StS 

freestream cases, a difference of 20 % is observed in the emission despite the close similarity of these two freestream 

conditions as shown in Fig. 10. Looking at the O2 Schumann–Runge emission in Fig. 12 (c) and examining the small 

peak at around 2 x 10-5 m which is caused by the rapid O2 decomposition pausing the excitation process until most of 

O2 is dissociated as shown in Fig. 11 (c) and (d), the emission at this peak can differ by more than 50 % among the 

various freestream cases. The differences here are mainly driven by the differences in the O2 vibrational temperature 

as shown in Fig. 11 (c). Even when comparing between the ‘2T’ freestream and StS freestream cases, a difference of 

40 % is observed in the emission. Lastly, all the results in Fig. 12 show no difference between the ‘StS’ and ‘StS-

Boltz’ freestream cases, further indicating that the non-Boltzmann distributions in the freestream has no influence on 

the post-shock flow. 

 Overall, the results in Fig. 12 demonstrate the sensitivity of the post-shock radiation emission to the freestream 

condition and reveal the subsequent difficulty encountered when studying the post-shock emission in an expansion 

tunnel due to the uncertainty of the test conditions. Consequently, as discussed in section IV, temperature (translational 

and/or vibrational) measurements at the nozzle exit are desired in the future to validate thermochemical 

nonequilibrium models for predicting the correct nozzle exit conditions in order to reduce the uncertainties of the test 

conditions and allow for better interpretation of experimental results. 

Studies similar to the work of the current section have been conducted in the past by other authors, looking at the 

differences between the thermochemically excited test condition of the reflected shock tunnel (which suffer more from 

thermochemical excitation due to stagnation of the test gas [3]) and the equivalent flight condition. This is done by 

Ref. [19, 89-92] for the bow shock, Ref. [4] for the normal shock, and Ref. [18] for shock-boundary layer interactions. 

Ref. [91, 92] showed that freestream thermochemical excitation leads to a reduced density jump across a shock 
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resulting in a larger shock stand-off distance compared to flight, while Ref. [90] showed that the elevated translational 

temperature produced in shock tunnels results in a failure to reproduce the aerodynamic forces in flight. Additionally, 

Ref. [18] showed that freestream vibrational excitation quantitatively influences shock-boundary layer interactions. 

Furthermore, Ref. [4] concluded that the thermochemical excitation frozen in the reflected shock tunnel freestream 

“causes the relaxation behind a normal shock wave to be generally different from that in free flight”.  

Which flight equivalent flow properties can be reproduced in hypersonic ground-test facilities is described by Ref. 

[90] as an “important” and “difficult” question to answer. As a contribution to addressing this question, a corollary of 

the results in Fig. 12 is that the expansion tunnel, in general, probably cannot be used to quantitatively reproduce 

entirely the radiation emission of an equivalent flight condition. This is due to the influence of the freestream 

thermochemical excitation, which generally cannot be matched with flight. Nevertheless, this facility remains vital for 

fundamental studies and validation of general models for radiation. 

VI. Comparison between 2T and StS models 

Despite the recent advances in high performance computing, two- and three-dimensional nozzle simulations 

relevant to hypersonic ground-test facilities generally still employ the low fidelity 2T (or even 1T) model for 

engineering and design purposes [41, 83, 93]. Therefore, it is of interest to provide a comprehensive evaluation of the 

discrepancy between the 2T and StS models, and assess the possibility of modifying the 2T model to give results 

closer to those of the StS model. These are addressed in the current section for the expansion tunnel nozzle. 

Table 7. Test conditions for comparing 2T and StS models. 

Case Inlet static pressure, kPa, Inlet static temperature, K Inlet species mass fractions 

1 10 2500 N2:0.75, O2:0.22 

2 100 2500 N2:0.75, O2:0.23 

3 10 4000 N2:0.74, O2:0.01 

4 100 4000 N2:0.73, O2:0.04 

 

From inspection of the species continuity equation in equation 1 and the rate equations of equations 2 – 6, one can 

see that the thermochemical kinetics, dci/dx, is related to u and ρ. The value of dci/dx is inversely proportional to u. 

The value of dci/dx is proportional to ρ for the VT and VVT reactions, and the value of dci/dx is proportional to ρ2 for 

the recombination reactions. Since p is proportional to ρ according to the ideal gas law, the aforementioned trends for 

ρ can also be said for p. In the expansion tunnel, the nozzle inlet pressure typically ranges from around 10 kPa to 100 

kPa [94-97], while the nozzle inlet velocity typically ranges from around 4 km/s to 11 km/s [95, 98, 99]. Based on 

these conditions and the discussion on the dependencies of dci/dx, we can see that it is the range of the inlet pressure 
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(an order of magnitude, which is much higher than the factor of 2-3 for the range of the inlet velocity) which would 

determine the variety of different thermochemical behaviors (equilibrium, frozen, nonequilibrium) that are possible 

in the expansion tunnel nozzle. Therefore, evaluations of the discrepancy between the 2T and StS models are carried 

out for the entire range of the inlet pressure. The nozzle inlet temperature typically ranges from around 1000 K to up 

to 4000 K [95, 100]. However, the StS reaction rates determined from the FHO theory, which are used in this work, 

are less accurate at low temperatures (≲ 1000 K) due to pronounced quantum effects (such as anti-Arrhenius behavior) 

which are not accounted for [53, 101]. As a result, the conditions tested for the current study are listed in Table 7 

where the inlet temperature is restricted to a minimum of 2500 K. The inlet velocity is a constant at 7.5 km/s (the 

midrange) and the nozzle geometry is the wall contour (no boundary layer) of the X2 expansion tunnel nozzle shown 

in Fig. 9. 

 

Fig. 13. The differences in the computed nozzle exit translational temperature, T, and O2 mass fraction, cO2, 

between the 2T and StS simulations. 

From the results, negligible differences of less than 1 % are observed in the nozzle exit velocities and densities, 

between the 2T and StS simulations. The nozzle exit translational temperature, however, can differ by almost 10 % 

between the two models. Since the translational temperature is related to the static pressure via p=ρRT, and the nozzle 

exit ρ and R hardly vary between the 2T and StS results, the (up to) 10 % differences in the exit translational 

temperature leads to the same for the exit static pressure. 

From Fig. 13, one can see that the 2T model, when compared with the StS model, generally predicts a higher 

nozzle exit translational temperature. This, when seen in a nozzle flow, is indicative of a faster thermochemical 

relaxation in the 2T model. The faster relaxation in the 2T model has already been demonstrated in section IV and in 

Ref. [53, 81, 82]. The faster relaxation causes more recombination which leads to a higher nozzle exit O2 mass fraction 

in the 2T result as shown in Fig. 13. For cases 1 and 2, the differences in the nozzle exit translational temperature 

between the 2T and StS results is small (< 50 K) because there is minimal dissociation at the nozzle inlet as shown in 

Table 7 (inlet temperature is 2500 K) and, therefore, the differences in the relaxation rates between the two models 
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are not manifested obviously in the translational temperature. On the other hand, for cases 3 and 4, there is more 

dissociation at the nozzle inlet as shown in Table 7 (inlet temperature is 4000 K where O2 is significantly dissociated 

although nitrogen remain almost undissociated) and, therefore, a larger difference of around 200 K is observed for the 

nozzle exit translational temperature between the 2T and StS results. Likewise, a small (< 0.002) difference in the 

nozzle exit O2 mass fraction is seen between the 2T and StS results for cases 1 and 2 because O2 is hardly dissociated 

in the first place, while a larger difference of around 0.013 is seen for cases 3 and 4 because O2 is significantly 

dissociated at the inlet. 

Also, from Fig. 13, one can see that the degree of discrepancy (or agreement) between the 2T and StS models is 

not particularly sensitive to the inlet static pressure. Comparing between cases 1 and 2, and between cases 3 and 4, the 

differences in the discrepancies between the 2T and StS models for the nozzle exit translational temperature and O2 

mass fraction are less than 20 K and 0.004, respectively. As a corollary, one may say that the degree of discrepancy 

between the 2T and StS models is also not particularly sensitive to the inlet velocity, which has a similar influence on 

the thermochemical kinetics and a much smaller range for variations compared to the inlet static pressure, as discussed 

earlier. 

 

Fig. 14. The nozzle exit translational temperature, T. 

As discussed in section IV and in Ref. [102], the translational temperature in a nozzle flow is bounded by the 

thermochemically frozen (lower bound) and thermochemical equilibrium (upper bound) solutions. Looking at Fig. 14 

and comparing between cases 1 and 2, and between cases 3 and 4, one can see that increasing the nozzle inlet pressure 

urges the thermochemical kinetics in the nozzle flow towards the equilibrium bound, as expected. For the special case 

of case 4, where the inlet temperature and pressure are both high, the nozzle flow approaches near the equilibrium 

bound. Although the nozzle inlet pressure here already represents (approximately) the upper bound for a realistic 

expansion tunnel, if even greater inlet pressures are theoretically used, then the nozzle flow would be well in 
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thermochemical equilibrium. In such a case, whichever finite rate model (2T or StS) is used in the simulation would 

be unimportant as it would have no influence on the result. Likewise, if a nozzle inlet pressure significantly lower than 

10 kPa is theoretically used, then the nozzle flow would be thermochemically frozen. Again, in such a case, whichever 

finite rate model is used would have no influence on the result. Nevertheless, as shown in Fig. 14, most of the operating 

conditions in a realistic expansion tunnel would be in nonequilibrium where the choice of the finite rate model would 

make a difference to the nozzle flow simulation. Appropriate tuning of the rates used in the 2T model could allow for 

agreement with the StS model for the translational temperature and species mass fractions. However, further 

considerations are required to deal with the species vibrational temperatures. 

 
(a)                                                            (b) 

Fig. 15. The normalized nozzle exit species vibrational temperatures from the StS simulations, where (a) is 

normalized with the corresponding nozzle exit translational temperature, T, and (b) is normalized with the 

corresponding nozzle exit vibrational temperature from the 2T simulations. 

In the 2T model, the vibrational modes are assumed to be tightly coupled among the molecules where they are 

described by a single vibrational temperature. Previous studies on heat bath and post-shock conditions have shown 

this to be a poor assumption [50, 53, 60, 81, 103]. The validity of this assumption for expansion tunnel nozzle flows 

can be assessed by examining Fig. 15 (a). One can see that, in general, the molecular species all have a different 

vibrational temperature. This is particularly the case for the lower nozzle inlet temperature conditions (cases 1 and 2) 

where the vibrational temperatures among the species can differ by up to 80 %. The validity of the assumption does 

improve with increasing nozzle inlet temperature as this difference is reduced to less than 20 % in the higher nozzle 

inlet temperature conditions (cases 3 and 4). The validity of the assumption also improves with increasing nozzle inlet 

pressure, as seen when comparing between cases 1 and 2, and between cases 3 and 4, because the higher pressure 

promotes equilibration. 

Fig. 15 (b) quantifies the discrepancy in the prediction of the nozzle exit vibrational excitation between the 2T and 

StS models. For the lower inlet temperature cases, the Tv from the 2T model can underpredict the StS vibrational 
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temperature of N2 by up to 10 % and NO by up to 60 % while it can overpredict the StS vibrational temperature of O2 

by up to 30 %. For the higher inlet temperature cases, the Tv from the 2T model is generally equal to or greater than 

the StS species vibrational temperatures by no more than 20 %. 

 As shown in section V and in Ref. [4, 18], predicting the correct vibrational excitation at the nozzle exit is important 

for the correct interpretation of certain experiments. However, also shown in section V is that the non-Boltzmann 

distributions at the nozzle exit is rather unimportant. This means that suitable multi-temperature (Boltzmann) models 

with appropriately tuned thermochemical rates are potentially sufficient for predicting expansion tunnel nozzle exit 

conditions for the intent and purposes relevant to wind tunnel experimentations. As shown in Fig. 15 and discussed 

above, the 2T model with a single vibrational temperature is not suitable. Examining Fig. 15 (a), it may be concluded 

that a three-temperature model is generally required, where one temperature describes the translational, rotational and 

O2 vibrational modes, one describes the N2 vibrational mode, and one describes the NO vibrational mode. If one wants 

to consider NO as a minor species and, thus, as being less important (perhaps for aerodynamic studies for example), 

an alternative two-temperature model may be proposed where one temperature describes the translational, rotational 

and O2 vibrational modes, and one describes the N2 and NO vibrational modes (with tightly coupled assumed among 

the N2 and NO molecules where they are described by a single vibrational temperature). For the special case where 

the inlet pressure and temperature are both high, as demonstrated by case 4 in Fig. 15 (a), a one-temperature model is 

sufficient. 

VII. Conclusions 

Thermochemical nonequilibrium in expansion tunnel nozzles is investigated numerically using a state-to-state 

description in one-dimension for representative air conditions. A parametric study is performed to examine the 

influence of multi-quantum VVT transitions, and the validity of simplifying VVT transitions to VT transitions. 

Overall, the results show that limiting the multi-quantum jumps of VVT transitions to 3 in both N2 and O2 can produce 

an accurate simulation of the nonequilibrium nozzle flow. The results also show that the reduction of VVT transitions 

to VT transitions works well for the considered nozzle simulation. 

 Then, state-specific modelling of an actual expansion tunnel nozzle condition is conducted. Agreement with the 

measured nozzle exit static pressure is observed within the measurement uncertainty. However, due to the relatively 

large uncertainty, this agreement is also observed when using the 2T model. Thus, it is of interest to quantify the 

influence of different thermochemical excitations in the freestream on the flow behind a normal shock at the expansion 
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tunnel test section. The most sensitive post-shock parameters to the freestream conditions are the vibrational 

temperature and mole fraction of NO and O2, which results in differences of more than 50 % among the post-shock 

emissions calculated from the different freestream conditions. In particular, when comparing between the emissions 

computed from the ‘2T’ and ‘StS’ freestreams, differences of up to 40 % are observed even though the freestream 

static pressure of these two conditions both agree, within the uncertainty, with the experimental measurement. This 

demonstrates the difficulty one would encounter when studying radiation emissions in an expansion tunnel. 

Nevertheless, no difference can be observed between any of the ‘StS’ and ‘StS-Boltz’ post-shock results, indicating 

the non-Boltzmann distributions in the freestream has no influence. This means that suitable multi-temperature 

(Boltzmann) models with appropriately tuned thermochemical rates are potentially sufficient for predicting expansion 

tunnel nozzle exit conditions for the intent and purposes relevant to wind tunnel experimentations. 

 Subsequently, a comprehensive evaluation of the discrepancy between the 2T and StS models is carried out, and 

the possibility of modifying the 2T model to give results closer to those of the StS model is assessed. Compared to the 

StS model, the 2T model generally predicts a faster thermochemical relaxation which in turn results in a higher static 

temperature and greater molecular mass fractions at the exit of nozzle flows. The degree of discrepancy (or agreement) 

between the 2T and StS models is not particularly sensitive to the inlet static pressure and velocity. Appropriate tuning 

of the rates used in the 2T model could allow for agreement with the StS model for the translational temperature and 

species mass fractions. However, further considerations are required to deal with the species vibrational temperatures. 

The StS results indicate that, in general, the molecular species all have a different vibrational temperature which means 

that the 2T model with a single vibrational temperature is not suitable. It may be concluded that a three-temperature 

model is generally required, where one temperature describes the translational, rotational and O2 vibrational modes, 

one describes the N2 vibrational mode, and one describes the NO vibrational mode. 
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