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Abstract 

A new method to characterize air test conditions in hypersonic impulse facilities is introduced. It is a hybrid 

experimental-computational rebuilding method which uses the Fay-Riddell correlation with corrections based on 

thermochemical nonequilibrium computational fluid dynamic results. Its benefits include simplicity and time-

resolution, and, using this method, a unique characterization can be made for each individual experimental run. 

Simplicity is achieved by avoiding the use of any optical techniques and overly expensive numerical computations 

while still maintaining accuracy. Without making any assumptions to relate the reservoir conditions to the nozzle 

exit conditions, the work done characterizing four test conditions in a reflected shock tunnel is presented. In this 

type of facility, shock compression is used to produce an appropriate reservoir which is then expanded through a 

nozzle to produce hypersonic flow. Particular focus is given to the nozzle exit total enthalpy where a comparison 

is made with the reservoir enthalpy obtained using the measured shock speed and pressure in the shock tube. Good 

agreement is observed in all cases providing validation of the new approach. Additionally, static pressure 

measurements showed clearly that conditions III and IV have a thermochemical state which likely froze shortly 

after the nozzle throat. Also, the nozzle flow is shown to be almost isentropic. Due to the simplicity of the current 

method, it can be easily implemented in existing facilities to provide an additional independent estimate alongside 

existing results. 

1 Introduction 

The reflected shock tunnel is a vital tool used in experimental hypersonics to facilitate research on all areas 

of current interest in high-speed flows, including boundary layer transition, shock-boundary layer interaction, 

thermochemical nonequilibrium, and hypersonic propulsion. The TH2 reflected shock tunnel (located at RWTH 

Aachen University in Aachen, Germany) is shown in Figure 1; it will be the focus of this paper. The TH2 is driven 
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by a 6 m long helium driver connected to a 15.4 m long shock tube, with both sections having the same inner 

diameter of 140 mm. The nozzle is a 5.8º half angle conical nozzle with a throat diameter of 37 mm and an exit 

diameter of 586 mm, resulting in a geometric area ratio of 250. For all the conditions, the shock tube is initially 

filled with air at room temperature consisting of 0.79 N2 and 0.21 O2 by mole fraction. The nozzle and dump tank 

are initially evacuated to a pressure of around 20 Pa prior to the shot. Two pressure transducers are installed, 1.247 

m apart, near the downstream end of the shock tube for pressure and shock speed measurements. Further details 

on TH2 is given in Ref. [1]. 

 

Figure 1.  The TH2 reflected shock tunnel with a conventional driver. Pressure transducers A and B are 

located 0.106 m and 1.353 m from the downstream end of the shock tube respectively. Not to scale. 

The TH2 operates as a conventional reflected shock tunnel. Upon rupture of the diaphragm separating the 

driver section and the driven section, the high-pressure helium driver gas generates a propagating normal shock 

in the driven tube filled with the test gas. The generated shock wave propagates towards the nozzle and reflects at 

the end of the driven tube which stagnates the test gas and creates a reservoir of high temperature and high-

pressure test gas. The diaphragm at the nozzle inlet then ruptures and this allows the reservoir of test gas to expand 

through a converging-diverging nozzle producing the hypersonic test condition.  

As discussed in Ref. [2, 3], an important challenge on the operation of reflected shock tunnels (and 

hypersonic impulse facilities in general) is the characterization of the generated test conditions. This is important 

due to its impact on the interpretation of the experimental results. However, this is a non-trivial task because, 

generally, only a limited amount of freestream flow property data can be measured at the nozzle exit. The 

exception may be if an advanced optical technique such as tuneable diode laser absorption spectroscopy [4] or 

coherent anti‑stokes Raman spectroscopy [5] is used, but these techniques are complex, difficult to set up and 

generally cannot be done simultaneously with the experiments, which means an individual freestream estimate 

for each shot cannot be obtained. Full-facility time-accurate Navier-Stokes simulations are sometimes used to 

characterize these test conditions [6-8]; however, an obvious disadvantage is that an individual calibration for 

each run is impractical due to the computational time required. This is unless a perfectly steady flow is assumed 
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and only the nozzle flow is simulated to ease the computational burden [9, 10], in which case the result would not 

be time-resolved. Likewise, if a quasi-one-dimensional flow is assumed instead [11], accuracy will be sacrificed. 

In this paper, a simple yet accurate hybrid experimental-computational approach is presented which allows 

for the determination of time-resolved estimates of test conditions for each individual run via small pressure and 

heat flux probes which can be used simultaneously with any on-going experiments without interference. The 

method uses the Fay-Riddell correlation with corrections based on thermochemical nonequilibrium computational 

fluid dynamic (CFD) results for small spheres which are rigorously assessed and validated. Simplicity is achieved 

by avoiding the use of any optical techniques and overly expensive numerical computations. Using this method, 

the work done characterizing four nominal test conditions in the TH2 reflected shock tunnel is presented along 

with the uncertainties. Particular focus is given to the nozzle exit total enthalpy where a comparison is made with 

the reservoir enthalpy obtained using the measured shock speed and pressure in the shock tube. While it is 

commonly assumed that the reservoir enthalpy is equal to the nozzle exit total enthalpy, this assumption is not 

made in the current work to preserve generality. Also examined is the existence of isentropic nozzle flows. 

2 Methodology 

The aforementioned hybrid experimental-computational approach is based on the experimental rebuilding 

technique of Ref. [12]. It involves deducing the test condition from simultaneous pitot pressure, static pressure 

and stagnation point heat flux measurements at the nozzle exit; the procedure is illustrated in Figure 2. Firstly, the 

total enthalpy of the test condition is determined by relating the measured static pressure, pitot pressure and 

stagnation point heat flux to the total enthalpy through the thermochemical equilibrium Fay-Riddell correlation 

for spheres. The correlation was obtained by curve fitting the results from a large number of numerical solutions 

of the self-similar boundary layer equations for a range of conditions (freestream static pressure = 450 – 37600 

Pa, freestream velocity = 1.77 – 7.00 km/s, and wall temperature = 300 – 3000 K) while assuming thermochemical 

equilibrium, and constant Prandtl number and Lewis number through the boundary layer [13]. From Ref. [13], the 

correlation is given as 

 qw = K (0.76Pr−0.6(ρeµe)0.4(ρwµw)0.1√(
due

dx
)

s

(h0e − hw) ∗ [1 + (Le0.52 − 1) (
hD

h0e

)]) (1) 

where q, ρ, µ, u, h, Pr and Le denote the heat flux, density, dynamic viscosity, velocity, specific enthalpy, Prandtl 

number and Lewis number respectively, while subscript 0 denote total conditions and subscripts e and w denote 

the condition at the boundary layer edge on the stagnation streamline and condition at the wall respectively. 
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Figure 2.  Flowchart of Olivier’s [12] freestream rebuilding method. 

The constant K is a correction factor whose value depends on the test condition, and it is defined as 

 K =
qCFD,NONEQ

qFR

  

where qCFD,NONEQ and qFR denote the stagnation point heat flux calculated from thermochemical nonequilibrium 

CFD simulations and the Fay-Riddell correlation respectively. This is not in the original Fay-Riddell correlation 

but is added here in the rebuilding method to account for the deviation of the correlation from the more accurate 

CFD results, which can be as much as 30 % for certain conditions as shown by Ref. [14]. Based on its formulation 

as mentioned earlier, the deviation may be contributed by nonsimilar boundary-layer profiles, varying Prandtl 

number and Lewis number through the boundary layer, thermochemical nonequilibrium, and even the quality of 

the curve fit. In the current work, the value of K in equation 1 is determined from two-temperature nonequilibrium 

Navier-Stokes simulations for each nominal test condition and this is discussed in detail in the next section. As 

will be shown later, the value of K is not particularly sensitive to the freestream which means that one can simply 

just use a rough estimate of the freestream of a nominal test condition to determine the correct value of K which 

will then remain as a constant of that test condition. 

The derivative (du/dx)s is the tangential velocity gradient at the edge of the boundary layer, which, according 

to the Newtonian flow model [13], can be calculated using 
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 (
due

dx
)

s
=

1

RN

√
2(pe − p∞)

ρe

 (2) 

where RN and p is the sphere radius and gas pressure respectively. Inaccuracies in the determination of (du/dx)s 

(that is, deviation of the tangential velocity gradient between the Newtonian theory and the more exact CFD value) 

would also inevitability contribute to errors when applying the Fay-Riddell correlation, and this is discussed in 

detail in the next section.  

The variable hD is termed by Fay and Riddell [13] as the dissociation enthalpy at the boundary layer edge 

on the stagnation streamline which they defined as, 

 hD = ∑ ci,e(∆hf)°i 

atoms

 (3) 

where ci is the mass fraction of species i, (∆hf)°i is the heat of formation of species i at 0º K per unit mass and the 

summation extends over atomic oxygen and nitrogen only. 

With the right correction factors, one can theoretically use any stagnation point heat transfer correlation 

(there exists numerous correlations [13, 14]) in the current rebuilding method [15]. Equation 1 is used here because 

it is one of the most well-known and commonly used correlation in the community. Also, as shown in Ref. [12, 

16], this correlation works reasonably in the rebuilding method even without the correction factor K, that is, this 

correlation does not require large corrections (K is close to 1) and this will be shown in the next section. 

The spherical heat flux probe should be no larger than 20 mm in diameter to avoid heat flux augmentation 

from the radiating flow contaminants in shock tunnels [17, 18]. Radiative heating increases with increasing body 

size while convective heating decreases with increasing body size [14]. Hence, by using a small heat flux probe, 

dominance by convective heating is forced, which is desired here. In the current work, 20 mm diameter spheres 

are used as probes for measuring the pitot pressure and stagnation point heat flux. The static pressure is measured 

using the slender static pressure probe described, tested, and validated in Ref. [19]. 

Once the total enthalpy is determined, an iterative process is carried out to deduce the other flow properties. 

Using the conservation equations across a normal shock wave (Rankine-Hugoniot jump conditions), Olivier [12] 

derived the following relations for the stagnation streamline: 

 ρ∞u∞ = ρe√2(h0 − h∞) (1 − √1 −
1

ρe

pe − p∞

h0 − h∞

) 
(4) 

and 
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 ρ∞u∞
2 = 2ρe(h0 − h∞) (1 − √1 −

1

ρe

pe − p∞

h0 − h∞

) 
(5) 

where the subscript ∞ denotes the freestream conditions and the other notations are consistent with those for Eq. 

(1). These two equations are valid for a wide range of conditions, including very high enthalpy conditions, and 

for equilibrium and nonequilibrium [12]. The freestream enthalpy, h∞, is related by, 

 h∞ = f(p∞, ρ∞) 
(6) 

for thermochemical equilibrium, and 

 h∞ =
5

2
RfrozT∞ + hfroz + ∑ ci,froz(RiT∞) 

molecules

 
(7) 

for frozen flow [20], where Rfroz is the specific gas constant of the frozen gas mixture, Ri is the specific gas constant 

of molecular species i with mass fraction ci in the frozen mixture and hfroz consists of the frozen vibrational, 

electronic and chemical enthalpy of the gas mixture. Hence, it is possible to iteratively determine the freestream 

density ρ∞, temperature T∞ and velocity u∞ using the said equations, along with the deduced total enthalpy, h0, and 

the measured static pressure, p∞. Unless otherwise stated, all equilibrium calculations described in this work are 

made using Cantera [21]. 

3 The Fay-Riddell correction factors 

3.1 CFD simulations 

To determine K in equation 1, two-temperature thermochemical nonequilibrium CFD simulations of 

axisymmetric flow around a 20 mm diameter sphere, using the Eilmer3 code from The University of Queensland, 

is conducted for four test conditions. As shown in Ref. [22], Eilmer3 is a validated and established tool for the 

simulation of various high enthalpy flows in thermochemical nonequilibrium. Accurate predictions of the wall 

heat flux in such flows are demonstrated in Ref. [23, 24] by comparing to experimental measurements. Due to the 

reliability of the code, it has been used as a validation tool to validate new models for high-enthalpy blunt body 

viscous flows as shown in Ref. [25, 26]. 

Eilmer3 is an open-source explicit Navier–Stokes solver for transient compressible flow in two and three 

dimensions based on the integral form of the Navier-Stokes equations. The core gas dynamics formulation is 

based on finite-volume cells. The inviscid fluxes are calculated at the cell interfaces using an adaptive flux 

calculator in which the equilibrium flux method [27] is applied near shocks and the AUSMDV scheme [28] is 

applied elsewhere. The viscous fluxes are calculated using the averaged values of the viscous stresses at the cell 
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vertices. A modified van Albada limiter [29] and a Monotonic Upstream-centred Scheme for Conservation Laws 

[30] reconstruction scheme are used to obtain second-order spatial accuracy. The time advancement procedure is 

based on the operator-splitting method [31] and the time integration uses the predictor-corrector method. The 

thermochemical effects are handled with specialised updating schemes that are coupled into the overall time-

stepping scheme. Numerical stability is maintained by the Courant–Friedrichs–Lewy (CFL) criterion, with a CFL 

value of 0.9 used in the current work. The species mass diffusion is modelled using the multicomponent diffusion 

model of Ramshaw and Chang [32] where each species has a separate diffusion coefficient that contributes to the 

overall diffusion. The heat flux for thermochemical nonequilibrium flows is calculated via the formulation given 

by Ref. [33]. The reader is referred to Ref. [22, 34] for further details on Eilmer3, including its formulation and 

validation. The current work makes use of the existing features of the code without any further development. 

Table 1.  Inflow conditions used in the CFD simulations. The chemical composition is 0.79 N2 and 0.21 O2 

by mole fraction. 

TH2 Condition p∞, Pa T∞, K u∞, m/s 

I 520 100 1650 

II 2000 225 2250 

III 2500 250 2600 

IV 7300 700 3400 

 

 

Figure 3.  The computational domain, boundary conditions, and mesh. 

The CFD inflow conditions are shown in Table 1 which are the nominal estimates of four TH2 test 

conditions. These values are representative averages of a series of shots (up to 11 repeats of each condition) 

performed in the experimental campaign of 2018-2020, with the values of each particular shot determined using 

the original rebuilding method of Olivier [12] assuming thermochemical equilibrium. As will be shown later, the 
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value of K is not particularly sensitive to the freestream which means that one can simply just use a rough estimate 

of the freestream of a nominal test condition to determine the correct value of K. 

The thermochemical nonequilibrium air model (two-temperature model) of Park [35] is used for the 

simulations. To account for the vibration-dissociation coupling, the dissociation/recombination reactions are 

controlled by an effective temperature, Tc, given as Tc=Ttr
0.5Tv

0.5 where Ttr is the translational-rotational 

temperature and Tv is the vibrational temperature. The computational domain and the boundary conditions used 

for the current work is shown in Figure 3. The inflow boundary is made to be adaptive and fit with the shock front. 

A structured grid of 240 x 240 is used, subdivided into 240 blocks. Strong clustering is implemented at the shock 

front and normal to the wall, as shown in Figure 3. The clustering at the shock front is regular with a spacing of 

around 1.0 µm, while the clustering normal to the wall decreases in the radial direction with a minimum cell 

spacing of around 0.01 – 0.1 µm, depending on the condition, at the first cell from the wall at the stagnation point. 

Clustering is also made in the wall-tangential direction towards the axisymmetry axis in the current work, as 

shown in Figure 3. The minimum spacing in the tangential direction, which is found on the first cell from the 

axisymmetry axis, is around 10 µm. The average spacing in the wall-normal and wall-tangential directions is 

around 15 µm and 85 µm, respectively. 

For predicting the surface heat flux, various computational scientists have stated that the wall cell Reynolds 

number needs to be below a certain value. Some authors state that any Rewall value below 3 would give good 

results [36], while other authors state that the Rewall value should be around 1 [37]. The later condition is achieved 

for the current work for all the simulated cases. An alternative mesh size criterion is given by Ref. [38] as Δx ≪ 

Lp where the characteristic length scale Lp is defined as 

 
Lp =

Twall

(
dT
dx

)
wall

 
(8)  

for the current case. This criterion is also achieved in the current work with ∆x being about two orders of 

magnitude smaller than Lp. 

3.2 Mesh independence study 

A mesh independence study is carried out by testing with scaled meshes and comparing the heat flux 

distribution around the sphere. This is done for each test case. An example is shown in Figure 4 (a) for the 

nonequilibrium simulation of the TH2 condition I. The result is mesh independent when more than 180 x 180 

cells are used. The same observation is made for the other test cases. Looking at Figure 4 (b), a distinct feature of 

a converged simulation is that the gradient of the heat flux versus angle curve is about 0 at the stagnation point 
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and the heat flux distribution follows a smooth cosine-like curve. These features are indeed consistent with what 

we expect from the heat flux distribution around a sphere according to Murzinov’s result [39], 

 
qw

(qw)0

= 0.55 + 0.45 cos(2θ) (9) 

and Lees’ theory [40], 

 
qw

(qw)0

=

1
2

θsinθ (cos2 θ + (
1

γ∞M∞
2 ) sin2 θ)

[∫ θ sin2 θ (cos2 θ + (
1

γ∞M∞
2 ) sin2 θ)

θ

0
dθ]

1
2

 (10) 

with (qw)0, θ, γ∞ and M∞ denoting the stagnation point heat flux, angle from stagnation point, freestream heat 

capacity ratio and freestream Mach number respectively. The current converged results agree particularly well 

with Murzinov’s result as shown in Figure 4 (b) with the results being indistinguishable from one another. This 

may be because Murizinov’s equation was derived via solutions of the exact boundary-layer equations while Lees’ 

equation was obtained using the local similarity method and, thus, the former is more consistent with the current 

Navier-Stokes solutions. 

 

(a)                                                                                        (b) 

Figure 4.  Simulated nonequilibrium (a) absolute and (b) normalized heat flux distributions around a 20 

mm diameter sphere for the TH2 condition I. 

Between the 100 x 100 case and 120 x 120 case, the strength of the clustering is increased in the shock layer, 

wall-normal direction, and wall-tangential direction. This immediately resulted in the final normalized heat flux 

distribution without the absolute heat flux being converged. This also explains the slight increase in the stagnation 

point heat flux from 100 x 100 to 120 x 120 when the overall trend is decreasing with increasing number of cells, 

reflecting the complexity and non-linearity of the solution of the stagnation point heat flux which is influenced by 

many aspects of the flowfield. 
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Using the results from the 240 x 240, 180 x 180, and 120 x 120 cases, Richardson extrapolation [41] is 

employed to extrapolate the asymptotic zero grid spacing values of the stagnation point heat flux. The result for 

the TH2 condition I is shown in Figure 5. The zero grid spacing value differs from that obtained in the finest 

resolution case (240 x 240) by less than 0.3 %. Similar observations are made for the other conditions. This further 

demonstrates the convergence of the current results. From Ref. [41], through calculation of the Grid Convergence 

Index (GCI), the numerical uncertainties of the current results are estimated to be less than 0.5 % which, for all 

intent and purposes of the current work, can be considered negligible. 

 

Figure 5.  Stagnation point heat flux at zero grid spacing as calculated using Richardson extrapolation on 

converging grids for the TH2 condition I. 

3.3 Results 

The CFD simulation results, qCFD,NONEQ, are summarized in Table 2 along with the Fay-Riddell predictions, 

qFR, and the Fay-Riddell correction factor, K. For consistency, all the qFR values in the table are calculated using 

Pr = 0.7, Le = 1.4, Sutherland's law for the viscosity, and Newtonian flow model for the tangential velocity 

gradient. For the four TH2 conditions, the Fay-Riddell correlation underpredicts the heat flux by about 10 - 20 %. 

The correction factor does not vary significantly between the four conditions, and it varied hardly at all between 

the first three conditions. This shows that the correction factor is not particularly sensitive to the condition which 

means that the same value of the correction factor can be used for a given test condition without having to iterate 

every time a new freestream estimate is obtained. Nevertheless, this is not to say that the Fay-Riddell correlation 

always underpredicts the heat flux by about 10 - 20 % for any condition. The same study is carried out for the 

HEK-X condition (p∞ = 116 kPa, u∞ = 7.00 km/s and T∞ = 4600 K) of Ref. [42], which is a very different condition 

to any of the TH2 conditions. In this case, the Fay-Riddell correlation overpredicted the heat flux by 30 % 

(resulting in K = 0.7). Therefore, it is still necessary to obtain a correction factor for each nominal test condition. 

As the Fay-Riddell correlation, equation 1, was derived to predict the equilibrium stagnation point heat flux, 

one would expect the deviation of the Fay-Riddell prediction with the nonequilibrium CFD prediction to increase 

with decreasing freestream density as the flow tends towards the frozen limit, given the sphere size is kept 
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constant. One might also think that the deviation would maybe increase with increasing freestream velocity as 

this increases the frozen and equilibrium bounds thus creating a possibility for larger deviations. However, these 

statements assume that the value of the tangential velocity gradient one uses in the Fay-Riddell correlation is 

always correct. In reality, this is not the case as the Newtonian flow model is used for determining the tangential 

velocity gradient, which is not particularly accurate. It is unclear how the accuracy of the Newtonian flow model 

varies with flow condition; no systematic investigation of this is reported in literature. So, the deviation of equation 

1 with nonequilibrium CFD results does not follow some trivial pattern, and this has already been shown by Ref. 

[14] who performed several hundred nonequilibrium CFD simulations for spheres of different sizes under a wide 

range of freestream conditions. In particular, their results showed that the deviation has no correlation with the 

total enthalpy. As a corollary, one can find fortuitous agreements between the equilibrium Fay-Riddell correlation 

and nonequilibrium CFD results due to incorrect tangential velocity gradients predicted from the Newtonian flow 

model leading to cancellation of errors. To support the current discussion, identification of the influencing 

parameters via an Uncertainty Quantification approach should be made in the future. 

Table 2.  Summary of results from the nonequilibrium simulations of the sphere showing the predicted 

stagnation point heat flux from CFD, qCFD,NONEQ, and the Fay-Riddell correlation, qFR. 

Condition I II III IV 

qCFD,NONEQ, MW/m2 0.94 3.75 6.3 16.2 

qFR, MW/m2 0.82 3.22 5.5 14.5 

FR correction factor, K 1.15 1.16 1.14 1.12 

 

 

Figure 6.  Tangential velocity gradient along the stagnation streamline for the TH2 condition I test case. 

Subsequently, one can also find cases where the Fay-Riddell correlation fails to predict even the equilibrium 

stagnation point heat flux due to the use of inaccurate tangential velocity gradients. To illustrate this, 

thermochemical equilibrium CFD simulations are performed for the TH2 condition I and II using the same 

computational methodology described above. The stagnation point heat flux results are summarized in Table 3. 
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The variable qCFD,EQ refers to the stagnation point heat flux calculated from equilibrium CFD, while the variables 

qFR,CFD, qFR,Newtonian and qFR,Olivier refer to the stagnation point heat flux calculated from the Fay-Riddell correlation 

using, respectively, the tangential velocity gradient from CFD, Newtonian theory (equation 2) and Olivier’s 

equation [43],  

 (
due

dx
)

s
=

u∞

RN

1 + ∆̅

∆̅

ps − p2

ρ∞u∞
2

ρ2

ρs

 (11) 

where ∆̅ = Δ/RN is the dimensionless shock stand-off distance which is obtained from CFD in the current study. 

The results show that errors up to 9 % is observed when equation 2 is used. Equation 11 gives a slightly more 

accurate prediction than equation 2, with the discrepancy being about 5 %. The best result is achieved when the 

tangential velocity gradient from CFD is used, as expected, obtaining agreement to within 3 %. A corollary of this 

result is that the Fay-Riddell correlation is accurate in estimating the equilibrium stagnation point heat flux for the 

current conditions given accurate values of the tangential velocity gradient. Regarding the extraction of the 

tangential velocity gradient from CFD, as Fay and Riddell [13] defined it in equation 1 to be that at the boundary 

layer edge, we need to define what is the boundary layer edge so that the gradient can be extracted at the correct 

location. In the current work, the edge of the boundary layer is defined as the location where the total enthalpy is 

99 % of the freestream total enthalpy for consistency with Ref. [44, 45] who performed a similar analysis. 

Nevertheless, the tangential velocity gradient is not particularly sensitive to the location along the stagnation 

streamline, as shown in Figure 6 for the TH2 condition I for example, with its value varying by less than 10 % 

within the entire inviscid shock layer. 

Table 3.  Summary of results for the equilibrium simulations of the sphere. qCFD,EQ refers to the 

stagnation point heat flux calculated from equilibrium CFD, while qFR,CFD, qFR,Newtonian and qFR,Olivier refer 

to the stagnation point heat flux calculated from the Fay-Riddell correlation using the velocity gradient 

from CFD, Newtonian theory and Olivier’s equation respectively. 

Condition I II 

 Value, MW/m2 Error, % Value, MW/m2 Error, % 

qCFD,EQ 0.89 - 3.54 - 

qFR,CFD 0.87 2 3.42 3 

qFR,Newtonian 0.82 8 3.22 9 

qFR,Olivier 0.93 5 3.72 5 

 

Also, when comparing the qCFD,EQ values in Table 3 to the corresponding (conditions I and II) qCFD,NONEQ 

values in Table 2, one can see appreciable differences between the equilibrium and nonequilibrium heat flux 

values even for these two low enthalpy conditions. As the temperature here is not high enough to cause chemical 

nonequilibrium, the differences between the equilibrium and nonequilibrium results are caused by the vibrational 

nonequilibrium in the flow, as shown in Figure 7 for condition I. From this figure, vibrational nonequilibrium is 
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present all along the stagnation streamline, which influences the temperature profile and the shock stand-off 

distance. A larger Tv gradient is observed at the wall in the nonequilibrium result which ultimately causes 

qCFD,NONEQ > qCFD,EQ for this case. 

 

Figure 7.  The temperature profiles along the stagnation streamline for the TH2 condition I. 

Thus, by applying the correction factor, K, in the manner outlined in section 2, one effectively corrects for 

the shortcomings of the Fay-Riddell correlation which are contributed by circumstances including, but not limited 

to, the occurrence of thermochemical nonequilibrium and the calculation of the tangential velocity gradient. For 

using the correction factors in the rebuilding method, it is critical that they are obtained for the Newtonian model 

for the tangential velocity gradient as this is the model used in the rebuilding method. 

3.4 On the potential uncertainties of the correction factors 

In the preceding sections, much effort is devoted to ensure convergence of the numerical solutions of the 

Navier-Stokes equations with coupled thermochemical effects. It is assumed that the governing equations can 

correctly describe the physical phenomenon concerned in the current work (high enthalpy viscous flow around a 

sphere), thus, producing the absolute true stagnation point heat flux under given freestream conditions which is 

then used to correct the Fay-Riddell correlation. In this section, the validity of this assumption is discussed. 

The limitations of the Navier-Stokes equations to model regions of large gradients, due to the break-down 

of the continuum assumption, were investigated by Ref. [38] and a Knudsen number, Kn, was defined using the 

local mean free path and the characteristic length scale of the flow property concerned, Lp (equation 8). For high 

Kn values (rarefied regime where Kn ≥ 1), there are not enough intensive particle collisions in such small length 

scales during a computational time step to justify a continuum description, and, thus, the limitations were 

demonstrated by modelling complex transient phenomenons with large gradients, namely shock-interface 

interaction, Richtmyer-Meshkov instability, and shock-bubble interaction. For the current test conditions for the 
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temperature gradients at the wall, 10-2 < Kn < 10-1 which lies in the transitional regime between the continuum 

(Kn ≤ 10−3) and rarefied regimes. This result, coupled with the fact that we are dealing with a steady-state flow 

problem rather than a transient flow problem, suggests the use of the Navier-Stokes equations without significant 

errors. Indeed, substantial work have been done on modelling high-enthalpy blunt body steady-state flows using 

the Navier-Stokes equations as reviewed by Ref. [46]. 

 

(a)                                                                                 (b) 

Figure 8.  The (a) temperature and (b) O mass fraction profiles along the stagnation streamline for the 

TH2 condition IV. 

Instead, a more significant source of uncertainty could be from the thermochemical nonequilibrium model 

used [47]. When using the two-temperature model, various parameters are available for tuning, including the 

chemical reaction rates and the vibrational-dissociation coupling. Since no particular configuration is widely 

regarded as the “best” or most accurate one, it is of interest to test different configurations and assess the influence 

on the stagnation point heat flux predictions. To address this, additional nonequilibrium simulations are carried 

out using the rates of Gupta [33] with Tc=Ttr
1Tv

0, and the resulting qCFD,NONEQ values are compared with the ones 

in Table 2 which are obtained using the rates of Park [35] with Tc=Ttr
0.5Tv

0.5. Since these two configurations use 

the same vibrational-translational (VT) energy exchange rates, no differences in the stagnation point heat flux 

values are observed in the TH2 conditions I, II and III due to the absence of chemistry. On the other hand, due to 

the presence of O2 dissociation in condition IV, a difference of 7 % is observed in qCFD,NONEQ between the Gupta 

and Park simulations with the values being 15.1 MW/m2 and 16.2 MW/m2 respectively.  

With the diffusion component of the heat flux being almost negligible for this condition (less than 1% of the 

total heat flux), and the Tv gradient at the wall being similar among the two simulations as shown in Figure 8 (a), 

the observed difference in the heat flux is caused by the difference in the Ttr gradient at the wall as shown in the 

same figure. The difference in the Ttr gradient at the wall is the result of the different O2/O chemical 
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nonequilibrium in the flow as shown in Figure 8 (b). The Park configuration predicts a greater O recombination 

in the boundary layer which leads to the higher Ttr gradient at the wall due to the heat release from this exothermic 

reaction. 

Another potentially significant source of uncertainty is the surface catalycity. Similar to the discussion above 

on the configurations for the nonequilibrium modelling, the surface catalycity is relevant only if the temperature 

is high enough for molecular dissociation to occur. This corresponds to only condition IV in the current work. 

Since the current simulations for condition IV are conducted using a noncatalytic wall, any surface catalycity will 

serve to increase the stagnation point heat flux as demonstrated in Ref. [13, 46]. Though, the potential increase in 

the heat flux would be small for the Park simulation (qCFD,NONEQ = 16.2 MW/m2) because, as shown in Figure 8 

(b), the atomic recombination is almost complete at the wall already without requiring any surface reactions. The 

potential increase in the heat flux would be larger for the Gupta simulation (qCFD,NONEQ = 15.1 MW/m2) because 

the atomic recombination is less complete at the wall, and it would drive the Gupta result closer to the Park result. 

The uncertainties caused by the nonequilibrium modelling and the surface catalycity are accounted for in the 

uncertainty analysis of the condition IV results in section 5. 

Another aspect which requires consideration is regarding the thermochemical state of the freestream. 

Generally in reflected shock tunnels, the test gas is heated to a state with at least significant vibrational excitation, 

if not significant dissociation and ionization, before expanding to hypersonic conditions. The test gas should not 

be able to maintain thermochemical equilibrium during the rapid expansion process in most cases as simulated by 

Ref. [48] using the high-fidelity state-specific nonequilibrium model. Hence, one may ask: how much is the 

stagnation point heat flux influenced by the thermochemical state of the freestream given the total enthalpy 

remains fixed? Given the total enthalpy remains fixed, inspection of the Fay-Riddell correlation (equation 1) under 

thermochemical equilibrium shows that it can be reduced to a (weak) function of only the pitot pressure – qFR ≈ 

f(ppitot
0.5) – with an exponent of 0.5. The pitot pressure is generally not very sensitive to the thermochemical state 

of the freestream, which is a well-known result since the 1960s [49]. Thus, the Fay-Riddell correlation is 

essentially “blind” to the thermochemical state of the freestream, which may be expected given this aspect was 

not considered in the study of Fay and Riddell [13]. 

Essentially, as described by Ref. [49], assuming a thermochemical equilibrium post-shock condition “tends 

to erase the nonequilibrium history of the nozzle expansion process”. Hence, it is necessary to resort to 

thermochemical nonequilibrium Navier-Stokes simulations to answer the abovementioned question. Gökcen [45] 

presented an investigation of the question by comparing the nonequilibrium stagnation point heat flux computed 
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from two different freestreams with the same total enthalpy but different thermochemical states – one was in 

equilibrium while the other was frozen at a thermochemical state representative of a nozzle flow in a hypersonic 

facility. Gökcen showed that for lower total enthalpy conditions around 7 MJ/kg, the nonequilibrium stagnation 

point heat flux was uninfluenced by the thermochemical state of the freestream provided the total enthalpy was 

the same. This would be the case for the four TH2 conditions concerned in the current work where the total 

enthalpy is below 6 MJ/kg. This means that the rebuilding of the total enthalpy is independent of thermochemical 

state of the freestream and that the correction factors obtained in section 3 for an equilibrium freestream is also 

applicable if a frozen freestream is defined using equation 7 (since both qCFD,NONEQ and qFR are uninfluenced by 

the freestream thermochemical state). 

4 Determination of the Reservoir Enthalpy 

A method is presented in section 2 to deduce the total enthalpy of a test condition based on pressure and 

heat flux measurements at the nozzle exit. It is of interest to compare this value to the corresponding reservoir 

enthalpy which can be determined from the measured shock speed and pressure in the shock tube. This comparison 

is conducted in the next section. Hence, the current section is dedicated to a detailed analysis on the method to 

determine the reservoir enthalpy. 

In an ideal shock tube with a closed wall, for tailored interface conditions, the condition behind the reflected 

shock would be constant in time until the arrival of the reflected expansion wave. In this case, the reservoir 

enthalpy can be calculated using just the incident shock speed. However, in the real shock (driven) tube of a 

reflected shock tunnel, the reservoir condition changes with time. This is shown in Figure 9 for the reservoir 

pressure of the TH2 condition I at the transducer A (see Figure 1). Consequently, the method of determining the 

reservoir condition in real reflected shock tunnels involves anchoring the ideal reservoir pressure calculated from 

the measured incident shock speed to the measured reservoir pressure via an isentropic process. This is done in 

well-known shock tunnel condition estimating codes such as ESTC [50], STUBE [51], and STN [52]. To analyse 

the validity of this method, it is of interest to first investigate the cause of the varying reservoir condition in a real 

reflected shock tunnel. 
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Figure 9.  Nozzle reservoir pressure at transducer A for condition I. 

 

Figure 10.  Raw experimental pressure transducer signals from the driven tube showing the shock arrival 

rise time and the time between shocks. 

End-to-end modelling of the TH2 reflected shock tunnel is conducted using the L1d program from the 

University of Queensland [53]. L1d is a one-dimensional Lagrangian solver, which can model all the major 

processes within hypersonic impulse facilities, including reflected shock tunnels. These include flow area changes, 

pressure losses, diaphragm rupture, one-dimensional wave processes, wall shear-stress and heat transfer, contact-

surface mixing, and high-temperature effects such as chemical dissociation and ionization. It is an explicit code 

which calculates the time evolution of internal flow processes in the facility. In the code, the facility is divided 

into gas slugs. The slugs are discretised, axially, into fixed-mass cells that move along the tube. As it is a one-

dimensional code, this is no radial discretization. Boundary effects, such as heat transfer and wall friction, are 
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modelled at the wall boundary of each cell. The conservation equations for axial momentum and energy are 

applied to each cell. For each time step, the motion of the interface between gas cells is obtained by a Riemann 

solver [54] which, alongside the conservation equations, is used to solve for the flow properties. A look-up table 

for the thermochemical equilibrium properties of air, built using NASA’s Chemical Equilibrium with Applications 

(CEA) [55], is used in L1d to simulate thermochemical equilibrium flows. The wall friction, wall heat transfer, 

and flow losses at sudden area changes are included in the gas-dynamic model using standard engineering 

correlations [56]. L1d has successfully simulated transient flow in numerous hypersonic impulse facilities 

including reflected shock tunnels [53, 57], expansion tunnels [58] and gun tunnels [59]. The current work makes 

use of the existing features of the code without any further development. Detailed description of the L1d code and 

its usage can be found in the aforementioned references. 

 

Figure 11.  The x-t diagram and incident shock speed along the driven tube from the L1d simulation of 

the TH2 condition I. 

For TH2, three gas slugs are considered: the driver gas slug, the test gas slug and the dump-tank gas slug 

(gas initially in the nozzle and dump-tank). As recommended by Ref. [57], one selects a coarse discretisation of 

the slugs for a trial simulation and then runs subsequent simulations with higher resolutions, increasing the number 

of cells by a factor of 1.5-2 each time. The resolution is increased until the shock speed and reservoir shock 

pressure converge to within 1 percent. The computed nozzle reservoir pressure at transducer A for the TH2 

condition I is shown in Figure 9 along with the corresponding measurements from several different shots. 

According to Ref. [57], the uncertainty of the reservoir pressure measurement in a reflected shock tunnel can be 

around 3 %. From Figure 9, good agreement is observed between the measured and computed pressures. This is 

consistent with the good agreement in the incident shock speeds measured as the time-of-flight between two 
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pressure transducers (A and B in Figure 1), as shown in Figure 10, with L1d computing a shock speed of 1070 

m/s compared to the measured shock speeds which is around 1060 m/s to 1080 m/s for the three shots shown in 

Figure 9. Even the reflected shock speed is in good agreement; 400 m/s from L1d compared to 390 m/s measured. 

The uncertainty of the shock speed measurement consists of a base level of uncertainty based upon the resolution 

of the data, and then also some uncertainty based on the rise time of the pressure measurement as shown in Figure 

10. Thus, the actual time of arrival of the shock wave at the pressure transducer can be as early as the first point 

before the start of the rise time and as late as the first point after the end of the rise time. Based on this, the 

uncertainty of the incident shock speed measurement is around 1 % for the four TH2 conditions considered in the 

current work. 

 

Figure 12.  The x-t diagram of the TH2 condition I with the pressure contours in log10(p). 

The different phases in Figure 9 are identified with the help of a x-t diagram with pressure contours as shown 

in Figure 11 and Figure 12. During phase 1, the pressure gradually increases. This gradual increase in pressure is 

due to the fact that the shock processed test gas slug has a higher pressure at its upstream end and a lower pressure 

at its downstream end, as shown in Figure 11. This is because of the deceleration of the shock speed through the 

shock tube, as shown in the same figure, due to the modelled viscous effects of wall friction and heat transfer. 

Test gas near the upstream end of the shock tube is shock processed to a higher pressure than the test gas near the 

downstream end of the shock tube because the shock speed is greater near the upstream end. Phase 2 marks the 

arrival of the expansion wave from the contact-surface after interaction with the reflected shock wave, as shown 

in Figure 12. This indicates that condition I is a slightly under-tailored condition. The flow is steadiest during 

phase 3 and, thus, should be used for experiments where temporal uniformity is important. Phase 4 marks the 
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arrival of the reflected expansion waves from the driver, as shown in Figure 12, effectively terminating the test 

time.  

Comparing the above study to similar studies done on free-piston driven reflected shock tunnels (Stalker 

tunnels) [53, 57, 60], one sees that the transient behaviours of the reservoir state are characteristically different. 

This is because the piston face in a piston driven tunnel, which acts like the end wall of a conventional driver, is 

located very close (≈ 1 m for the HEG condition III in Ref. [57]) to the upstream end of the driven tube after 

compressing the driver gas. As a result, waves originating from the piston face and waves reflecting off the piston 

face can catch the incident shock as shown in Ref. [57]. However, for a conventionally driven reflected shock 

tunnel with a long driver length, such as TH2 with a 6 m long driver, the reflected expansion waves from the 

driver end wall will chase but never catch the incident shock as shown in Figure 12. 

 

(a)                                                                            (b) 

Figure 13.  Reservoir enthalpy of the TH2 condition (a) I and (b) IV 

Using the L1d results, it is useful now to conduct a numerical experiment to assess the validity of using the 

measured incident shock speed and reservoir pressure to determine the reservoir enthalpy via anchoring the ideal 

reservoir pressure to the measured reservoir pressure by an isentropic process. In the numerical experiment, this 

is carried out using the simulated shock speed between the TH2 transducers A and B and the simulated reservoir 

pressure at transducer A. The result is shown in Figure 13 (a) and agreement to within 2 % is observed with the 

simulated (‘actual’) reservoir enthalpy. Though for this condition, the reservoir enthalpy is quite constant despite 

variations being magnified by observing the reservoir pressure in Figure 9. Therefore, in this case, the actual 

reservoir enthalpy can be approximated well even using the constant ideal value without applying the isentropic 

correction on the reservoir pressure. The slight (within 2 %) over-prediction of the isentropic corrected result is 

due to the fact that the ideal reservoir enthalpy is about 2 % greater than the actual value at the point when the 
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ideal reservoir pressure matches the actual reservoir pressure. Therefore, a systematic error of this amount is 

formed when anchoring with the reservoir pressure. 

As shown earlier, the TH2 condition I is a slightly under-tailored condition. It is now of interest to assess 

how the isentropic correction of the reservoir pressure performs for the TH2 condition IV which is an over-tailored 

condition. Compared to condition I, no expansion waves but two additional reflected shock waves can be observed 

in condition IV where the first reflected shock reflects off the contact surface before reflecting again at the end of 

the shock tube. The reservoir enthalpy is shown in Figure 13 (b). One can see that despite the existence of further 

shock processes, which is not exactly an isentropic process, the isentropic correction performs remarkably well in 

predicting the actual reservoir enthalpy to within 2 %. This is because there is little difference between shock 

compression and isentropic compression for relatively weaker shocks (T2/T1<1.25) [20]. This condition is indeed 

satisfied for condition IV, where the T2/T1 ratios from the two later reflected shocks are less than 1.1. Nevertheless, 

the temperature increase caused by these reflected shocks are still significant, therefore unlike for condition I, it 

is important to apply the isentropic correction because the reservoir enthalpy increases significantly from the ideal 

value calculated based on just one reflected shock. 

5 Experimental results 

5.1 Uncertainties 

Before presenting the experimental results, it is necessary to summarize the methodology used to compute 

the uncertainties given to the results. In the subsequent sections, the uncertainties given to the results are computed 

according to the method described by Ref. [61] for a reflected shock tunnel where the uncertainty of a derived 

parameter is a function of the uncertainties of the various fundamental quantities (Gaussian error propagation). 

The uncertainties of the fundamental quantities considered in the current work are summarized in Table 4.  

The driven tube fill pressure uncertainty is consistent with that given by Ref. [62] for another reflected shock 

tunnel. The driven tube fill temperature uncertainty is calculated assuming the laboratory varies from 291 K to 

303 K. The shock speed uncertainty is obtained in this work as described in section 4. The reservoir pressure 

uncertainty is consistent with that quoted for the measurements presented in Figure 9. The pitot pressure 

uncertainty is that recommended by Ref. [61] for measurements in reflected shock tunnels. The stagnation point 

heat flux measurement, made using in-house coaxial thermocouples (type E), is assigned an uncertainty of 6 % 

based on Ref. [63]. The static pressure uncertainty is consistent with that given by Ref. [64] for a similar probe 

used in another hypersonic facility. While the possible sensitivity of the static pressure measurements to the 
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thermochemical effects has not been rigorously assessed, it may be deduced from existing numerical flat plate 

studies with u∞ up to 6 km/s [65] that any sensitivity is likely negligible for the intent and purposes relevant to the 

current work. This is because any thermochemical effects in these very slender body flows are likely confined to 

the boundary layer with the inviscid flow remaining a calorically perfect gas since the shock wave from these 

bodies is very weak. 

Table 4.  The uncertainties of the fundamental quantities considered in the current work 
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Regarding the uncertainties of the Fay-Riddell correction factors (K), the numerical uncertainty of the 

converged CFD solutions are negligible for the intent and purposes of the current work as discussed in section 

3.2, while the errors originating from the physical models used are likely negligible for conditions I-III as 

discussed in section 3.4. Hence, the uncertainties of the correction factors are assumed to be zero for these 

conditions. However, for condition IV, a difference of 7 % in the stagnation point heat flux is observed when 

using two different thermochemical nonequilibrium models as shown in section 3.4. The correction factor of 

condition IV could inherit further uncertainty from the surface catalycity. Therefore, a conservative uncertainty 

of ±7 % is assigned to the correction factor of condition IV to account for the uncertainties in the nonequilibrium 

modelling and the surface catalycity.  

Lastly, the uncertainty values assigned to the experimental reservoir enthalpies presented in the next section 

consists of an additional ±2 % on top of the uncertainty contributed by its fundamental quantities (driven tube fill 

conditions, shock speed, and reservoir pressure). This additional ±2 % uncertainty comes from the uncertainty of 

the method of determining the reservoir enthalpy as shown in the previous section. 

5.2 The total enthalpy 

Numerous runs of each nominal test condition are performed in the TH2 reflected shock tunnel. Typical 

results of the nozzle exit total enthalpy obtained from the rebuilding method is shown in Figure 14 for each 

condition. The corrected results are obtained using the correction factors in Table 2. Also shown is the 

corresponding reservoir enthalpy obtained from the measured shock speed and reservoir pressure for the same 

run. In reflected shock tunnels, the nozzle exit total enthalpy should be equal to or slightly lower than the reservoir 
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enthalpy. From Figure 14, for all cases, the uncorrected total enthalpy yields a physically unreasonable result as 

it is larger than the reservoir enthalpy even with the uncertainties considered. Good results are achieved after 

applying the correction factor as the total enthalpy is seen to match the reservoir enthalpy within the uncertainties. 

This further justifies the use of the correction factor and provides confidence in the predictions from the current 

rebuilding method. 

          

(a)                                                                        (b) 

          

(c)                                                                    (d) 

Figure 14.  The total enthalpy and reservoir enthalpy for the TH2 condition (a) I, (b) II, (c) III, and (d) 

IV. 

The good agreement between the reservoir enthalpy and the nozzle exit total enthalpy has a further 

implication. The accuracy of the method of determining the reservoir enthalpy using the measured shock speed 

and reservoir pressure as outlined in section 4 has been of significant interest [8]. This is assessed numerically in 

section 4 and the results indicated this method is accurate to within 2 % for the test conditions considered in the 

current work. So, the cross-validation of the experimental results shown in Figure 14 further suggests validation 

of the method for determining the reservoir enthalpy based on the measured shock speed and reservoir pressure. 

Further interpreting the good agreement between the reservoir enthalpy and the nozzle exit total enthalpy, 

this result suggests no significant losses occur for the considered TH2 conditions in the reservoir and nozzle flow. 

Significant losses (reportedly due to radiation) have been reported by Ref. [66] for a pure argon flow for total 
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enthalpies above 10 MJ/kg. However, for the relatively low enthalpy air conditions considered in the current work, 

the obtained result of no detectable losses is unsurprising. Indeed, this result is commonly assumed when one 

characterizes the test conditions via Navier-Stokes simulations of the nozzle. 

5.3 Other flow properties 

Once the total enthalpy is determined, the other nozzle exit (freestream) flow properties can be determined 

according to the procedure outline in section 2. Examples of corrected and uncorrected results are shown in Figure 

15 for condition I for an equilibrium freestream. Differences of up to 10 % is seen between the corrected and 

uncorrected results for the freestream velocity, temperature and density. The same is seen for the case of a frozen 

freestream and for the other TH2 conditions. The step rise seen at the beginning of all the traces is not physical 

and it exists simply because the freestream rebuilding code is programmed to start at some time during flow 

establishment and before the start of the test time. In reality, the rise in flow properties due to the flow arrival is 

more gradual as shown in Figure 17 for the freestream static pressure. This also holds for the total enthalpy shown 

in Figure 14. 

 

(a)                                                 (b)                                                (c) 

Figure 15.  Freestream (a) velocity, (b) density and (c) temperature for the TH2 condition I obtained 

using the rebuilding method. 

Another aspect of the test conditions which needs to be studied is the thermochemical state of the freestream. 

From theoretical calculations, the test flow generated is expected to be at an excited thermochemical state which 

is frozen from some point not far downstream of the throat [67]. Coherent anti‑stokes Raman spectroscopy showed 

that even the test flow from a cold hypersonic facility could have significant vibrational excitation [5, 68]. For the 

TH2 condition I, differences of around 5 – 10 % between the equilibrium and frozen results for the freestream 

velocity, temperature and density are observed. The differences increase as the total enthalpy of the test conditions 

increase. For example, the differences between the frozen and equilibrium freestream properties is around 10 – 

20 % for the TH2 condition III as shown in Figure 16. 
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(a)                                                    (b)                                                     (c) 

Figure 16.  Rebuilt freestream (a) velocity, (b) density and (c) temperature of the TH2 condition III.  

It is well known that the nozzle exit static pressure, as well as being a good indicator of helium 

contamination, is also a good indicator of the thermochemical state of the freestream. In the current work, the 

measured static pressure is compared to that calculated from isentropic quasi-one-dimensional nozzle flow. The 

isentropic prediction is calculated from the reservoir condition obtained using the measured shock speed and 

reservoir pressure, and the solution is anchored to the measured nozzle exit pitot pressure. This is done in well-

known shock tunnel condition estimating codes such as ESTCj [69] and STN [52]. An example of the result is 

shown in Figure 17 (b) for condition III; in the indicated test time, the measured static pressure is clearly closer 

to the frozen limit of the static pressure which is calculated assuming the vibrational and chemical modes freeze 

at the throat condition. The same is observed for condition IV. This result is consistent with the theory of Ref. 

[67], and shows that the nonequilibrium flow through the TH2 nozzle for condition III and condition IV behaves 

as expected, which is not always the case for nozzles of hypersonic facilities. For example, Sagnier and Vérant 

[70, 71] showed that in the nozzle of the F4 hotshot, the flow was close to thermochemical equilibrium for low 

and high enthalpy air conditions even though the theory and computation predicted frozen flows. Regarding the 

TH2 condition I and condition II, the difference between the equilibrium and frozen static pressure is too small to 

make any inferences, as shown in Figure 17 (a). 
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(a)                                                                             (b) 

Figure 17.  Nozzle exit static pressure measurements compared to the calculated static pressures from 

pitot pressure anchored isentropic expansions for the TH2 conditions (a) I and (b) III. 

 

(a)                                                    (b)                                                     (c) 

Figure 18.  Frozen freestream (a) velocity, (b) density and (c) temperature of the TH2 condition III.  

In light of Figure 17 (b), one should take the frozen limit of the freestream estimate from the rebuilding 

method as the most accurate estimate of the test condition, especially for the TH2 condition III and condition IV. 

The vibrational temperature and chemical composition in the freestream should be set equal to those at the throat, 

unless better estimates from thermochemical nonequilibrium nozzle computations using codes such as STUBE 

(which solves the quasi-one-dimensional steady Euler equations with thermochemical nonequilibrium) [51] can 

be obtained since freezing occurs shortly downstream of the throat and not exactly at the throat. Having a 

thermochemically excited test flow is undesirable but, unfortunately, it is often unavoidable. Thermochemical 

excitation in the freestream could have significant influences on a number of different hypersonic flow phenomena 

– this is true even in cold hypersonics flows where the chemistry is inactive but the vibrational mode is active. 

Through numerical simulations, the thermochemical state of the freestream was shown to be important for 

hypersonic double-cone flows even at low enthalpy pure N2 conditions of around 3.7 MJ/kg [72]. For blunt body 
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flows, Stalker [73] gave a rough rule which states that, if the freestream enthalpy is less than a third of the total 

enthalpy, then effects of freestream non-equilibrium on the real-gas effects in the flow over the body are small. 

This condition is achieved for all four TH2 conditions even when the frozen limit is assumed, where h∞/h0 is no 

more than 20 %. 

Lastly, the current work is related to the work of Ref. [16, 74] who used the original rebuilding technique of 

Olivier [12] to rebuild the test conditions in the VKI Longshot gun tunnel. By performing the same analysis shown 

in Figure 17, they discovered that the measured static pressure was around 50 % higher than the equilibrium 

isentropic expansion result, and lay outside the frozen and equilibrium bounds. They attributed this to a non-

isentropic nozzle flow, though an explanation for what caused the non-isentropic flow was not given. This 

phenomenon is not observed in the current work. Consequently, good agreement is observed between the frozen 

isentropic quasi-one-dimensional nozzle flow result and the frozen freestream rebuilding result, as shown in 

Figure 18. This finding further validates the current rebuilding method and shows that the TH2 nozzle flows are 

almost isentropic. Because thermochemical nonequilibrium flows are non-isentropic [20], the indication of frozen 

isentropic nozzle flows shown here suggests that the non-equilibrium region near the throat, which must exist as 

the flow transitions from equilibrium in the converging section to frozen in the diverging section, is small and that 

the transition from equilibrium to frozen occurs suddenly. This is consistent with the existing theoretical and 

numerical results [49, 67]. 

6 On the benefits of the rebuilding method 

The rebuilding method outlined in section 2 and exemplified in section 5 has a number of qualitative benefits 

in addition to the quantitative benefits shown in section 5. Firstly, the method is simple. While it is acknowledged 

that the need to perform CFD simulations on a sphere to determine the Fay-Riddell correction factors complicates 

the technique, overall, it is still simpler than some of the other methods. For example, if one is to characterize the 

test conditions by performing Navier-Stokes simulations of the nozzle, iterations would have to be conducted to 

tune the defined boundary layer transition location along the nozzle such that the computed pitot pressure 

distribution at the nozzle exit matches with the corresponding measurement [10]. This is thus a formidable 

computational task which also requires experimental input in the form of the measured pitot pressure distribution 

at the nozzle exit. The rebuilding method exchanges this for CFD simulations of a small sphere which is simpler 

to conduct than that of a large nozzle which requires more computational cells in addition to requiring iterations 

and pitot pressure distribution measurements. Likewise, if one wants to characterize the test conditions via laser 
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diagnostics, a specialist would have to be hired to do the job due to the complexity of these techniques. It is 

stressed that the rebuilding method only requires the CFD simulations on a sphere to be performed once for a 

nominal test condition. After that, an individual freestream estimate can be obtained for each individual run 

without needing any further computational work.  

This leads to the second benefit of the current technique which is that a unique freestream estimate can be 

obtained for each individual run concurrently with any on-going experiments without interference. This is possible 

due to 1) the use of small pressure and heat flux probes which can be placed permanently in the test section without 

occupying significant space in the core flow, and 2) the simplicity of the post-processing procedure which 

completes in less than 10 minutes on a standard personal computer. This benefit is generally more difficult to 

achieve when using the other methods (nozzle CFD and laser). While it is acknowledged that the spherical probes 

will produce a shock whose size grows downstream in the afterbody, possibly reducing the available space for 

experimental testing of very long slender bodies, the shock should be very weak at such locations very far 

downstream though. Also, the testing of such a long slender body might be impossible in the first place, 

irrespective of the presence of the permanent probes, due to the test time limitation of the facility and the 

converging expansion fan originating at the nozzle exit wall. 

Another benefit of the current rebuilding method is that it produces time-resolved results. This is particularly 

desirable in test facilities with long test times which are quasi-steady. For example, the VKI Longshot gun tunnel 

benefited from the time-resolution of the results, as demonstrated in Ref. [16], obtained from the original 

rebuilding technique of Olivier [12] (no Fay-Riddell correction factor). Despite the current work being focused 

on the reflected shock tunnel, no loss of generality occurs in the derivation of the current rebuilding technique 

therefore it is applicable in any hypersonic impulse facility including gun tunnels, shock tunnels, and expansion 

tunnels. Furthermore, no assumptions are made in the current rebuilding method to relate the reservoir condition 

to the nozzle exit condition, such as assuming the reservoir enthalpy is equal to the nozzle exit total enthalpy or 

an isentropic nozzle flow. Although these are shown to be valid for the current conditions, this is not always the 

case in hypersonic impulse facilities as shown in Ref. [16, 66]. No loss of generality is made in the rebuilding 

methodology which enables the assessment of these assumptions as demonstrated here. 

Lastly, and probably most importantly, the current rebuilding method provides an additional independent 

characterization of the test condition which can be interpreted together with the results from the other methods. 

Each method has its own benefits. Ultimately, one would want to have many independent estimates of the test 

conditions for experimenters to make true assessments where freestream conditions are critical. Due to the 
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simplicity of the current rebuilding method, it can be easily implemented in existing facilities to provide an 

additional estimate alongside existing results. 

7 Conclusion 

A new method to characterize hypersonic impulse facilities is introduced. The method is a simple yet 

accurate hybrid experimental-computational rebuilding method which uses the Fay-Riddell correlation with 

corrections based on thermochemical nonequilibrium CFD results which are rigorously assessed and validated. 

Corrections for underpredictions of less than 20 % for the stagnation point heat flux are required via the use of 

correction factors. These underpredictions are likely caused by deviations of the real tangential velocity gradient 

from the theoretical one based on Newtonian theory and by the influence of thermochemical nonequilibrium in 

the flow around the sphere.  

The work done characterizing four test conditions in the TH2 reflected shock tunnel is detailed. Particular 

focus is given to the total enthalpy where a comparison is made with the reservoir enthalpy determined using the 

measured shock speed and pressure in the shock tube. Better results are obtained in all cases when the correction 

factor is applied. This justifies the use of the correction factor and provides confidence in the freestream solutions 

produced from the new method. Additionally, static pressure measurements showed that the TH2 conditions III 

and IV have a thermochemical state which likely froze shortly after the nozzle throat. Therefore, for these two 

conditions, it is necessary to take the frozen limit of the rebuilt freestream for postprocessing of experimental data. 

Furthermore, from the static pressure measurements and the results of the freestream rebuilding, the TH2 nozzle 

flows are shown to be almost isentropic. 

The benefits of the introduced rebuilding method include simplicity and time-resolution, and, using this 

method, a unique characterization can be made for each individual experimental run. Simplicity is achieved by 

avoiding the use of any optical techniques and overly expensive numerical computations. The method is applicable 

and easily implementable in any hypersonic impulse facility including gun tunnels, shock tunnels, and expansion 

tunnels. It avoids the need to make assumptions to relate the nozzle supply condition to the nozzle exit condition, 

such as assuming the reservoir enthalpy is equal to the nozzle exit total enthalpy or an isentropic nozzle flow, and 

it can be easily implemented in existing facilities to provide an additional estimate alongside existing results. 

Data Availability Statement 

The data that supports the findings of this study are available within the article [and its supplementary 

material]. 
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