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#### Abstract

In this paper, we study asymptotic behaviors of semidefinite programming with a covariance perturbation. We obtain some moderate deviations, Cramér-type moderate deviations and a law of the iterated logarithm of estimates of the respective optimal value and optimal solutions when the covariance matrix is estimated by its sample covariance. As an example, we also apply the main results to the Minimum Trace factor Analysis.
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## 1 Introduction

Let $\mathbb{S}^{p}$ denote the linear space of $p \times p$ symmetric matrices. For $A \in \mathbb{S}^{p}, A \succcurlyeq 0$ means that the matrix $A$ is positive semidefinite. Let $\Sigma_{0}$ and $A_{i}, i=1, \cdots, n$ be $p \times p$ symmetric matrices. Shapiro ([26]) considered the following semidefinite programming (SDP) problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} c^{T} x \quad \text { subject to } \Sigma_{0}+\mathcal{A}(x) \succcurlyeq 0 \tag{1.1}
\end{equation*}
$$

where $\mathcal{A}: \mathbb{R}^{n} \rightarrow \mathbb{S}^{p}$ is the linear mapping $\mathcal{A}(x):=\sum_{i=1}^{n} x_{i} A_{i}, \Sigma_{0}$ is viewed as a covariance matrix of a $p \times 1$ random vector $Y$. The Factor Analysis model is a classical example of the models (see Bentler ([1]), Shapiro ([26])).

A stochastic average approximation (SAA) of the original problem(1.1) is defined by

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} c^{T} x \quad \text { subject to } S+\mathcal{A}(x) \succcurlyeq 0, \tag{1.2}
\end{equation*}
$$

[^0]where
$$
S=\frac{1}{N-1} \sum_{i=1}^{N}\left(Y_{i}-\bar{Y}\right)\left(Y_{i}-\bar{Y}\right)^{T}
$$
is the sample covariance matrix based on a sample $Y_{1}, \cdots, Y_{N}$ of the random vector $Y$, and $\bar{Y}=\frac{1}{N} \sum_{i=1}^{N} Y_{i}$ is the sample mean.

Let $x^{*}$ and $\vartheta^{*}$ denote an optimal solution and the optimal value of problem (1.1), respectively, and let $\hat{x}_{N}$ and $\hat{\vartheta}_{N}$ be their counterparts of the problem (1.2). Shapiro ([26]) studied the central limit theorems of $\hat{x}_{N}$ and $\hat{\vartheta}_{N}$ based on the modern theory of sensitivity analysis of parameterized SDP problems.

The asymptotic distributions and the consistency of general SAA estimators were derived in [15], [22], [23]. Asymptotic confidence intervals on the optimal value of stochastic programs are given in e.g., [3], [5], [12] for risk-neutral problems and in [9] for risk-averse programs. Nonasymptotic confidence intervals on the optimal value and large deviation estimates are obtained in [7], [8], [12], [13], [16], [29]. Pflug [17] constructed universal confidence sets for the true solution of a stochastic optimization problem based on properties about boundedness in probability with known tail behavior. For further references, we refer to see [28].

In this paper, we are interesting in convergence rates on $\hat{x}_{N}$ and $\hat{\vartheta}_{N}$. For the weak convergence rate, we present some moderate deviation results. Under some conditions, we prove that there exists $v>0$ such that for any $x>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{x}_{N}-x^{*}\right| \geq x\right)=-\frac{x^{2}}{2 v^{2}} \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{N} \rightarrow \infty \text { and } b_{N}^{2} / N \rightarrow 0 \text { as } N \rightarrow \infty ; \tag{1.4}
\end{equation*}
$$

and that under some conditions, there exists $\nu>0$ such that as $N \rightarrow \infty$, for $0 \leq x=o\left(N^{1 / 6}\right)$ uniformly,

$$
\begin{equation*}
\frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \leq-\nu x\right)}{\Phi(-x)} \rightarrow 1 \text { and } \frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq \nu x\right)}{1-\Phi(x)} \rightarrow 1 \tag{1.5}
\end{equation*}
$$

where $\Phi(x)$ is the cumulative distribution function of the standard normal distribution. For the strong convergence rate, we will show that under some conditions, the following law of the iterated logarithm holds, i.e., there exists $\nu>0$ such that

$$
\begin{equation*}
P\left(\limsup _{N \rightarrow \infty} \sqrt{\frac{N}{2 \nu^{2} \log \log N}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right)=1\right)=1 . \tag{1.6}
\end{equation*}
$$

The results on moderate deviations can be applied to asymptotic confidence intervals and hypotheses testing (e.g., see [6]).

Our main results are stated and proved in Section 2. We also apply the main results to the Minimum Trace factor Analysis in Section 3. For convenience, we introduce differentiability properties of the optimal value and optimal solutions in Appendix A.

We conclude the section by introducing some notations and terminology. Let $\mathbb{S}_{+}^{p}$ and $\mathbb{S}_{++}^{p}$ denote cones of symmetric positive semidefinite and positive definite $p \times p$ matrices,
respectively. As usual, $\operatorname{tr}(A)=\sum_{i=1}^{p} a_{i i}$ denotes the trace of $p \times p$ square matrix $A=\left[a_{i j}\right]$ and $A \bullet B=\operatorname{tr}(A B)$ for $A, B \in \mathbb{S}^{p} . A \otimes B$ denotes Kronecker product of $p \times q$ matrix $A=\left[a_{i j}\right]$ and $r \times s$ matrix $B=\left[b_{i j}\right]$. For a $p \times q$ matrix $A$, vec $(A)$ denotes the $p q$-dimensional vector obtained by stacking columns of matrix $A$. By $A^{\dagger}$ we denote the Moore-Penrose pseudoinverse of matrix A. For $A \in \mathbb{S}^{p}$ with rank $r, A=N D N^{T}$ is its singular value decomposition, i.e., $N^{T} N=I_{r}$ and $D$ is $r \times r$ diagonal matrix with diagonal entries given by nonzero eigenvalues of $A$, then $A^{\dagger}=N D^{-1} N^{T}$.

## 2 Asymptotic behaviors

Let $Y$ be a $\mathbb{R}^{p}$-valued random variable with the covariance matrix $\Sigma_{0}$.
(A0). Assume that there exists $\epsilon_{0}>0$ such that

$$
E\left(\exp \left\{\epsilon_{0}|Y|^{2}\right\}\right)<\infty
$$

Let $Y_{1}, \cdots, Y_{N}$ be a sample of size $N$ of the random vector $Y, \bar{Y}=\frac{1}{N} \sum_{i=1}^{N} Y_{i}$, and

$$
S=\frac{1}{N-1} \sum_{i=1}^{N}\left(Y_{i}-\bar{Y}\right)\left(Y_{i}-\bar{Y}\right)^{T}
$$

denote the sample mean and the sample covariance matrix, respectively.
For given matrix $\Sigma \in \mathbb{S}^{p}$, let $\vartheta(\Sigma)$ and $\bar{x}(\Sigma)$ be the optimal value and an optimal solution of the problem (A.1) in Appendix A (see [26]). Define

$$
\begin{equation*}
\hat{\vartheta}_{N}=\vartheta(S), \quad \hat{x}_{N}=\bar{x}(S) ; \quad \vartheta^{*}=\vartheta\left(\Sigma_{0}\right), \quad x^{*}=\bar{x}\left(\Sigma_{0}\right) . \tag{2.1}
\end{equation*}
$$

Shapiro([26]) studied the central limit theorems of $\hat{\vartheta}_{N}$ and $\hat{x}_{N}$. He obtained the following results.

- Under the condition of Proposition A.1,

$$
N^{1 / 2}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \rightarrow \mathcal{N}\left(0, \lambda_{0}^{T} \Gamma \lambda\right) \text { in law, }
$$

where $\lambda_{0}=\operatorname{vec}\left(\Lambda_{0}\right)$, and $\Gamma$ is $p^{2} \times p^{2}$ covariance matrix. In particular, if $Y \sim N\left(\mu, \Sigma_{0}\right)$, then

$$
\begin{equation*}
\Gamma=2 M_{p}\left(\Sigma_{0} \otimes \Sigma_{0}\right), \tag{2.2}
\end{equation*}
$$

and $M_{p}=\left[\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)\right]_{i j, k l}$ is $p^{2} \times p^{2}$ symmetric matrix, $\delta_{i k}=1_{\{i\}}(k)$.

- Under the condition of Proposition A.2,

$$
N^{1 / 2}\left(\hat{x}_{N}-x^{*}\right) \rightarrow \mathcal{N}\left(0, J^{T} \Gamma J\right) \text { in law. }
$$

In this section, we establish moderate deviations, Cramér-type moderate deviations and a law of the iterated logarithm for $\hat{\vartheta}_{N}$ and $\hat{x}_{N}$. Our proofs are based on Bernstein's inequality, Cramér-type moderate deviations and the law of the iterated logarithm for independent and identically distributed random variables.

### 2.1 Moderate deviations

Lemma 2.1 (Bernstein's inequality (cf. Proposition 3.3.1 in [31])). Let $\xi_{i}, i \geq 1$ be a sequence of independent real random variables with mean $E\left(\xi_{i}\right)=0$. Assume that there exist constants $v_{i}>0$ and $H>0$ such that for all $k \geq 2$

$$
E\left(\left|\xi_{i}\right|^{k}\right) \leq \frac{1}{2} k!v_{i}^{2} H^{k-2} .
$$

Set $B_{N}=\sqrt{v_{1}^{2}+\cdots+v_{N}^{2}}$. Then for all $x>0$,

$$
P\left(\sum_{i=1}^{N} \xi_{i} \geq x B_{N}\right) \leq \exp \left\{-\frac{1}{2} x^{2}\left(1+x H / B_{N}\right)^{-1}\right\}
$$

Lemma 2.2 (cf. Theorem 1 in Chapter VIII, [14] ). Let $\xi, \xi_{i}, i \geq 1$ be a sequence of independent and identically distributed real random variables with mean $E(\xi)=0$ and variance $E\left(\xi^{2}\right)=1$. Assume that there exists $\epsilon_{0}>0$ such that

$$
E\left(e^{\epsilon_{0}|\xi|}\right)<\infty .
$$

Then for all $0 \leq x=o(\sqrt{N})$,

$$
\begin{equation*}
\frac{P\left(\sum_{i=1}^{N} \xi_{i} \geq x \sqrt{N}\right)}{1-\Phi(x)}=\exp \left\{\frac{x^{3}}{\sqrt{N}} \lambda\left(\frac{x}{\sqrt{N}}\right)\right\}\left(1+O\left(\frac{1+x}{\sqrt{N}}\right)\right) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{P\left(\sum_{i=1}^{N} \xi_{i} \leq-x \sqrt{N}\right)}{\Phi(-x)}=\exp \left\{-\frac{x^{3}}{\sqrt{N}} \lambda\left(-\frac{x}{\sqrt{N}}\right)\right\}\left(1+O\left(\frac{1+x}{\sqrt{N}}\right)\right) \tag{2.4}
\end{equation*}
$$

where $\Phi(x)$ is the standard normal distribution function and $\lambda(t)=\sum_{k=0}^{\infty} a_{k} t^{k}$ is a power series with coefficients depending on the cumulants of the random variable $\xi$ which converges for sufficiently small values of $|t|$.

In particular, for all $0 \leq x=O\left(N^{1 / 6}\right)$, uniformly

$$
\begin{equation*}
\frac{P\left(\sum_{i=1}^{N} \xi_{i} \geq x \sqrt{N}\right)}{1-\Phi(x)}=1+O\left(\frac{1+x^{3}}{\sqrt{N}}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{P\left(\sum_{i=1}^{N} \xi_{i} \leq-x \sqrt{N}\right)}{\Phi(-x)}=1+O\left(\frac{1+x^{3}}{\sqrt{N}}\right) . \tag{2.6}
\end{equation*}
$$

Theorem 2.1. Let the condition (A0) hold. Suppose that the optimal value $\vartheta^{*}$ is finite and Slater condition for the true problem holds. Then
(1). For any $\epsilon>0$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\sup _{\Lambda \in \operatorname{Sol}(D)} \Lambda \bullet\left(S-\Sigma_{0}\right)\right| \geq \epsilon\right)=-\infty . \tag{2.7}
\end{equation*}
$$

Moreover, if $\operatorname{Sol}(D)=\left\{\Lambda_{0}\right\}$ is a singleton, then for any $\epsilon>0$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon\right)=-\infty . \tag{2.8}
\end{equation*}
$$

where

$$
\begin{align*}
Z_{i} & =\operatorname{tr}\left(\Lambda_{0}\left(Y_{i} Y_{i}^{T}-E(Y) Y_{i}^{T}-Y_{i} E\left(Y^{T}\right)\right)\right)-E\left(\operatorname{tr}\left(\Lambda_{0}\left(Y_{i} Y_{i}^{T}-E(Y) Y_{i}^{T}-Y_{i} E\left(Y^{T}\right)\right)\right)\right) \\
& \left.=\lambda_{0}^{T} \operatorname{vec}\left(\left(Y_{i} Y_{i}^{T}-E(Y) Y_{i}^{T}-Y_{i} E\left(Y^{T}\right)\right)\right)-E\left(Y_{i} Y_{i}^{T}-E(Y) Y_{i}^{T}-Y_{i} E\left(Y^{T}\right)\right)\right) \tag{2.9}
\end{align*}
$$

(2). If $\operatorname{Sol}(D)=\left\{\Lambda_{0}\right\}$ is a singleton, then for any $x>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}} \frac{1}{\sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x\right)=-\frac{x^{2}}{2} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}} \frac{1}{\sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \leq-x\right)=-\frac{x^{2}}{2} . \tag{2.11}
\end{equation*}
$$

Proof. (1). Firstly, we show that there exist constants $M>0, L>0$ such that for any $x>0$,

$$
\begin{equation*}
P\left(\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq x\right) \leq M \exp \left\{-L N \min \left\{x, x^{2}\right\}\right\} . \tag{2.12}
\end{equation*}
$$

We can write

$$
S-\Sigma_{0}=\frac{1}{N-1} \sum_{i=1}^{N}\left(Y_{i} Y_{i}^{T}-E\left(Y Y^{T}\right)\right)-\frac{N}{N-1}\left(\bar{Y} \bar{Y}^{T}-E(Y) E\left(Y^{T}\right)\right),
$$

and
$\bar{Y} \bar{Y}^{T}-E(Y) E\left(Y^{T}\right)=(\bar{Y}-E(Y))\left(\bar{Y}^{T}-E\left(Y^{T}\right)\right)+E(Y)\left(\bar{Y}^{T}-E\left(Y^{T}\right)\right)+(\bar{Y}-E(Y)) E\left(Y^{T}\right)$
Then under the assumption (A0), for any $k \geq 2$,

$$
E\left(\left|\operatorname{vec}\left(Y Y^{T}\right)-E\left(\operatorname{vec}\left(Y Y^{T}\right)\right)\right|^{k}\right) \leq 2^{k} E\left(\left(|Y|^{2}\right)^{k}\right) \leq k!\left(\frac{2}{\epsilon_{0}}\right)^{k} E\left(\exp \left\{\epsilon_{0}|Y|^{2}\right\}\right)
$$

and

$$
E\left(|Y-E(Y)|^{k}\right) \leq 2^{k} E\left(|Y|^{k}\right) \leq 2^{k}\left(E\left(\left(|Y|^{2}\right)^{k}\right)\right)^{1 / 2} \leq k!\left(\frac{2}{\epsilon_{0}}\right)^{k} E\left(\exp \left\{\epsilon_{0}|Y|^{2}\right\}\right)
$$

Set $u=\sqrt{8 E\left(\exp \left\{\epsilon_{0}|Y|^{2}\right\}\right) / \epsilon_{0}^{2}}, H=\frac{2}{\epsilon_{0}}$. Note that for a $m$-dimensional random vector $Z=\left(Z_{1}, \cdots, Z_{m}\right)^{T}$, for any $x>0$,

$$
\{|Z| \geq x\} \subset \cup_{k=1}^{m}\left\{\left|Z_{k}\right| \geq x / m\right\}
$$

Then by Bernstein's inequality for any $x>0$,

$$
\begin{gather*}
P\left(\left|\frac{1}{N} \sum_{i=1}^{N}\left(\operatorname{vec}\left(Y_{i} Y_{i}^{T}\right)-E\left(\operatorname{vec}\left(Y Y^{T}\right)\right)\right)\right| \geq x u\right) \leq 2 p^{2} \exp \left\{-\frac{1}{2 p^{4}} N x^{2}\left(1+x H /\left(p^{2} u\right)\right)^{-1}\right\} \\
P\left(\left|\frac{1}{N} \sum_{i=1}^{N}\left(Y_{i}-E(Y)\right)\right| \geq x u\right) \leq 2 p \exp \left\{-\frac{1}{2 p^{2}} N x^{2}(1+x H /(p u))^{-1}\right\} \tag{2.13}
\end{gather*}
$$

and

$$
\begin{align*}
P\left(\left|\operatorname{vec}\left((\bar{Y}-E(Y))\left(\bar{Y}^{T}-E\left(Y^{T}\right)\right)\right)\right| \geq x u\right) & \leq P\left(\left|\frac{1}{N} \sum_{i=1}^{N}\left(Y_{i}-E(Y)\right)\right| \geq \sqrt{x u}\right) \\
& \leq 2 p \exp \left\{-\frac{1}{2 p^{2} u} N x(1+\sqrt{x} H /(p \sqrt{u}))^{-1}\right\} \tag{2.15}
\end{align*}
$$

Therefore, (2.12) holds.
Next, let us prove (2.7). By Proposition 3 in [26] (see Proposition A. 1 in Appendix A), for any $\zeta>0$, there exists $\eta>0$, such that

$$
\begin{aligned}
& \left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \leq \eta\right\} \\
\subset & \left\{\left|\hat{\vartheta}_{N}-\vartheta^{*}-\sup _{\Lambda \in \operatorname{Sol}(D)} \Lambda \bullet\left(S-\Sigma_{0}\right)\right| \leq \zeta\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right|\right\} .
\end{aligned}
$$

Thus, for any $\epsilon>0, \zeta>0$,

$$
\begin{aligned}
& \left\{\frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\sup _{\Lambda \in \operatorname{Sol}(D)} \Lambda \bullet\left(S-\Sigma_{0}\right)\right| \geq \epsilon\right\} \\
\subset & \left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \eta\right\} \cup\left\{\frac{\sqrt{N}}{b_{N}}\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \epsilon / \zeta\right\} .
\end{aligned}
$$

Now, (2.7) follows from

$$
\lim _{\zeta \rightarrow 0} \limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}}\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \epsilon / \zeta\right)=-\infty
$$

and

$$
\limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \eta\right)=-\infty
$$

If $\operatorname{Sol}(D)=\left\{\Lambda_{0}\right\}$ is a singleton, then

$$
\sup _{\Lambda \in \operatorname{Sol}(D)} \Lambda \bullet\left(S-\Sigma_{0}\right)-\frac{1}{N-1} \sum_{i=1}^{N} Z_{i}=\frac{N}{N-1} \Lambda_{0}(\bar{Y}-E(Y))\left(\bar{Y}^{T}-E\left(Y^{T}\right)\right) \Lambda_{0}^{T}
$$

Thus, by (2.15), we obtain (2.8) .
(2). Note that

$$
\begin{equation*}
E\left(Z_{1}^{2}\right)=\lambda_{0}^{T} \Gamma \lambda_{0}, \tag{2.16}
\end{equation*}
$$

and that for any $x>0, \lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log \left(1-\Phi\left(b_{N} x\right)\right)=-\frac{1}{2} x^{2}$, and

$$
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}}\left\{\frac{\left(b_{N} x\right)^{3}}{\sqrt{N}} \lambda\left(\frac{b_{N} x}{\sqrt{N}}\right)\right\}=0, \quad \lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log \left(1+O\left(\frac{1+b_{N} x}{\sqrt{N}}\right)\right)=0 .
$$

Thus, by (2.3) and (2.4), we obtain that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{1}{\sqrt{N} b_{N}} \frac{1}{\sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}} \sum_{i=1}^{N} Z_{i} \geq x\right)=-\frac{x^{2}}{2}, \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{1}{\sqrt{N} b_{N}} \frac{1}{\sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}} \sum_{i=1}^{N} Z_{i} \leq-x\right)=-\frac{x^{2}}{2} . \tag{2.18}
\end{equation*}
$$

Finally, since for all $x>0,0<\epsilon<x$,

$$
\begin{aligned}
& P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x\right) \\
\leq & P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x, \frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \leq \epsilon\right) \\
& +P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon\right) \\
\leq & P\left(\frac{1}{\sqrt{N} b_{N}} \frac{1}{\sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}} \sum_{i=1}^{N} Z_{i} \geq x-\epsilon\right)+P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon\right) .
\end{aligned}
$$

and

$$
\begin{aligned}
& P\left(\frac{1}{\sqrt{N} b_{N}} \frac{1}{\sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}} \sum_{i=1}^{N} Z_{i} \geq x+\epsilon\right) \\
\leq & P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x\right)+P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon\right) .
\end{aligned}
$$

By (2.8) and (2.17), we have that

$$
\begin{aligned}
-\frac{(x+\epsilon)^{2}}{2} & \leq \liminf _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x\right) \\
& \leq \limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x\right) \leq-\frac{(x-\epsilon)^{2}}{2} .
\end{aligned}
$$

Letting $\epsilon \rightarrow 0$, we obtain (2.10). The proof of (2.11) is similar to (2.10).

Remark 2.1. (1). Applying the moderate deviation principle for independent and identically distributed real random variables (cf. Theorem 3.7.1 in [4]) and the exponential approximation (cf. Theorem 4.2.13 in [4])), by (2.8), we obtain a moderate deviation principle for $\hat{\vartheta}_{N}$, that is, for any open subset $G$ of $\mathbb{R}$,

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \in G\right) \geq-\inf _{x \in G} \frac{x^{2}}{2}, \tag{2.19}
\end{equation*}
$$

and for any closed subset $F$ of $\mathbb{R}$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N} \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \in F\right) \leq-\inf _{x \in F} \frac{x^{2}}{2} \tag{2.20}
\end{equation*}
$$

(2). Theorem 2.1 can be obtained by using the delta methed in large deviations (see [6]).

By Theorem 1 in [26] (see Proposition A. 2 in Appendix), using the same proof in Theorem 2.1, we have the following result.

Theorem 2.2. Let the condition (A0) hold. Suppose that $\operatorname{Sol}(P)=\left\{x^{*}\right\}$ is a singleton, and that $x^{*}$ is a nondegenerate point of $\Sigma_{0}+\mathcal{A}(\cdot)$ and the strict complementarity condition holds. Then
(1). For any $\epsilon>0$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{x}_{N}-x^{*}-\frac{1}{N} \sum_{i=1}^{N} X_{i}\right| \geq \epsilon\right)=-\infty \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{i}=J^{T}\left(\operatorname{vec}\left(Y_{i} Y_{i}^{T}-E(Y) Y_{i}^{T}-Y_{i} E\left(Y^{T}\right)\right)-E\left(\operatorname{vec}\left(Y_{i} Y_{i}^{T}-E(Y) Y_{i}^{T}-Y_{i} E\left(Y^{T}\right)\right)\right)\right. \tag{2.22}
\end{equation*}
$$

(2). For any $r>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{\sqrt{N}}{b_{N}}\left|\hat{x}_{N}-x^{*}\right| \geq r\right)=-\inf _{|x| \geq r} I(x) \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
I(x)=\sum_{\alpha \in \mathbb{R}^{n}}\left\{\alpha^{T} x-\frac{1}{2} \alpha^{T} J^{T} \Gamma J \alpha\right\}, \quad x \in \mathbb{R}^{n}, \tag{2.24}
\end{equation*}
$$

is called the rate function.
Proof. By the moderate deviation principle for independent and identically distributed random variables (cf. Theorem 3.7.1 in [4]), for any open subset $G$ of $\mathbb{R}^{n}$,

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{1}{\sqrt{N} b_{N}} \sum_{i=1}^{N} X_{i} \in G\right) \geq-\inf _{x \in G} I(x) \tag{2.25}
\end{equation*}
$$

and for any closed subset $F$ of $\mathbb{R}^{n}$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{1}{\sqrt{N} b_{N}} \sum_{i=1}^{N} X_{i} \in F\right) \leq-\inf _{x \in F} I(x) . \tag{2.26}
\end{equation*}
$$

In particular, for any $r>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{b_{N}^{2}} \log P\left(\frac{1}{\sqrt{N} b_{N}}\left|\sum_{i=1}^{N} X_{i}\right| \geq r\right)=-\inf _{|x| \geq r} I(x) . \tag{2.27}
\end{equation*}
$$

Thus, by (2.21), (2.27) can be deduced by the same proof in Theorem 2.1 (2).

### 2.2 Cramér-type moderate deviations

Theorem 2.3. Let the condition (A0) hold. Suppose that $\operatorname{Sol}(P)=\left\{x^{*}\right\}$ is a singleton, and that $x^{*}$ is a nondegenerate point of $\Sigma_{0}+\mathcal{A}(\cdot)$ and the strict complementarity condition holds. Then
(1). For any $\epsilon>0$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N^{1 / 3}} \log P\left(\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon / N^{1 / 6}\right)<0 \tag{2.28}
\end{equation*}
$$

(2). For any $0 \leq x=o\left(N^{1 / 6}\right)$, uniformly

$$
\begin{equation*}
\frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}\right)}{1-\Phi(x)}=1+O\left(\frac{1+x^{3}}{\sqrt{N}}\right) \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \leq-x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}\right)}{\Phi(-x)}=1+O\left(\frac{1+x^{3}}{\sqrt{N}}\right) . \tag{2.30}
\end{equation*}
$$

Proof. (1). By Proposition A.2, there exist constants $L>0$ and $\eta>0$, such that

$$
\begin{aligned}
& \left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \leq \eta\right\} \\
\subset & \left\{\left|\hat{\vartheta}_{N}-\vartheta^{*}-\Lambda \bullet\left(S-\Sigma_{0}\right)\right| \leq L\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right|^{2}\right\} .
\end{aligned}
$$

Thus, for any $\epsilon>0$,

$$
\begin{aligned}
& \left\{\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\Lambda \bullet\left(S-\Sigma_{0}\right)\right| \geq \epsilon / N^{1 / 6}\right\} \\
\subset & \left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \eta\right\} \cup\left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \frac{\sqrt{\epsilon}}{\sqrt{L} N^{1 / 3}}\right\} .
\end{aligned}
$$

By

$$
\limsup _{N \rightarrow \infty} \frac{1}{N^{1 / 3}} \log P\left(\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \frac{\sqrt{\epsilon}}{\sqrt{L} N^{1 / 3}}\right)<0
$$

and

$$
\limsup _{N \rightarrow \infty} \frac{1}{N^{1 / 3}} \log P\left(\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \eta\right)=-\infty
$$

we obtain

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N^{1 / 3}} \log P\left(\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\Lambda \bullet\left(S-\Sigma_{0}\right)\right| \geq \epsilon / N^{1 / 6}\right)<0 \tag{2.31}
\end{equation*}
$$

This implies (2.28) from

$$
\Lambda \bullet\left(S-\Sigma_{0}\right)-\frac{1}{N-1} \sum_{i=1}^{N} Z_{i}=\frac{N}{N-1} \Lambda(\bar{Y}-E(Y))\left(\bar{Y}^{T}-E\left(Y^{T}\right)\right) \Lambda^{T}
$$

and for any $\epsilon>0$,

$$
\limsup _{N \rightarrow \infty} \frac{1}{N^{1 / 3}} \log P\left(\sqrt{N}\left|\operatorname{vec}\left((\bar{Y}-E(Y))\left(\bar{Y}^{T}-E\left(Y^{T}\right)\right)\right)\right| \geq \epsilon / N^{1 / 6}\right)<0
$$

(2). We only show (2.29). By condition (2.28), for any $\epsilon>0$, there exists $C>0$ such that for $N$ large enough, and for all $0 \leq x \leq o\left(N^{1 / 6}\right)$, uniformly

$$
\frac{P\left(\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon / N^{1 / 6}\right)}{1-\Phi(x)}=O\left(e^{-C N^{1 / 3}}\right) .
$$

Thus, for all $0 \leq x \leq o\left(N^{1 / 6}\right)$, uniformly

$$
\begin{aligned}
& \frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}\right)}{1-\Phi(x)} \\
\leq & \frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}, \sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \leq \epsilon / N^{1 / 6}\right)}{1-\Phi(x)} \\
& +\frac{P\left(\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon / N^{1 / 6}\right)}{1-\Phi(x)} \\
\leq & \frac{P\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} Z_{i} \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}-\epsilon / N^{1 / 6}\right)}{1-\Phi(x)}+O\left(e^{-C N^{1 / 3}}\right) .
\end{aligned}
$$

Similarly, Then for all $0 \leq x \leq o\left(N^{1 / 6}\right)$, uniformly

$$
\begin{aligned}
& \frac{P\left(\sqrt{N}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right) \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}\right)}{1-\Phi(x)} \\
\geq & \frac{P\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} Z_{i} \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}}+\frac{\epsilon}{N^{1 / 6}}\right)}{1-\Phi(x)}+O\left(e^{-C N^{1 / 3}}\right) .
\end{aligned}
$$

By lemma 2.2,

$$
\begin{aligned}
& \frac{P\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} Z_{i} \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}} \pm \frac{\epsilon}{N^{1 / 6}}\right)}{1-\Phi(x)} \\
= & \frac{P\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} Z_{i} \geq x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}} \pm \frac{\epsilon}{N^{1 / 6}}\right)}{1-\Phi\left(x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}} \pm \frac{\epsilon}{N^{1 / 6}}\right)} \frac{1-\Phi\left(x \sqrt{\lambda_{0}^{T} \Gamma \lambda_{0}} \pm \frac{\epsilon}{N^{1 / 6}}\right)}{1-\Phi(x)} \\
= & \left(1+O\left(\frac{1+x^{3}}{N^{1 / 3}}\right)\right)\left(1+O\left(\frac{1+x^{2}}{N^{1 / 3}}\right)\right)=1+O\left(\frac{1+x^{3}}{N^{1 / 3}}\right) .
\end{aligned}
$$

Thus, the first one of (2.29) holds.

### 2.3 A law of the iterated logarithm

In this subsection, we apply the moderate deviations to establish a law of the iterated logarithm

Theorem 2.4. Let the condition (A0) hold. Suppose that $\operatorname{Sol}(P)=\left\{x^{*}\right\}$ is a singleton, and that $x^{*}$ is a nondegenerate point of $\Sigma_{0}+\mathcal{A}(\cdot)$ and the strict complementarity condition holds. Then

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \sqrt{\frac{N}{2 \lambda_{0}^{T} \Gamma \lambda_{0} \log \log N}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right)=1, \quad \text { a.s. } \tag{2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \sqrt{\frac{N}{2 \lambda_{0}^{T} \Gamma \lambda_{0} \log \log N}}\left(\hat{\vartheta}_{N}-\vartheta^{*}\right)=-1, \quad \text { a.s. } \tag{2.33}
\end{equation*}
$$

Proof. By Proposition A.2, there exist constants $L>0$ and $\eta>0$, such that

$$
\begin{aligned}
& \left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \leq \eta\right\} \\
\subset & \left\{\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \leq L\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right|^{2}\right\}
\end{aligned}
$$

Thus, for any $\epsilon>0$,

$$
\begin{aligned}
& \left\{\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon\right\} \\
\subset & \left\{\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \eta\right\} \cup\left\{\sqrt{N}\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \frac{N^{1 / 4} \sqrt{\epsilon}}{\sqrt{L}}\right\} .
\end{aligned}
$$

By (2.12), there exist constants $C_{1}, C_{2} \in(0, \infty)$ such that

$$
P\left(\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \eta\right) \leq C_{1} \exp \left\{-C_{2} N \min \left\{\eta, \eta^{2}\right\}\right\}
$$

and

$$
P\left(\sqrt{N}\left|\operatorname{vec}(S)-\operatorname{vec}\left(\Sigma_{0}\right)\right| \geq \frac{N^{1 / 4} \sqrt{\epsilon}}{\sqrt{L}}\right) \leq C_{1} \exp \left\{-C_{2} N \min \left\{\frac{\sqrt{\epsilon}}{N^{1 / 4} \sqrt{L}}, \frac{\epsilon}{N^{1 / 2} L}\right\}\right\}
$$

Thus,

$$
\sum_{N=1}^{\infty} P\left(\sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right| \geq \epsilon\right)<\infty
$$

and so, by the Borel-Cantelli lemma,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{N}\left|\hat{\vartheta}_{N}-\vartheta^{*}-\frac{1}{N} \sum_{i=1}^{N} Z_{i}\right|=0, \quad \text { a.s. } \tag{2.34}
\end{equation*}
$$

Finally, (2.32) and (2.33) follow from (2.34) and the law of the iterated logarithm for independent and identically distributed random variables (see Theorem 8 in Chapter X of [14]):

$$
\limsup _{N \rightarrow \infty} \frac{1}{\sqrt{2 \lambda_{0}^{T} \Gamma \lambda_{0} N \log \log N}} \sum_{i=1}^{N} Z_{i}=1, \quad \text { a.s. }
$$

and

$$
\liminf _{N \rightarrow \infty} \frac{1}{\sqrt{2 \lambda_{0}^{T} \Gamma \lambda_{0} N \log \log N}} \sum_{i=1}^{N} Z_{i}=-1, \text { a.s. }
$$

## 3 Factor analysis

In this section we apply general results of Section 2 to the so-called Minimum Trace Factor Analysis (MTFA) problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}} \mathbf{1}^{T} x \quad \text { subject to } \Sigma_{0}+X \succcurlyeq 0 \tag{3.1}
\end{equation*}
$$

where the (population) covariance matrix $\Sigma_{0}$ is decomposed into $\left(\Sigma_{0}-\Psi\right)+\Psi$ with $\Psi$ being a diagonal matrix and matrix $\Sigma_{0}-\Psi \succcurlyeq 0$ having rank $r<p, \mathbf{1}=(1, \ldots, 1)^{T}$ and $X=$ $\operatorname{diag}\left(x_{1}, \ldots, x_{p}\right)$, i.e., in (1.1), $A_{i}=\operatorname{diag}(0, \ldots, 0,1,0, \ldots, 0), i=1, \ldots, p, c=\mathbf{1}$.

Consider now the estimates $\hat{\vartheta}_{N}$ and $\hat{x}_{N}$ of the optimal value and optimal solution of the MTFA problem (3.1).

The stochastic Minimum Trace Factor Analysis problem associated with SDP problem (3.1) is defined by

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}} \mathbf{1}^{T} x \quad \text { subject to } S+X \succcurlyeq 0 \tag{3.2}
\end{equation*}
$$

Now let $\hat{\vartheta}_{N}$ and $\hat{x}_{N}$ be the estimates of the optimal value and optimal solution of the problem (3.2). Then the moderate deviations of $\hat{\vartheta}_{N}$ follows from Theorem 2.1. Furthermore, if the nondegeneracy and strict complementarity conditions hold, then the set of optimal solutions of the primal problem (3.1) is a singleton. Let $x^{*}$ be the optimal solution of the

MTFA problem (3.1) and let $\Lambda$ be an optimal solution of the dual problem. Set $X^{*}=$ $\operatorname{diag}\left(x_{1}^{*}, \cdots, x_{p}^{*}\right)$ and $\Upsilon=\Sigma_{0}+X^{*}$. Then the problem (A.5) takes here the following form

$$
\begin{cases}\min _{h \in \mathbb{R}^{p}} & h^{T}\left(\Lambda \circ \Upsilon^{\dagger}\right) h+2 \operatorname{tr}\left(H \Lambda \Delta \Upsilon^{\dagger}\right)  \tag{3.3}\\ \text { s.t. } & E^{T} H E+E^{T} \Delta E=0,\end{cases}
$$

where $H=\operatorname{diag}\left(h_{1}, \cdots, h_{p}\right)$ and the symbol $\circ$ denotes Hadamard product.
The moderate deviations of $\hat{x}_{N}$ and the Cramér-type moderate deviations and the law of iterated logarithm of $\hat{\vartheta}_{N}$ can be obtained from Theorem 2.2, Theorem 2.3 and Theorem 2.4.

Theorem 3.1. Let $x^{*}$ be the optimal solution of the MTFA problem (3.1), $\Upsilon=\Sigma_{0}+X^{*}$ and $r=\operatorname{rank}(\Upsilon)$. Suppose that the point $x^{*}$ is nondegenerate and the strict complementarity condition holds. Then
(1). For any $r>0$, (2.23) holds for $\hat{x}_{N}$ with rate function

$$
\begin{equation*}
I(x)=\sum_{\alpha \in \mathbb{R}^{n}}\left\{\alpha^{T} x-\frac{1}{2} \alpha^{T} J^{T} \Gamma J \alpha\right\}, \quad x \in \mathbb{R}^{n} \tag{3.4}
\end{equation*}
$$

where $J$ is a $p^{2} \times n$ matrix such that $J^{T} \delta$ is the optimal solution of problem (3.1).
(2). (2.29) and (2.30) hold uniformly for any $0 \leq x=o\left(N^{1 / 6}\right)$.
(3). (2.32) and (2.33) hold for $\hat{\vartheta}_{N}$.

## A Differentiability properties of the optimal value and an optimal solution

For convenience, in this Appendix, we recall some results on differentiability properties of the optimal value $\vartheta(\Sigma)$ and an optimal solution $\bar{x}(\Sigma)$ of the following problem (A.1) considered as functions of matrix $\Sigma \in \mathbb{S}^{p}$ (see [26]):

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} c^{T} x \quad \text { subject to } \Sigma+\mathcal{A}(x) \succcurlyeq 0 \tag{A.1}
\end{equation*}
$$

which can be viewed as an SDP problem parameterized by matrix $\Sigma \in \mathbb{S}^{p}$.
The (Lagrangian) dual of problem (A.1) can be written as

$$
\begin{equation*}
\max _{\Lambda \in \mathbb{S}_{+}^{p}} \Lambda \bullet \Sigma \quad \text { subject to } \Lambda \bullet A_{i}=c_{i}, i=1, \cdots, n \tag{A.2}
\end{equation*}
$$

The problems (A.1) and (A.2) are refered as the primal (P) and dual (D) problems, respectively. We also use notation $\sigma:=\operatorname{vec}(\Sigma), \bar{x}(\sigma):=\bar{x}(\Sigma)$ and $\vartheta(\sigma):=\vartheta(\Sigma)$.

Slater condition. It is said that Slater condition holds for the primal problem (P) if there exists $x^{*} \in \mathbb{R}^{n}$ such that $\Sigma+\mathcal{A}\left(x^{*}\right) \in \mathbb{S}_{++}^{p}$. If Slater condition holds, then optimal values of problems (P) and (D) are equal to each other.

Let $\mathcal{W}_{r}$ denote the space of matrices $A \in \mathbb{S}^{p}$ of $\operatorname{rank}(A)=r \leq p$. Then by Proposition 1.1, Chapter 5 in [10], $\mathcal{W}_{r}$ is a smooth manifold of dimension

$$
\operatorname{dim}\left(\mathcal{W}_{r}\right)=p(p+1) / 2-(p-r)(p-r+1) / 2=p r-r(r-1) / 2
$$

and the tangent space of the manifold $\mathcal{W}_{r}$ at $A \in \mathcal{W}_{r}$ is

$$
T_{\mathcal{W}_{r}}(A)=\left\{\Delta A+A \Delta^{T} ; \Delta \text { is } p \times p \text { matrix }\right\} .
$$

Nondegenerate point. It is said that $x^{*} \in \mathbb{R}^{n}$ is a nondegenerate point of mapping $x \rightarrow \Sigma+\mathcal{A}(x)$ if for $\Upsilon:=\Sigma+\mathcal{A}\left(x^{*}\right)$ and $r:=\operatorname{rank}(\Upsilon)$ it follows that

$$
\mathcal{A}\left(\mathbb{R}^{n}\right)+T_{\mathcal{W}_{r}}(\Upsilon)=\mathbb{S}^{p},
$$

otherwise point $x^{*}$ is said to be degenerate.

## A. 1 Differentiability of the optimal value $\vartheta(\Sigma)$

Let $\operatorname{Sol}(P)$ denote the set of optimal solutions of the reference (true) problem (1.1), and let $\operatorname{Sol}(D)$ be the set of optimal solutions of its dual problem (A.1) for $\Sigma=\Sigma_{0}$. By the classical convex analysis and Theorem 4.1.9 in [25], the following result holds.

Proposition A.1. (Proposition 3 in [26]) Suppose that Slater condition holds for the reference problem (1.1) and its optimal value $\vartheta\left(\Sigma_{0}\right)$ is finite. Then the set $\operatorname{Sol}(D)$ is nonempty, convex and compact and the optimal value function $\vartheta(\cdot)$ is continuous convex function and Fréchet directionally differentiable at $\Sigma_{0}$ with

$$
\begin{equation*}
\vartheta^{\prime}\left(\Sigma_{0}, H\right)=\sup _{\Lambda \in \operatorname{Sol}(D)} \Lambda \bullet H . \tag{A.3}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\vartheta(\Sigma)-\vartheta\left(\Sigma_{0}\right)=\sup _{\Lambda \in \operatorname{Sol}(D)} \Lambda \bullet\left(\Sigma-\Sigma_{0}\right)+o\left(\left\|\sigma-\sigma_{0}\right\|\right) \tag{A.4}
\end{equation*}
$$

## A. 2 The second order differentiability of the optimal value $\vartheta(\Sigma)$

Suppose that $\operatorname{Sol}(P)=\left\{x^{*}\right\}$ and that $x^{*}$ is a nondegenerate point of $\Sigma_{0}+\mathcal{A}(\cdot)$, and so $\operatorname{Sol}(D)=\{\Lambda\}$ is a singleton.

Complementarity condition. Assume that Slater condition holds for the reference problem (1.1). Then by the first order optimality conditions we have that for $x^{*} \in \operatorname{Sol}(P)$ and $\Lambda \in \operatorname{Sol}(D)$ the following complementarity condition follows

$$
\left(\Sigma_{0}+\mathcal{A}\left(x^{*}\right)\right) \bullet \Lambda=0 .
$$

Note that since $\left(\Sigma_{0}+\mathcal{A}\left(x^{*}\right)\right) \succcurlyeq 0$ and $\Lambda \succcurlyeq 0$, this complementarity condition is equivalent to $\left(\Sigma_{0}+\mathcal{A}\left(x^{*}\right)\right) \Lambda=0$ and hence $\operatorname{rank}(\Lambda) \leq p-r$, where

$$
r:=\operatorname{rank}\left(\Sigma_{0}+\mathcal{A}\left(x^{*}\right)\right) .
$$

It is said that the strict complementarity condition holds at $\Lambda \in \operatorname{Sol}(D)$ if $\operatorname{rank}(\Lambda)=$ $p-r$.

Suppose also that the strict complementarity condition holds. Let $\Upsilon=N D N^{T}$ be the spectral decomposition of matrix $\Upsilon=\Sigma_{0}+\mathcal{A}\left(x^{*}\right)$, and $\Lambda=E E^{T}$ for some $p \times(p-r)$ matrix $E$ of rank $p-r$ such that $N^{T} E=0$. It is known (see [26]) that the following optimization problem (A.5) depending on $\Delta \in \mathbb{S}^{p}$ has a unique optimal solution $J^{T} \delta$ and the optimal value
is a quadratic function $\delta^{T} Q \delta$ where $\delta:=\operatorname{vec}(\Delta), J$ is a $p^{2} \times n$ matrix and $Q$ is a $p^{2} \times p^{2}$ matrix.

$$
\left\{\begin{align*}
\min _{h \in \mathbb{R}^{n}} & \operatorname{tr}\left(\Lambda(\mathcal{A}(h)+\Delta) \Upsilon^{\dagger}(\mathcal{A}(h)+\Delta)\right)  \tag{A.5}\\
\text { s.t. } & E^{T} \mathcal{A}(h) E+E^{T} \Delta E=0 .
\end{align*}\right.
$$

The following result is Theorem 1 in [26] which can be obtained from Section 5.3.6 in [2].
Proposition A. 2 (Theorem 1 in [26]). Suppose that $\operatorname{Sol}(P)=\left\{x^{*}\right\}$ is a singleton, and that $x^{*}$ is a nondegenerate point of $\Sigma_{0}+\mathcal{A}(\cdot)$ and the strict complementarity condition holds. Then $\bar{x}(\cdot)$ is differentiable at $\sigma_{0}=\operatorname{vec}\left(\Sigma_{0}\right)$ and

$$
\begin{equation*}
\bar{x}(\sigma)=\bar{x}\left(\sigma_{0}\right)+J^{T}\left(\sigma-\sigma_{0}\right)+o\left(\left\|\sigma-\sigma_{0}\right\|\right), \tag{A.6}
\end{equation*}
$$

where $J^{T} \delta$ is the optimal solution of problem (A.5). Moreover

$$
\begin{equation*}
\vartheta(\sigma)=\vartheta\left(\sigma_{0}\right)+\Lambda \bullet\left(\Sigma-\Sigma_{0}\right)+\left(\sigma-\sigma_{0}\right)^{T} Q\left(\sigma-\sigma_{0}\right)+o\left(\left\|\sigma-\sigma_{0}\right\|^{2}\right), \tag{A.7}
\end{equation*}
$$

where $\Lambda$ is the optimal solution of the dual problem and $\delta^{T} Q \delta$ is the optimal value of problem (A.5).
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