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#### Abstract

This study introduces a nonparametric method to elicit decision weights under prospect theory. These weights carry the attitudes and subjective beliefs of individuals toward risks and uncertainties. Our variable precision method adopts a dynamic mechanism that can elicit the measuring points of individual probability weighting flexibly. These points are used to exhibit violations of expected utility theory, which measures individual risk attitudes and captures subjective beliefs on probabilities. Our method is flexible, tractable, and cognitively less demanding compared with other nonparametric elicitations in the literature. Experimental studies are conducted on a sample of Hong Kong (China) residents to verify our method. Our experimental results yield a prevailing inverse-S shape. We conduct the analyses and uncover their implications by comparing them with the results of residents of Beijing, Shanghai, Paris, and Amsterdam.
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## 1. Introduction

A long tradition considers decision theory (DT) as descriptive and normative [1, 2, 3]. Descriptive theories consider what it is, whereas normative theories consider what ought to be. Descriptive theories attempt to give an accurate description of reality, whereas normative theories attempt to tell what reality should be like. Specifically, descriptive DT is concerned with characterizing and interpreting regularities of decisions that people are disposed to make. Differently, normative DT seeks to provide an account of choices that people ought to be disposed to make. The distinction between descriptive and normative theories is in their interpretation rather than their mathematical model [4].

Beyond this dichotomy, decision analysts advocate "prescriptive" theories toward solving practical problems in the real world [5]. Prescriptive DT attempts to provide recommendations for decision makers that conform to desired normative principles. Thus, prescriptive DT can also be called engineering of decisions and bridges the gap between descriptive and normative theories [6]. Problems of supplier selection, such as ranking [7, 8] and sorting tasks [9, 10], are typical applications of prescriptive DT. Detailed reviews of the literature can be found in $[11,12]$.

Prospect theory (PT) [13] is a typical descriptive DT that is used to characterize the choices that people make as well as to analyze their individual attitudes and subjective beliefs. The original PT is motivated by the resolution of the fourfold patterns of risk attitudes pointed out in Allais's paradox [14], which cannot be explained by expected utility theory of von Neumann and Morgenstern (vNM) [15]. Deeply rooted in principles of cognitive psychology, PT depicts the patterns that are created when people choose among probabilistic outcomes in which the probabilities are uncertain. Cumulative prospect theory (CPT) [16] amends its 1979 version [13] after rank-dependent utility theory (RDU) is incorporated [17]. Different from PT and CPT as descriptive theories, RDU and vNM are normative theories. CPT separates utilities and probabilities as gains
and losses, which contain core characters such as loss aversion, reference dependence, diminished sensitivity, and probability weighting. The development of PT/CPT helped Kahneman win the 2002 Nobel Prize in Economics. For a full treatment of PT, refer to the literature [17, 18, 19].

Although PT is widely believed to be an excellent descriptive theory with behavioral and psychological insights, functional forms of utility and decision weights are characterized by their qualitative properties. Thus, we need proper assessment methods to measure the shape of utility and decision weights exhibited by subjects in laboratory experiments. Our target is to uncover the attitudes and subjective beliefs of people as well as deviations of their rationality (i.e., bounded rationality [20]) when making choices under risks and uncertainties. The assessment methods used to elicit the PT utility and weighting functions falls into two categories. (1) Parametric methods assume a functional form of the utility and weighting functions, which must be subjective and may not reflect the real world. (2) Nonparametric methods make no assumptions on functional forms and rely on a two-stage process. Utility is assessed in the first stage and then applied to elicit the probability weighting function in the second stage. These methods are purely free of parameters and do not rely on a predefined functional form. Thus, they reflect the factual attitudes of experiment subjects under risks and uncertainties.

The family of nonparametric methods has been popular in the last twenty years. The most popular approach of assessing utility is the tradeoff (TO) method developed of Wakker and Deneffe [21], which has been the common preliminary for nonparametric elicitation of decision weights. Once one has obtained a measure of utility from a subject, one can proceed to measure probability weightings nonparametrically. In literature, Abdellaoui [22] (Abd00) provided the most direct and simplest method. Bleichrodt and Pinto [23] (BP00) introduced a method through linear interpolation under the assumption of linearity in utility. Abdellaoui, Vossmann, and Weber [24] (AVW05) then incorporated BP00 and Abd00 for decisions under uncertainty. Abdellaoui, Bleichrodt, and Paraschiv [25] contributed a four-step procedure by using utility midpoint for losses. van de Kuilen and Wakker [26] (vKW11) advanced a midweight method for both risk and uncertainty.

Although nonparametric methods tend to be less time consuming than parametric methods, this family of methods is generally quite cognitively demanding and could occur error propagation.

We introduce the new variable precision (VP) method in this study for the nonparametric elicitation of probability weightings. This method requires only two utility measuring points for a three-outcome standard sequence. Experimenters can elicit any number of probability weighting measuring points by constructing the same number of preference indifferences with the simplest structure and interpolating a dynamic outcome that is highly controlled by VP parameters. The advantage of our VP method is considerable. However, the range of standard sequences is difficult to control (vKW11, p. 594) when using the TO method in utility elicitation. Similar to Abd00, $p=\mathrm{w}^{-1}(j / n)$ that is derived from a standard sequence $\left(x_{1}, \ldots, x_{\mathrm{j}}, \ldots, x_{\mathrm{n}}\right)$, and experimenters would never realize whether $n$ will be fine. Experimenters generally offer $n$ arbitrarily. Similar to BP00, the value of the interpolated $Z \mathrm{~s}$ (i.e., upper bound) is restricted only by $Z \mathrm{~s}<x_{\mathrm{n}}$; thus, experimenters would never be able to determine the range $\left(x_{0}, x_{\mathrm{n}}\right)$. The VP method possesses the advantage of the midweight method by vKW11, that is, experimenters only require two new outcomes in utility elicitation. Unlike the group of nonparametric elicitations in the literature, the VP method can also maximize efficiency and flexibility, enhance experiment tractability, and minimize the cognitive demand.

This study provides two main contributions. First, we propose the VP method, which can be used as an alternative to other nonparametric methods, and has numerous advantages. Second, we use this method in lab experiments on a sample of residents of Hong Kong (China), which has never been done before. This research is important for the following reasons. (1) Researchers or experimenters can apply our VP method to design experiments for analyses in samples of people, and (2) our experimental results and analyses on a sample of Hong Kong residents fill the literature gap. We analyze the attitudes and behaviors of Hong Kong residents, which is a unique city in China, and conduct detailed comparisons with residents of Beijing and Shanghai of China. The revealed patterns of risk attitudes, individual preferences, and deviations of rationality provide meaningful evidence for policymakers and business consultants. This study also benefits future research in the field of decisions, economics, and psychology.

This paper is structured as follows. Chapter 2 briefly revisits the theoretical background, and Chapter 3 reviews the PT measurements, including parameterization and elicitations of utility and probability weightings. Chapter 4 introduces the VP method, and Chapter 5 presents our experimental studies on college students from Hong Kong (China). Chapter 6 presents the experimental results and conducts nonparametric and parametric analyses, and Chapter 7 provides comparisons and evaluations of the VP method. Finally, Chapter 8 concludes the paper, and supplementary material and data analyses are provided in the Appendices.

## 2. Background

We briefly review the details of PT and rank-dependent utility (RDU) as our background. RDU was developed by Schmeidler [27] through an axiomatic method on the subjective expected utility (SEU) of Savage [28, 29]. When the SEU's sure-thing principle is weakened to apply only "comonotonic" acts, SEU can be generalized to allow nonadditive probabilities. RDU can degenerate as SEU when the probability is additive from another perspective. Cumulative PT perfectly carries the descriptive ability of PT and normative ability of RDU, which extends PT to rank-dependent and many-outcome lotteries. Choquet integrals [30] have been utilized to compute the weighted values of outcomes and separate gains and losses in both utility and probability weighting. CPT thus far is reference-dependent, sign dependent, and rank dependent.

Outcome $x$ are monetary, where outcome set $\mathbb{R}^{+}$represents gains, whereas $\mathbb{R}^{-}$represents losses. The value $V($.$) of a simple prospect that pays \$ \mathrm{x}$ with probability $p$ (and nothing otherwise) is given as $V(x, p)=$ $w(p) u(x)$. The subjective value of outcome $x$ is measured by a utility function $u($.). The effect of probability $p$ on the attractiveness of the prospect is measured by the probability weighting function $w($.$) . Utility function$ $u($.$) exhibits diminishing sensitivity { }^{1}$; the marginal effect of a change in utility diminishes with the distance from a reference point with $u(0)=0$ so that $u($.$) is concave for gains and convex for losses. The w($. accommodates diminishing sensitivity to changes in probabilities with two reference points: impossibility and

[^0]certainty. CPT is sign-dependent; both $u($.$) and w($.$) are segregated into gain and loss portions. CPT is rank$ dependent: $w($.$) is evaluated by cumulative probabilities that depend on the rank of outcomes.$

Suppose a prospect $\left(x_{1}, p_{1} ; x_{2}, p_{2} ; x_{3}, p_{3}\right)$ yields $x_{i}$ with probability $p_{i}$ for $i=1,2,3$. The probabilities are nonnegative and add up to one. For either $0 \leq x_{1} \leq x_{2} \leq x_{3}$ or $0 \geq x_{1} \geq x_{2} \geq x_{3}$, this prospect can be evaluated by $w\left(p_{3}\right) u\left(x_{3}\right)+\left[w\left(p_{3}+p_{2}\right)-w\left(p_{3}\right)\right] u\left(x_{2}\right)+\left[1-w\left(p_{3}+p_{2}\right)\right] u\left(x_{1}\right)$, where a strictly increasing and continuous utility function $u: \mathbb{R} \longrightarrow \mathbb{R}$ and a strictly increasing and continuous weighting function $w$ that maps $[0,1]$ to $[0,1]$ with $w(0)=0$ and $w(1)=1$ exist. For the complete sign-ranked outcomes $x_{1} \leq \cdots \leq x_{k} \leq 0 \leq x_{k+1} \leq \cdots \leq x_{n}$, the prospect $\left(x_{1}, p_{1} ; \ldots ; x_{n}, p_{n}\right)$ can be evaluated by the following:

$$
\begin{equation*}
\sum_{i=1}^{k} \pi_{i}^{-} u\left(x_{i}\right)+\sum_{j=k+1}^{n} \pi_{j}^{+} u\left(x_{j}\right) \tag{2.1}
\end{equation*}
$$

where the decision weights for losses are $\pi_{i}^{-}=w^{-}\left(p_{1}+\cdots+p_{i}\right)-w^{-}\left(p_{1}+\cdots+p_{i-1}\right)$ for $i \geq 2$ and $\pi_{1}^{-}=w^{-}\left(p_{1}\right)$, and the decision weights for gains are $\pi_{j}^{+}=w^{+}\left(p_{j}+\cdots+p_{n}\right)-w^{+}\left(p_{j+1}+\cdots+p_{n}\right)$ for $j \leq n-1$ and $\pi_{n}^{-}=w^{-}\left(p_{n}\right)$. These probability weightings do not necessarily add up to one.

## 3. Parameterization and Elicitation Methods

Parameterization establishes functional forms for fitting the qualitative (rather than quantitative) properties of utility $u($.$) and probability weighting w($.$) . This process concerns how to depict the shape of u($.$) and w($.$) as$ well as how to elicit their parameters exhibited by individuals. We describe related works here as the preliminary of our VP method.

### 3.1 PT Measurements: Parameterization

The shape of $u($.$) is assumed concave for gains, convex for losses, and steeper for losses than for gains. TK92$ relies on the following power function:

$$
u(x)=\left\{\begin{array}{cc}
x^{\alpha} & x \geq 0  \tag{3.1}\\
-\lambda(-x)^{\beta} & x<0
\end{array}\right.
$$

where the parameters were estimated as $\alpha=0.88, \beta=0.88$, and $\lambda=2.25$ based on their data. To date, no canonical definition or measure of loss aversion exists.

Existing literature generally shows that the $w($.$) is an inverse-S shape that tends to overweight low$ probabilities and underweight moderate to large probabilities. The sum of complementary probabilities tends to be less than one. In the parameterization of $w($.$) , Goldstein and Einhorn [31] (GE87) assumed that the$ relations between $w($.$) and the probabilities p$ are linear in a log-odds metric known as $P W(A)$. Prelec [32] proposed a functional form that accommodated three principles: (1) overweighting of low probabilities and underweighting of moderate to high probabilities, (2) subproportionality, and (3) subadditivity. These principles can be summarized as an axiom called "compound invariance". He then suggested the twoparameter specification $P W(B)$ that can be further degenerated as the one-parameter form $P W(C)$. As another representative, TK92 proposed the one-parameter specification $P W(D)$. These parametric specifications generally impose an inverse-S shaped $w($.$) .$

Although the prevailing form of $w($.$) is an inverse-S shape, existing literature also reveals some mixed$ evidence. Hey and Orme [33] and Harless and Camerer [34] proposed the usage of the power function $P W(E)$ that entirely excludes inverse-S shapes. The convex-shaped $w($.$) was obtained in empirical studies by vKW11's$ experimental studies based on the population of Amsterdam, which was also supported by the experiments of Qiu and Steiger [35]. The S-shaped $w($.$) was also supported by Goeree, Holt, and Palfrey [36]. Stott [37]$ determined the almost linear $w($.$) that accommodated the functional form of P W(C)$ with the parameter 0.94 . Our experimental studies employ all of the aforementioned specifications for parametric analyses.

Interaction of $\boldsymbol{u}($.$) and \boldsymbol{w}($.$) : Typically, the concavity of u($.$) contributes to risk aversion for pure gain;$ convexity of $u($.$) contributes to risk-seeking for pure loss. Both conditions are reinforced by the underweighting$ of moderate to high probabilities and are reserved by the overweighting of low probabilities, as put forward by Fox and Poldrack [38] (FP14, hereafter). For mixed prospects, loss aversion contributes to risk aversion. The outcome valuation by $u($.$) and probability weighting by w($.$) appear to contribute independently to risk$ preference.

### 3.2 Nonparametric Elicitation of Utility: The Tradeoff Method

FP14 stated that the elicitation methods of $u($.$) and w($.$) can be classified as (1) statistical methods [39], (2)$ parametric methods [40, 41, 42], and (3) nonparametric methods. The advantage of nonparametric methods is that they exhibit the actual phenomena of an individual's attitude based purely on data; they have no assumption on the functional forms. Therefore, nonparametric methods are more transparent and suitable for prescriptive applications than the two other categories. We verify these advantages in the experimental studies presented in Chapter 6.

Nonparametric elicitations include a two-stage process. The first stage is to elicit a standard sequence as inputs of the second stage. We briefly describe this process as follows. Subjects are required to make judgments between two two-outcome prospects, such as $(x, p ; y$ ), which offers $\$ x$ with probability $p$ ( $\$ y$ otherwise) to fulfill the indifference $\left(x_{0}, p ; R\right) \sim\left(x_{1}, p ; r\right)$. The values of $r, R, x_{0}$, and $p$ are all given. Subjects provide the outcome $x_{1}$ such that the indifference relation is satisfied. By iterating the constructions of indifferences as ( $x_{1}$, $p ; R) \sim\left(x_{2}, p ; r\right)$ to obtain $x_{2}$, one can obtain an increasing sequence of outcomes $\left(x_{0}, x_{1}, \ldots, x_{\mathrm{n}}\right)$, which is called a standard sequence (for gains). The outcome $x_{\mathrm{j}}$ for $j=0, \ldots, n$ is spaced equally in terms of the subjects' subjective valuation of outcomes, which is formally expressed as $u\left(x_{\mathrm{j}}\right)-u\left(x_{\mathrm{j}-1}\right)=u\left(x_{\mathrm{j}+1}\right)-u\left(x_{\mathrm{j}}\right)$ for $j=1, \ldots, n-1$. The outcome $x_{\mathrm{j}}$ is a midpoint outcome in terms of utility in the subsequence $\left(x_{\mathrm{j}-1}, x_{\mathrm{j}}, x_{\mathrm{j}+1}\right)$. A similar process can be followed to obtain a (decreasing) standard sequence ( $x_{0}, x_{1}, \ldots, x_{\mathrm{n}}$ ) for losses, where $0 \geq r>R>x_{0}>$ $x_{1}>\ldots>x_{n}$.

### 3.3 Nonparametric Elicitation of Probability Weighting: An Overview

The elicitation of probability weighting captures the true pattern of $w($.$) from measured data to exhibit an$ individual's attitude towards risk or ambiguity. The most direct and simplest method is presented in [22]. Given an increasing standard sequence $\left(x_{0}, x_{1}, \ldots, x_{\mathrm{n}}\right)$, the lowest and highest outcome $x_{0}$ and $x_{\mathrm{n}}$ satisfy the indifferences $\left(x_{\mathrm{n}}, p_{\mathrm{i}} ; x_{0}\right) \sim x_{\mathrm{i}}$, for $i=1, \ldots, n-1$. This condition can be linked to a lottery between the best and worst outcomes (with a probability $p_{\mathrm{i}}$ ), which is assumed the indifference with each internal outcome $x_{\mathrm{i}}$ (gain/loss for sure), as long as a probability $p_{\mathrm{i}}$ exists that is assigned to $x_{\mathrm{i}}$ for $n-1$ internal outcomes. Given that
utilities are equally spaced, inverse decision weights can be obtained by $p_{\mathrm{i}}=w^{-1}(i / n)$ that correspond to each of the outcomes $x_{\mathrm{i}}$.

Unlike Abd 00 's method that fixes a standard sequence, BP00's method fixes the probability and then interpolates new outcomes, which are denoted as $Z r$ (i.e., lower outcomes) and $Z s$ (i.e., higher outcomes). Interpolated outcomes are not necessarily included in the standard sequence. BP00's method states that utility functions do not deviate significantly from the linearity. By incorporating the methods of Abd00 and BP00, AVW05's method is more feasible for decision under uncertainty. With respect to a standard sequence, this method first normalizes the utility of the largest outcome as one, so $w\left(P_{\mathrm{L}}\right)=u\left(x_{\mathrm{j}}\right)$ (outcome $x_{\mathrm{j}}$ is of the event $A_{\mathrm{j}}$ ) as presented by $\operatorname{Abd} 00$ (i.e., Eq. 3). It subsequently determines $u\left(x_{\mathrm{j}}\right)$ through linear interpolations as presented by BP00. vKW11 advances a midweight method that allocates the probability of a middle outcome among the high-valued and low-valued outcomes, such that the prospect value remains unchanged. This method can be regarded as a state-of-the-art method in the family of nonparametric elicitations of $w($.$) .$

## 4. The Variable Precision Elicitation of Decision Weights

### 4.1 The Variable Precision Method

The core idea of our VP method is to interpolate an outcome $x_{m}$ that can be controlled by a variable degree of precision. For simplicity, we consider the gains for the exposition of the VP method. Our method can be implemented for losses almost as immediately as that for gains. We consider a three-outcome (increasing) standard sequence $\left(x_{0}, x_{1}\right.$, and $x_{2}$ ) for gains, where the initial $x_{0}$ is given. The new outcomes $x_{1}$ and $x_{2}$ are elicited through two indifferences $\left(x_{1}, p ; y\right) \sim\left(x_{0}, p ; Y\right)$ and $\left(x_{2}, p ; y\right) \sim\left(x_{1}, p ; Y\right)$, where $y$ and $Y$ are two reference outcomes for $0 \leq y<Y<x_{0}$. An individual is asked to specify $x_{1}$ and $x_{2}$ through the two indifferences, so $x_{0}<x_{1}<x_{2}$ for gains. The first indifference yields the following:

$$
\begin{equation*}
w(p)\left[u\left(x_{1}\right)-u\left(x_{0}\right)\right]=(1-w(p))[u(Y)-u(y)] . \tag{4.1}
\end{equation*}
$$

The second indifference yields the following:

$$
\begin{equation*}
w(p)\left[u\left(x_{2}\right)-u\left(x_{1}\right)\right]=(1-w(p))[u(Y)-u(y)] . \tag{4.2}
\end{equation*}
$$

Considering all of these equations, we can derive the following:

$$
\begin{equation*}
u\left(x_{1}\right)-u\left(x_{0}\right)=u\left(x_{2}\right)-u\left(x_{1}\right) \tag{4.3}
\end{equation*}
$$

The outcome $x_{1}$ is the utility midpoint of $x_{0}$ and $x_{2}$ from another perspective. For losses, we can duplicate a similar process for negative prospects (i.e., a decreasing standard sequence $x_{0}, x_{1}, x_{2}$ for $0 \geq y>Y>$ $\left.x_{0}>x_{1}>x_{2}\right)$. The utility relation $2 u\left(x_{1}\right)=u\left(x_{0}\right)-u\left(x_{2}\right)$ is again applied for losses.

Linear approximation in utility is a common hypothesis [43]. It is consistent with the results in the literature [21, 43, 44] and empirically tested in [45]. BP00's method is based on a linear interpolation of the two outcomes Zr and Zs (by fixing $p$ ) and has forcefully proved the reasonability of the current hypothesis. We consider a utility unit denoted as $\Delta$ for $\Delta=u\left(x_{2}\right)-u\left(x_{1}\right)$ (exactly as it will be $\Delta=u\left(x_{1}\right)-u\left(x_{0}\right)$ ). For a linear utility in $\left[x_{1}, x_{2}\right]$, the unit can be given by $\Delta=\dot{\rho}\left(x_{2}-x_{1}\right)$. This unit exclusively depends on the difference between two adjacent outcomes as $x_{2}-x_{1}$. Similar to $\left[x_{0}, x_{1}\right.$ ], the unit can be given by $\Delta=$ $\ddot{\rho}\left(x_{1}-x_{0}\right)$. We then derive $\Delta=\dot{\rho}\left(x_{2}-x_{1}\right)=\ddot{\rho}\left(x_{1}-x_{0}\right)=\rho \theta$. In the experiments, a sophisticated manner is set at $\theta=\left(x_{2}-x_{0}\right) / 2$, which is called an outcome unit. This manner is for a more precise measurement that is illustrated in our experimental studies. Consequently, $\Delta=\rho \theta$ can hold true for $\theta=\left(x_{2}-x_{0}\right) / 2$. When $\left\{x_{0}, x_{1}, x_{2}\right\}$ is a decreasing standard sequence of losses, this result holds true with a slight difference (i.e., $\Delta<0$ and $\theta<0$ ). For both gains and losses, we hold $\rho>0$ since $u($.$) is assumed a strictly$ increasing function per se.

The next step is to establish preference differences. We define a disturbance factor $\delta$, which is measured by $\delta=\lambda \theta / \gamma$, where integers $\lambda, \gamma \in \mathbb{Z}, \gamma \geq 1$, and $\lambda \in\{1-\gamma, \ldots, \gamma-1\}$. A precision-varied outcome $x_{m}$ is defined as $x_{m}=x_{1}+\delta$. In this sense, utility midpoint $x_{1}$ is a reference point in constructing $x_{m}$. Parameter $\gamma$ controls the level of equidistant segmentations on $\left[x_{0}, x_{1}\right]$ and $\left[x_{1}, x_{2}\right]$. The interpolated $x_{m}$ can be interpreted as a deviation of the reference $x_{1}$, where such deviations are further controlled by parameter $\lambda$. Independent parameter $\gamma$ is installed by experimenters subjectively, whereas $\lambda$ fully depends on the $\gamma$ value.

The indifferences are constructed as $x_{m} \sim\left(x_{2}, p_{m} ; x_{0}\right)$, which suggests the same attractiveness between a two-outcome prospect $\left(x_{2}, p_{m} ; x_{0}\right)$ and a sure outcome $x_{m}$, where $m=(1-\gamma, \ldots, 0, \ldots, \gamma-1)$. The indifference implies the following based on the CPT/RDU:

$$
\begin{equation*}
w\left(p_{m}\right)=\frac{u\left(x_{m}\right)-u\left(x_{0}\right)}{u\left(x_{2}\right)-u\left(x_{0}\right)}=\frac{\Delta-\left[u\left(x_{1}\right)-u\left(x_{m}\right)\right]}{2 \Delta} \tag{4.4}
\end{equation*}
$$

Given $x_{m}=x_{1}+\delta$ and $\Delta=\rho \theta$ for $\rho>0$, we can derive the following:

$$
\begin{equation*}
w\left(p_{m}\right)=\frac{\rho \theta-\rho\left(x_{1}-x_{m}\right)}{2 \rho \theta}=\frac{\theta-\left(x_{1}-x_{m}\right)}{2 \theta}=\frac{\theta+\delta}{2 \theta} \tag{4.5}
\end{equation*}
$$

Given $\delta=\lambda \theta / \gamma$, we can derive the following:

$$
\begin{equation*}
w\left(p_{m}\right)=\frac{\theta+\delta}{2 \theta}=\frac{\gamma+\lambda}{2 \gamma} \text { and } p_{m}=w^{-1}\left(\frac{\gamma+\lambda}{2 \gamma}\right) \tag{4.6}
\end{equation*}
$$

This method implies that the probability weighting function $w$ can be elicited by constructing a series of indifferences $x_{m} \sim\left(x_{2}, p_{m} ; x_{0}\right)$, where the outcome $x_{m}$ is parametrically controlled by $\lambda$ and $\gamma$. The experimenters install the degree of precision $\gamma$ for $1 \leq \gamma \in \mathbb{Z}$ and the value of $\lambda$ for $\lambda \in\{1-\gamma, \ldots, \gamma-1\}$. Subjects provide the answer to $p_{m}$ by examining the indifferences. The decision weights can be fully revealed by the subjects' answers over $p_{m}$.

For losses, we consider the decreasing standard sequence $\left\{x_{0}, x_{1}, x_{2}\right\}$, where $x_{0}>x_{1}>x_{2}$. We can find a sequence of probability $q_{m}$ for $\mathrm{m}=(1-\gamma, \ldots, 0, \ldots, \gamma-1)$ that satisfies $x_{m} \sim\left(x_{2}, q_{m} ; x_{0}\right)$, where $x_{m}=$ $x_{1}+\delta$ and $x_{2}<x_{m}<x_{0}<0$. We can derive $w\left(q_{m}\right)=(\theta+\delta) / 2 \theta=(\gamma+\lambda) / 2 \gamma$, which finally yields $q_{m}=w^{-1}((\gamma+\lambda) / 2 \gamma)$ for losses.

The precision degree is exclusively controlled by the parameter $\gamma$. The $\lambda$ value depends on $\gamma$ by sequentially assigning from $1-\gamma$ to $\gamma-1$, which is called the dependent parameter. The $\gamma$ value can be interpreted as an extent of equidistance partition on the outcome unit $\theta$. The precision of equidistant segmentation is measured by $\theta / \gamma$. The $\delta$ value is the $\lambda$ value multiplied by $\theta / \gamma$, where $\lambda$ indicates the extent of deviations of the outcome $x_{1}$, which is exactly the utility midpoint of $x_{0}$ and $x_{2}$. The VP method can elicit a total of $2 \gamma-1$ data points of the probability weighting function that correspond to $2 \gamma-1$
assignments of $\lambda$. Thus, the probability weighting function can be measured in any desired degree of precision as desired by experimenters. For example, for $\gamma=3$, we can obtain five $(2 \gamma-1=5)$ data points as $w^{-1}(1 / 6)$, $w^{-1}(2 / 6), w^{-1}(3 / 6), w^{-1}(4 / 6)$, and $w^{-1}(5 / 6)$, which correspond to the $\lambda$ assignments as $-2,-1,0,1$, and 2 , consecutively. Another example of utilizing vKW11's data $\left(x_{0}=60, x_{1}=92.25\right.$, and $\left.x_{2}=123\right)$ is as follows: when setting $\gamma=6$ and $\theta / \gamma=31.5 / 6=5.25,11$ interpolated outcomes $x_{m}=(66, \ldots, 92.25, \ldots, 118.5)$ can be utilized to build 11 indifferences to elicit 11 data points of the probability weighting function $w($.$) .$

We analyze three special cases. If $\gamma=1, \lambda=0$, and $\delta=0$ are set, then $w\left(p_{m}\right)=\gamma / 2 \gamma=1 / 2$ because of the indifference $x_{1} \sim\left(x_{2}, p_{m} ; x_{0}\right)$. We then derive $p_{m}=w^{-1}(1 / 2)$. This case implies that no partition exists in two half-intervals $\left[x_{0}, x_{1}\right]$ and $\left[x_{1}, x_{2}\right]$; the interpolated outcome $x_{m}$ is reduced to the utility midpoint $x_{1}$, which is also the midpoint of probability weightings. For one extreme, if $\lambda=\gamma$, and $\delta=\theta$, then $x_{m}$ is reduced to the lower boundary of the sequence $x_{0}$. We derive $p_{m}=w^{-1}(0)=0$ because of the indifference $x_{0} \sim\left(x_{2}, p_{m} ; x_{0}\right)$. For the other extreme, if $\lambda=-\gamma$, and $\delta=-\theta$, then $x_{m}$ is reduced to the higher boundary of the sequence $x_{k}$. We derive $p_{m}=w^{-1}(1)=1$ because of the indifference $x_{2} \sim\left(x_{2}, p_{m} ; x_{0}\right)$. Excluding the two extremes, the dependent parameter $\lambda$ is bounded as $\lambda \in\{1-\gamma, \ldots, \gamma-$ $1\}$, rather than $\{-\gamma, \ldots, \gamma\}$.

### 4.2 Acceptability of Linear Approximation in Utility

The VP method assumes linear approximation in utility over the interval $\left[x_{0}, x_{2}\right]$, which is consistent with the common hypothesis of linear utility for moderate amounts of money [43]. Previous experimental studies have forcefully supported that the deviation from linearity in utility function is insignificant if a fine standard sequence exists (e.g., Wakker and Deneffe [21]; BP00, p. 1489; vKW11, p. 586). The linearity of utility can be directly examined from the elicited three-outcome sequence at the first stage by utilizing the VP method. Once deviations from linearity are strong, an experimenter can correct it through adjusting the reference outcomes to the end of a sufficiently fine sequence.

In order to warrant this assumption, we provide an application condition of the VP method. We simply consider the case of gains that follow. Our method is applicable when the precision degree $\gamma \in \mathbb{Z}$ satisfies the condition as follows:

$$
\begin{equation*}
\gamma<\frac{x_{2}-x_{0}}{2\left|x_{2}+x_{0}-2 x_{1}\right|} \tag{4.7}
\end{equation*}
$$

This inequality says that $\left|\left(x_{2}-x_{1}\right)-\left(x_{1}-x_{0}\right)\right|<\theta / \gamma$ for $\theta=\left(x_{2}-x_{0}\right) / 2$. When the utility over the interval $\left[x_{0}, x_{2}\right]$ is absolutely linear, we ideally have $\Delta=\dot{\rho}\left(x_{2}-x_{1}\right)=\ddot{\rho}\left(x_{1}-x_{0}\right)=\rho \theta$ for $\dot{\rho}=\ddot{\rho}=\rho$. Inequality $0<\theta / \gamma$ is thus always satisfied for any degree of precision. The utility function is convex if $x_{2}-$ $x_{1}<x_{1}-x_{0}$, whereas it is concave if $x_{2}-x_{1}>x_{1}-x_{0}$. The absolute value of the difference between $x_{2}-$ $x_{1}$ and $x_{1}-x_{0}$ measures the deviation of linearity in utility. Dividing the outcome unit $\theta$ by the artificial setting $\gamma$ is the precision in terms of the outcome values. The value $\theta / \gamma$ is the smallest unit of the partition in $x_{2}-x_{0}$ from another perspective. The inequality ensures that the smallest unit that is controlled by the precision $\gamma$ can be salient to the extent that the assumption of linear utility approximation is fully acceptable. If the difference between $x_{2}-x_{1}$ and $x_{1}-x_{0}$ is larger (or equal) to the smallest precisions, we can identify that the assumption does not hold true for the VP method.

We further emphasize the condition of linear approximation in utility for strengthening the rigor of our method. Different from other comparable methods, the setting of the precision degree in the VP method offers a powerful tool that can measure quantitatively applicability of a nonparametric method. As $\gamma$ can be set as experimenters' desires, this stated condition implies the upper boundary of $\gamma$. In a laboratory, the $\gamma$ settings should neither be extremely small nor extremely large. The settings of an excessively small $\gamma$ could weaken the advantage of the VP method. The settings of an excessively large $\gamma$ could also enlarge the bias in the assessment of the probability weighting function (i.e., in the probability near impossibility and certainty of the probability scale) and be more laborious. One should tradeoff the accuracy and the necessity in choosing $\gamma$. Experimenters should consider how many measuring points they would like to elicit for sketching the probability weighting function. As our experimental studies, two precision degrees $\gamma=5$ and $\gamma=6$ are
chosen to elicit 9 and 11 points, respectively. Generally, eliciting around 10 measuring points can be suitable over a reasonable number of subjects.

## 5. Measuring Utility and Decision Weights: An Experimental Study

This section presents our experimental studies that utilize the TO method to measure utility as the preliminary stage. The VP method is then applied to measure the probability weighting function.
(a) Subjects: A total of $N=46$ participants with various profiles ${ }^{2}$ were recruited from The Hong Kong Polytechnic University (PolyU). The participants were self-selected from a mailing list of 6,752 potential participants through the SONA Research Participation System. We initially conducted a pilot study to adjust the experiment protocol ( 6 subjects; 2 females; median age 32; research assistants). Formal experiments were conducted at the Behavioral Research Lab (BRL), Department of Management and Marketing, PolyU. Four subjects were eliminated from the analysis because their answers did not fully satisfy our defined linearity condition. Our analysis is thus based on the remaining 42 subjects ( 26 females; median age 21).
(b) Procedure: Subjects were seated in front of personal computers in an experimental room (can accommodate a maximum of 15 people in BRL). Four sessions were conducted successively (average of 11 participants showed up for one session). After receiving experimental instructions, the subjects were provided with two pilot-trial questions to familiarize themselves with the procedure. The formal questions then followed. The experiments contained two successive sections: one for gains and one for losses. The first section is the elicitation of utility (TO-experiments), whereas the second section is the elicitation of probability weightings (PW-experiments). The outputs of the TO-experiments (i.e., $x_{1}$ and $x_{2}$ ) are the inputs of the subsequent PWexperiments. The default currency was Hong Kong Dollars (HKD or " $\$$ "). Each subject was paid 40 HKD (approximately USD \$5.1) for their participation.
(c) Stimuli: Table 1 shows that options A and B yield stakes and corresponding probabilities. It contains

[^1]four stakes and two values of probabilities. In the TO-experimental trials, we fixed all probabilities $p$ and $q$ (where $p=q$ ). The stakes of gambles varied in the experimental trails. The subjects selected between two options. In the PW-experimental trials, the stakes $x_{0}$ and $x_{2}$ are fixed, and $x_{m}$ is provided dynamically among trials. Subjects were asked to select a value for the probability $P$, such that two options were indifferent (equally attractive) to him/her. The outcome $x_{m}$ was automatically calculated by following the logic of the VP method, and the values of $x_{1}$ and $x_{2}$ were obtained as before. Computer programs outputted each $x_{m}$ to construct each trial. The subjects were encouraged to answer questions at their own pace.

Table 1. Framing of the prospect pairs.

| TO | Option A | Option B |
| :--- | :--- | :--- |
| Trails | $\mathrm{q} \%$ Chance to Win (Loss) $x_{i}$ <br> $(100-\mathrm{q}) \%$ Chance to Win (Loss) $y$ | $\mathrm{p} \%$ Chance to Win (Loss) $x_{i-1}$ <br> $(100-\mathrm{p}) \%$ Chance to Win (Loss) $Y$ |
| PW | Option A | Option B |
| Trails | $100 \%$ Chance to Win (Loss) $x_{m}$ <br> $\left[0 \%\right.$ Chance to Win (Loss) $\left.x_{0}\right]$ | $\mathrm{P} \%$ Chance to Win (Loss) $x_{2}$ <br> $(100-\mathrm{p}) \%$ Chance to Win (Loss) $x_{0}$ |

(d) Measuring Utility in TO Experiments: For gains, we set $y=\$ 3 \mathrm{~K}, Y=\$ 4 \mathrm{~K}, x_{0}=\$ 6 \mathrm{~K},(\mathrm{~K}=1,000)^{3}$, and set $p=25 \%$. The indifferences were built as follows: $\left(x_{1}, 0.25 ; 3 K\right) \sim(6 K, 0.25 ; 4 K)$ and $\left(x_{2}, 0.25 ; 3 K\right) \sim\left(x_{1}, 0.25 ; 4 K\right)$. The (increasing) standard sequence results were $x_{0}, x_{1}$, and $x_{2}$. For the losses, we set $y=-3 \mathrm{~K}, Y=-4 \mathrm{~K}, x_{0}=-8 \mathrm{~K}$, and $p=75 \%$. The indifference was built as $\left(-3 K, 0.75 ; x_{1}\right) \sim(-4 K, 0.75 ;-8 K)$ and $\left(-3 K, 0.75 ; x_{2}\right) \sim\left(-4 K, 0.75 ; x_{1}\right)$. The (decreasing) standard sequence results were $x_{0}, x_{1}$, and $x_{2}$. The elicited sequences for the gains and losses had equal distances in terms of utility, and $x_{1}$ was the utility midpoint of $x_{0}$ and $x_{2}$.

A bisection method was developed by Abd00 and applied by vKW11. This method only requires the subjects' acts of selection between two options, which might be more consistent [46] but more laborious (it requires at least five iterations for one output). The VP method only requires two outcomes, and all subsequent processes rely on them. Therefore, we employ this method after trading off consistency and time consumption.

[^2]The details of the five iterations are presented in Appendix A.
(e) Measuring Results in Utility: All further measurements in our test depended on $x_{1}$ and $x_{2}$. Like vKW11, we elicited twice to lower the noise. The average of the two elicitations was adopted as the input of subsequent PW experiments. We ruled out four subjects for further analysis at the individual level because their answers failed to fulfill our defined acceptability of linearity. Given that we intended to install the precisions as $\gamma=5$ and $\gamma=6$, the average values of $x_{1}$ and $x_{2}$ must entail the inequality $\left|x_{2}+x_{0}-2 x_{1}\right|<$ $\theta / 6$ for $\theta=\left|x_{2}-x_{0}\right| / 2$, to ensure a permissible deviation from linearity. Our analyses will be based on the remaining 42 subjects.

Overall, the mean values of $x_{1}$ and $x_{2}$ are $9,320(-11,410)$ and $12,800(-14,930)^{4}$ for gains (losses). Together with $x_{0}=6,000\left(\mathrm{x}_{0}=-8,000\right)$, the deviations in linearity for gains (losses) are fully acceptable. For gains, 30 (12) out of the 42 subjects exhibited a concave (convex) utility function. For losses, 15 (27) out of the 42 subjects exhibited a concave (convex) utility function. The results are robust for gender, age, and field of study.
(f) Measuring Probability Weightings in the PW Experiments: Utilizing the VP method, we set two degrees of precision in the elicitations of probability weighting functions. We intended to double the verifications on the risk attitudes of participants and the demonstrations of tractability of the VP method. In the first part (9p_PW_Exp), we install the precision $\gamma=5$. We can then elicit the 9 measuring points as $w^{-1}(i / 10)$ for $i=(1,2,3,4,5,6,7,8,9)$. In the second part (11p_PW_Exp), we install the precision $\gamma=6$. We then immediately elicit 11 measuring points as $w^{-1}(i / 12)$ for $i=(1,2,3,4,5,6,7,8,9,10,11)$.

We apply the mean value of the measured $x_{1}(9,320)$ and $x_{2}(12,800)$ as an example to illustrate the intermediate processes in constructing indifferences. The outcome unit can be obtained by $\theta^{+}=(12800-$ $6000) / 2=3400$. By setting $\gamma=5$, we generate 9 measuring points. Given that $\delta=\lambda \theta^{+} / \gamma$ and $x_{m}{ }^{+}=$ $x_{1}{ }^{+}+\delta$ where $x_{1}{ }^{+}=9320$, the intermediate results are illustrated in Appendix B. After setting $\gamma=6$, we similarly elicit 11 measuring points. 11p_PW_Exp has more partitions in the utility space over $\left[x_{0}, x_{2}\right]$ as

[^3]$\theta^{+} / \gamma=567$, compared with $\theta^{+} / \gamma=680$ in 9p_PW_Exp.
We employed the direct matching method in the PW experiments because it is the simplest. We elicited 40 measuring points ( 20 for gains and 20 for losses). If employing the bisection method as TO experiments, one subject would face at least 200 trials that can be highly laborious and time-consuming. We applied a "multifold precision-variable approximation" method to induce subjects' answers and obtain more consistent results.

Table 2 illustrates the procedure followed by computer programs to determine $\mathrm{w}^{-1}(1 / 2)$ from the indifference $\mathrm{x}_{\mathrm{m}} \sim\left(\mathrm{x}_{2}, \mathrm{w}^{-1}(1 / 2) ; \mathrm{x}_{0}\right)$ where $\mathrm{x}_{\mathrm{m}}$ is the utility midpoint $\mathrm{x}_{1}$ (for gains, $\lambda=0, \delta=0$, and $x_{m}=x_{1}=$ 9,320). "Range" indicates the output ranges that can be refined. "Precision" indicates the interval of two alternatives offered to subjects. "Start point" consists of three types: middle, start, and end, which suggest how to refine the outputs. Given that the second approximation ("middle") means that the previous option of $60 \%$ is the middle point of the range $20 \%$, then the computer-provided alternatives vary from $(60-10) \%$ to $(60+10) \%$ at intervals of 2 unit in the two consecutive alternatives. Setting "start" offers alternatives $\{60 \%, 62 \%, \ldots$, $80 \%\}$, whereas setting "end" offers alternatives $\{40 \%, 41 \%, \ldots, 60 \%\}$. Except for the first approximation, the following are installed as "middle" in our experiment. We conducted three approximations so that all outputs are the integers. The fourth approximation can also be performed to attain a precision of $0.5 \%$. For each approximation, the number of alternatives provided to the subjects is equal to one (start point) plus the ratio of the range to the precision (e.g., 11 alternatives in our experiments).

Table 2. A multifold precision-variable approximation method for inducing $\mathrm{w}^{-1}(1 / 2)$

| Appr. | Range | Precision | Start Point | Alternatives of P offered to subjects | Choices |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 100 | 10 unit | - | $\{0,10,20, \ldots, 90,100\}$ | $60 \%$ |
| 2 | 20 | 2 unit | Middle | $\{50,52,54, \ldots ., 68,70\}$ from $60 \%$ | $64 \%$ |
| 3 | 10 | 1 unit | Middle | $\{54,55,56, \ldots, 72,74\}$ from $64 \%$ | $61 \%$ |
| 4 | 5 | 0.5 unit | Middle | $\{58.5,59,59.5, \ldots, 63,63.5\}$ from $61 \%$ | $61.5 \%$ |

The approximation method advances the direct matching in lowering the subjects' bias through multiple VPs. Some overlapping parts exist in terms of the ranges between two approximations. This scenario is actually
desirable because it offers an opportunity for the subjects to amend their previous answers by reconsiderations ${ }^{5}$.
Also, this approximation method is easy for implications by computer programs.

## 6. Analyses of Probability Weighting Functions

### 6.1 Results of Measuring Probability Weighting

We pooled the data for analysis and employed the data of median probability weighting. The means were similar to the medians, whereas the standard deviations were mostly less than 0.1 for gains and losses. We present clear counts of the subjects for gains and losses in Appendix C and illustrate the point-by-point raw statistics in Appendix D.

Figure 1 Median Probability Weighting Function for Gains and Losses

| Figure 1-1. PW in 9p_PW_Exp. |
| :--- |

[^4]Figure 1 illustrates the results of our elicitation in probability weighting. We established two precisions as $\gamma=5$ and $\gamma=6$ for an intracomparison, and the the results are shown in Figures 1-1 and 1-2, respectively. We used blue rhombus points for gains and red square points for losses. No significant differences existed between the gains and the losses when the two figures were observed separately because the red and blue points were in accordance. Moreover, no significant differences existed between the two precision settings when the two figures were observed together. The elicitations were consistent over varied precisions. The four curves (red and blue) in the two figures generally fit the inverse-S shape, which is prevailing in the literature. Specifically, the moderate to high probabilities were significantly underweighted, while the low probabilities were only slightly overweighed. The probabilities of $0 \%$ to approximately $40 \%$ performed extremely close to their corresponding decision weight $\mathrm{w}($.$) . However, the probabilities beyond 40 \%$ until certainty clearly showed a deviation from the linear line $\mathrm{w}(\mathrm{p})=\mathrm{p}$ that illustrates a deviation of expected utility theory and the risk-aversion pattern of people. The elicited functions revealed highly similar patterns. The exhibited deviations from the expected utility were robust in the double verification under different precision settings.

We conducted two comparisons with the benchmark in terms of measurements and their implications to justify the effectiveness of our method. First, we compared the elicited PW results of our method with that of Abd00. Abd00 recruited 46 subjects who were either undergraduate or Ph.D. students in economics in Paris, France. We repeated their results in Figure 1-1, with black dots for gains and black crosses for losses. Our method and that of Abd00 recorded slight risk-seeking patterns in the probabilities of $0 \%$ to approximately 40\%. However, the subjects from Paris and Hong Kong exhibited risk aversion in the probabilities beyond $40 \%$ until certainty. While our subjects were more in accordance over gains and losses compared with that of Abd00, the subjects in Abd00's Paris experiment were more averse to risk over gains than over losses.

Second, we compared our elicited results with that of vKW11, as shown in Figure 1-2. vKW11 recruited 78 subjects who were undergraduate students from a wide range of disciplines in the University of Amsterdam in the Netherlands. We repeated their results (only for gains), with black dots exhibiting a complete convex curve. The results illustrated a risk-aversion behavior in all probabilities of $0 \%$ to $100 \%$. Subjects are optimistic
if $w(p)$ is concave, pessimistic if $w(p)$ is convex, and rational if the curve obeys $w(p)=p$. Thus, people in Amsterdam held pessimistic attributes toward all probabilities of events, and the extent of pessimism was strong when the probability was small. Conversely, people in Paris and Hong Kong were relatively more rational when the probability was small (approximately under 40\%) but became pessimistic when the probabilities of events increased from $40 \%$ to $100 \%$.

### 6.2 Nonparametric Analyses

### 6.2.1 Classification of Individual Probability Weighting

We evaluated individual probability weightings through a classification system that was applied in BP00 and vKW11. We used the data result in 11p_PW_Exp hereafter because it contained numerous measuring points. We used slope differences as the evaluation criterion, as it measured the changes in the average slope of the probability weighting function between two neighboring probability intervals. Individual probability weighting can be classified into four categories. First, we identified the lower (upper) subadditivity if the slope difference was negative (positive) in the three interval crossings [ $8 \%, 34 \%$ ] (three interval crossings $[66 \%, 92 \%]$ ). Second, we identified the inverse-S shape if it satisfied the lower and upper subadditivities. Third, we identified the concavity (convexity) if at least eight slope differences were negative (positive) as well as if the upper (lower) subadditivity was not exhibited. Fourth, we identified the linearity if at least eight slope differences were zero as well as if the upper (lower) subadditivity was not exhibited.

Table 3 shows the results of the individual weighting functions and their classifications. The results revealed the strongest evidence in the upper subadditivity, followed by the lower subadditivity. As the intersection, the inverse-S shape was significant for gains (38.1\%) and losses (42.9\%). Nearly one third of the subjects were identified as convex (pessimistic) functions. Their percentage significantly dominated that of the concave (optimistic) functions (i.e., $2.4 \%$ ). Absolute rationality was exhibited by only one subject, whose weighting function was purely linear in gains and losses. Moreover, we determined that $9.5 \%$ ( $14.3 \%$ ) of the subjects remained unclassified for gains (losses), in which only one subject revealed an abnormal S-shaped weighting only for losses.

Table 3. Classification of Individual Weighting Functions According to "Slope Differences"

| 11p_PW_Exp | 11p for Gains | 11p for Losses |
| :--- | :--- | :--- |
| Upper subadditivity | $36 / 42(85.7 \%)$ | $37 / 42(88.1 \%)$ |
| Lower subadditivity | $18 / 42(42.9 \%)$ | $20 / 42(47.6 \%)$ |
| Inverse-S shape | $16 / 42(38.1 \%)$ | $18 / 42(42.9 \%)$ |
| Convex | $15 / 42(35.7 \%)$ | $15 / 42(35.7 \%)$ |
| Concave | $1 / 42(2.4 \%)$ | $1 / 42(2.4 \%)$ |
| Linear | $1 / 42(2.4 \%)$ | $1 / 42(2.4 \%)$ |
| Unclassified | $4 / 42(9.5 \%$, S shape: $0 / 42)$ | $6 / 42(14.3 \%$, S shape: $1 / 42)$ |

### 6.2.2. Analyses on Curves of Probability Weighting Functions

Diminished sensitivity was exhibited by the lower (and upper) subadditivity. This feature suggested that the probability weights of an outcome decreased with the distance from the natural boundaries of zero (and one). Generally, people are increasingly sensitive near impossibility ( $p=0 \%$ ) and certainty ( $p=100 \%$ ). Table 3 implies that subjects who exhibited upper subadditivity were pronounced among subjects (over $85 \%$ for gains and losses), which was nearly double that of subjects who exhibited lower subadditivity. Furthermore, Table 3 suggests that the distortions of the median probability weighting near zero were weaker compared with the distortions near one as well as closely linear. According to our experimental results, the certainty effect was stronger than the possibility effect. Therefore, Hong Kong residents tended to be more sensitive to the certainty than to the impossibility.

In the literature, Bruhin, Fehr-Duda, and Epper [47] concluded that Chinese optimism in lottery valuation is prevalent based on experiments in Beijing (China). According to the empirical studies of Kachelmeier and Shehata [48] in Beijing and Hsee and Weber [49] in Shanghai, Chinese respondents are relatively more riskseeking compared with Westerners. However, the result in our experiments did not echo these findings. Table 3 shows that the percentages of lower subadditivity and concave individual probability weighting were not pronounced. Our data showed that more than half of the subjects did not exhibit optimistic attitudes for low probabilities, and nearly one third of the subjects exhibited pessimism for all probabilities. Informally, the subjects in our experiments were predominantly consistent in feeling that a $95 \%$ chance was much less than certainty, whereas less than half felt that a $5 \%$ chance was much more than an impossibility. Our results showed
that compared with Beijing [47, 48] or Shanghai [49], optimistic people living in Hong Kong were relatively few ${ }^{6}$.

We explained our findings on significant patterns of Hong Kong residents from two perspectives. First, substantial cultural differences exist between Hong Kong and other Chinese cities such as Beijing [47, 48] and Shanghai [49]. Hong Kong is regarded as the city with the highest degree of economic freedom in the world and was ranked first successively from 1995 to 2016 by the Heritage Foundation and the Wall Street Journal ${ }^{7}$. People living in such a society have the highest freedom in terms of personal choices, including employment, production, consumption, and investments. These choices in turn force individuals to make prudent decisions and psychologically reduce people's subjective belief in "luck." Further studies can be possible future directions.

Second, the departure from the previous literature could be attributed to differences in the order of magnitude of the gambling stakes. According to FP14 [50], risk-seeking behavior for gains tends to be salient when the order of magnitude of stakes is $l o w^{8}$. In our experiments, a subject who was indifferent toward a gamble of $(\$ 12,800,60 \% ; \$ 6,000)$ and a sure payment of $\$ 9,320$ tended to strictly prefer $(\$ 128,60 \% ; \$ 60)$ over $\$ 93.2$. Stakes that are two orders of magnitude lower will promote the tendency of people to become risk seeking (for gains). Compared with the experiments in the literature [47, 48, 49], our gambling stakes were at least two orders of magnitude higher. Thus, risk-seeking patterns may not be largely salient ${ }^{9}$.

Finally, the conclusion in $[47,48,49]$ could be supported if our findings were compared with that of vKW11. vKW11 reported a purely convex (strictly pessimistic) weighting function, in which $23.44 \%$ of

[^5]subjects exhibited concave and $53.13 \%$ of subjects exhibited convex. Figure 1-2 shows that the conclusions of previous studies can be rewritten, as Hong Kong residents were more risk-seeking (optimistic) compared with a portion of the population of Westerners, such as those living in Amsterdam. Additional investigations are recommended for future studies.

### 6.3 The Parametric Analyses

Several parametric specifications of the probability weighting function have been reported in the literature. Chapter 3.1 shows that their representatives contain a family of two-parameter weighting functions, including GE87's $P W(A)$ and Prelec's (1998) $P W(B)$, a family of one-parameter weighting functions, including Prelec's (1998) $P W(C)$ and TK92's $P W(D)$, and a non-inverse-S power function $P W(E)$. We estimated all of these listed parametric specifications by utilizing our experimental data. The histograms of parameter distributions are presented in Appendix D. Appendix E exhibits our examinations of gender differences.

We estimated the corresponding parameters for each subject and specification as shown in Table 4. The median values of the estimated parameters are in the 5th (gains) and 11th (losses) rows, followed by the standard errors in parentheses. We applied the chi-squared (Pearson's $x^{2}$ ) parameter to each subject to measure the deviations between the actual data and data expected by different specifications. In particular, $x^{2}=$ $\sum_{i=1}^{11}\left(\left(o_{i}-e_{i}\right)^{2} / e_{i}\right)$, where $o_{i}$ is the value of the $i$ th actual data point, and $e_{i}$ is the value of the $i$ th accepted data point. The average values of the chi-squared parameters of all subjects are given in the 6th (gains) and 12th (losses) rows. Furthermore, we estimated the chi-squared distances of the parametric fits from the median data as shown in the 7th (gains) and 13th (losses) rows. These results clearly show that the two-parameter families perform better than the one-parameter family, where GE87's specification is the best parametric fitting. Within the one-parameter family, TK92's specification is better than Prelec's. The use of Hey and Orme's [33] power family is remarkably unqualified because its distances from our data are extreme and yield a convex weighting function. The fitted parameters based on the median (mean) data for each specification are also shown in the 8th (9th) row for gains and 14th (15th) row for losses for a full comparison. The corresponding chi-squared distances shown in parentheses.

Table 4. Results of representative parametric specifications of $w($.$) based on our 11p_PW_Exp$

| Classification | Two-parameter specifications |  | One-parameter specifications |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Representative studies | PW(A): GE87 | $\begin{array}{\|l\|} \hline \text { PW(B): } \\ \text { Prelec [32]_1 } \\ \hline \end{array}$ | PW(C): <br> Prelec [32] 2 | $\begin{array}{\|l} \hline \text { PW(D): } \\ \text { TK92 } \\ \hline \end{array}$ | $\begin{array}{lr} \hline \text { PW(E): Hey } \\ \text { and Orme [33] } \end{array}$ |
| $\mathrm{w}(\mathrm{p})=$ | $\frac{\delta p^{\gamma}}{\delta p^{\gamma}+(1-p)^{r}}$ | $e^{-\delta(-\ln p)^{\gamma}}$ | $e^{-(-\ln p)^{r}}$ | $\frac{p^{\gamma}}{\left[p^{\gamma}+(1-p)^{\gamma}\right]^{1 / \gamma}}$ | $p^{\gamma}$ |
| Parameter Estimate for Gains |  |  |  |  |  |
| Median values of estimated parameters | $\begin{aligned} & \delta^{+}=0.7667 \\ & (0.031) \\ & \gamma^{+}=0.6466 \\ & (0.022) \end{aligned}$ | $\begin{aligned} & \delta^{+}=1.0839 \\ & (0.030) \\ & \gamma^{+}=0.6270 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=0.6238 \\ & (0.027) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=0.6911 \\ & (0.018) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=1.2293 \\ & (0.067) \end{aligned}$ |
| Average Chi-squared parameter ( $\mathrm{x}^{2}$ ) | 0.0278 | 0.0289 | 0.0499 | 0.0424 | 0.1024 |
| Distance from median data | 0.0068 | 0.0071 | 0.0121 | 0.0086 | 0.0519 |
| Parameters fitting based on median data | $\begin{array}{\|l} \hline \delta^{+}=0.7629 \\ \gamma^{+}=0.7283 \\ \left(\mathrm{x}^{2}=0.0017\right) \\ \hline \end{array}$ | $\begin{aligned} & \delta^{+}=1.0986 \\ & \gamma^{+}=0.6970 \\ & \left(\mathrm{x}^{2}=0.0030\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \gamma^{+}=0.6687 \\ & \left(x^{2}=0.0103\right) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=0.7062 \\ & \left(x^{2}=0.0082\right) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=1.1966 \\ & \left(x^{2}=0.0515\right) \end{aligned}$ |
| Parameters fitting based on mean data | $\begin{aligned} & \delta^{+}=0.7470 \\ & \gamma^{+}=0.7219 \\ & \left(\mathrm{x}^{2}=0.0032\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \delta^{+}=1.1101 \\ & \gamma^{+}=0.6862 \\ & \left(\mathrm{x}^{2}=0.0045\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \gamma^{+}=0.6552 \\ & \left(x^{2}=0.0135\right) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=0.6971 \\ & \left(\mathrm{x}^{2}=0.0105\right) \end{aligned}$ | $\begin{aligned} & \gamma^{+}=1.1966 \\ & \left(x^{2}=0.0605\right) \end{aligned}$ |
| Parameter Estimate for Losses |  |  |  |  |  |
| Median Estimated parameters | $\begin{aligned} & \hline \delta^{-}=0.7482 \\ & (0.034) \\ & \gamma^{-}=0.6962 \\ & (0.026) \\ & \hline \end{aligned}$ | $\begin{aligned} & \delta^{-}=1.0931 \\ & (0.029) \\ & \gamma^{-}=0.6596 \\ & (0.024) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=0.6254 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=0.6817 \\ & (0.017) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=1.2222 \\ & (0.077) \end{aligned}$ |
| Average Chi-squared parameter (x2) | 0.0220 | 0.0235 | 0.0483 | 0.0405 | 0.1219 |
| Distance from median data | 0.0023 | 0.0040 | 0.0114 | 0.0077 | 0.0587 |
| Parameters fitting based on median data | $\begin{array}{\|l} \hline \delta^{-}=0.7603 \\ \gamma^{-}=0.7018 \\ \left(\mathrm{x}^{2}=0.0021\right) \\ \hline \end{array}$ | $\begin{aligned} & \hline \delta^{-}=1.0952 \\ & \gamma^{-}=0.6738 \\ & \left(\mathrm{x}^{2}=0.0039\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \gamma^{-}=0.6478 \\ & \left(x^{2}=0.0109\right) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=0.6918 \\ & \left(x^{2}=0.0075\right) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=1.1897 \\ & \left(x^{2}=0.0582\right) \end{aligned}$ |
| Parameters fitting based on mean data | $\begin{aligned} & \delta^{-}=0.7439 \\ & \gamma^{-}=0.7353 \\ & \left(\mathrm{x}^{2}=0.0031\right) \end{aligned}$ | $\begin{aligned} & \delta^{-}=1.1165 \\ & \gamma^{-}=0.6985 \\ & \left(\mathrm{x}^{2}=0.0044\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \gamma^{-}=0.6646 \\ & \left(x^{2}=0.0144\right) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=0.7023 \\ & \left(x^{2}=0.012\right) \end{aligned}$ | $\begin{aligned} & \gamma^{-}=1.2216 \\ & \left(x^{2}=0.0544\right) \end{aligned}$ |

Figure 2. Parameter fittings of median probability weighting functions in 11p_PW_Exp
Figure 2-1: $P W$ parametric fittings for gains.
Figure 2-2: $P W$ parametric fittings for losses.


Note: We did not illustrate the PW(C) curve because it is extremely close to the PW(B) curve, i.e., $\delta=1.0839$ in $\mathrm{PW}(\mathrm{B})$ for gains and $\delta=1.0931$ in $\mathrm{PW}(\mathrm{B})$ for losses.

Figure 2 shows the different parametric fittings of the median probability weighting function. A twoparameter family shown in red and blue curves performs better than the others, whereas the non-inverse-S shaped power function shown in the dashed curve performs worst. Observing GE87's $P W(A)$, the probability weightings for gains suggest a stronger deviation from linearity than that for losses because of the smaller $\gamma$ for gains. The parameter $\gamma$ can be further interpreted as an index of deviation from rationality [54]. A systematic comparison between our estimated parameters and those in literature is detailed in Appendix F, which have extended the summary from FP14 (Table A.3).

### 6.4 Discussion

The advantages and disadvantages of the adoption of parametric and nonparametric elicitations have been verified in the literature [38]. Parametric methods have advantages in exhibiting highly featured functional forms, as numerous statistical toolkits are available. However, parametric methods must select a parametric formulation in advance, which generally cannot uncover real patterns in experimental data. Table 4 shows that
the parametric method in our experiments is obviously unqualified to select the group of power functions for analyses. Furthermore, Prelec's one-parameter specifications are likewise not the best options.

Human preference is the contributed by outcome valuation $u($.$) and probability weighting w($.$) ,$ independently. $\mathrm{u}($.$) and \mathrm{w}($.$) capture different aspects of individual attitudes. Their overlap is not salient.$ Nonparametric methods, such as Abd00, vKW11, and our VPM, have advantages in examining $u($.$) and w($. separately. Thus, nonparametric methods can minimize co-linearity effects between utility and decision weights. Given no prior parametric regulations, nonparametric methods can uncover actual patterns based purely on data. ${ }^{10}$

Our experimental results reveal that Hong Kong residents are pessimistic near the certainty ( $p=100 \%$ ), whereas pessimistic and optimistic groups appear to be polarized near the impossibility ( $p=0 \%$ ). Although an inverse-S shape is accommodated, no parametric formulations can fit all of the measuring points, particularly regarding low probabilities. Our parametric analysis recognizes that the two-parameter functional form of GE87 may be the best fit. However, Figure 2 shows that the distances from our data in low probabilities (i.e., $0 \%$ to $34 \%$ ) are still larger than those in the median and high probabilities (i.e., $34 \%$ to $100 \%)^{11}$.

## 7. Comparisons with Other Nonparametric Methods

According to FP14 [38], the midweight method of vKW11 is recognized in the literature as a state-of-the-art aporoach. Abd00's method is recognized as the most popular method for nonparametric elicitations. Thus, we consider vKW11 and Abd00 as our main competitors. Multiple criteria are considered to evaluate these methods, in which the performances of vKW11 and Abd00 are the benchmark to justify the superiority of the VP method. The criteria include conditions in standard sequence construction, independence of indifference

[^6]construction, unfavorable impacts of chaining and error propagation, effect of cognitive demand, efficiency of PW elicitations, distribution of measuring points, and flexibility in experiments and in the laboratory. We summarize the performances of vKW11, Abd00, and our VP method under all the criteria in Table 5, then rank these methods according to superiority. Finally, we clarify possible limitations in the use of our proposed method in a laboratory.

## (A) Conditions in standard sequence construction

Standard sequence construction by the TO method is a common first stage for all nonparametric methods. In the literature, Abd00's method first fixes a standard sequence then elicits probabilities of each internal outcome in that sequence. Conversely, the method of BP00 first fixes the probabilities then interpolates new outcomes that are not necessarily included in the standard sequence. Meanwhile, AVW05's method incorporates BP00 and Abd00 for event-contingent prospects. A sufficiently complete standard sequence is required by Abd00, BP00, and AVW05. However, using these methods is hard to control the range of the sequence, which is a considerable drawback. vKW11 ${ }^{12}$ or our VP method (VPM henceforth) can resolve this problem because only two outcomes are needed in the first stage. The obtained inverse probability weightings can be exploited to derive additional probabilities. This mechanism substantially reduces the conditions in standard sequence construction in utility elicitation and thus overcomes the common drawback of all nonparametric elicitation. In other words, either vKW11 or the VPM can minimize the conditions in the construction of a standard sequence. Therefore, we can justify that VPM $\sim \mathrm{vKW} 11 \succ \mathrm{Abd} 00$ under this criterion, where " $\sim$ " represents the equivalent superiority, and " $>$ " means "superior to."

## (B) Independence of indifference construction

vKW11 entails a treelike, n-level structure of indifferences (Figure 5 in [26], pp. 586 and 588). The probabilities used in the $n$ th-level indifferences are inverse decision weights derived from their parent (i.e., the $n-1$ level). In other words, indifferences constructed in vKW11 are not independent but rely on their parent

[^7]indifferences. This key feature in vKW11 could trigger unfavorable effects, including chaining and error propagation. Neither the VPM nor Abd00 relies on a hierarchical indifference and can induce indifferences independently. Therefore, we can justify that VPM $\sim$ Abd $00>$ vKW11.

## (C) Impacts of chaining and error propagation

All nonparametric elicitations require choices between multiple two-outcome prospects. The subjects in the experiments could determine chaining relations among questions regarding choices, then answer these questions heuristically and untruthfully. Subjects could respond inconsistenly or fall back on decision heuristics, such as using expected value maximization [38]. Given that chaining could weaken the robustness of elicited measurements, its effects are disadvantageous to all nonparametric methods. In addition, the subjects' responses are chained in elicitations of utility and probability weightings. Errors could occur and are propagated in the standard sequence (i.e., the first stage) and in the subsequent steps (i.e., the second stage).

We analyze the chaining and error propagation from two stages. First, unfavorable impacts are experienced in the construction of a standard sequence through multiple chained choices. The VPM and vKW11 require only the least outcomes (only $x_{1}$ and $x_{2}$ ) in this sequence, whereas Abd00 entails a complete sequence. Thus, the VPM and vKW11 minimize the impacts in the utility elicitation stage. Second, impacts are experienced in the construction of multiple indifferences. In vKW11's treelike structure, choices in each level rely on the previous level where chaining is strengthened. Moreover, any errors in the parent levels are inevitably propagated into the children levels. For example, errors in the elicitation of $w^{-1}(1 / 4)$ and $w^{-1}(3 / 4)$ are undesirably propagated when $\mathrm{w}^{-1}(1 / 8)$ and $\mathrm{w}^{-1}(7 / 8)$ are elicited. Therefore, the impacts of chaining and error propagation are dramatically strengthened in the elicitation stage of probability weighting. Compared with vKW11, either VPM or Abd00 has a lower impact on chaining and error propagation because the subjects' answers on the one question regarding choices rarely influence future stimuli. In summary, we can justify that VPM $\sim$ vKW11 $\succ$ Abd00 in the first stage, whereas VPM $\sim$ Abd $00>$ vKW11 in the second stage. By combining the two stages, we can clearly conclude that the VPM surpasses vKW11 and Abd00 in this evaluation criterion, as illustrated by VPM $>\operatorname{Abd} 00$ and $\mathrm{VPM}>\mathrm{V} \mathrm{KW} 11$.

## (D) Impact of cognitive demanding

Nonparametric methods desirably preserve the relationship between measured utility and an individual's actual options to uncover actual patterns exhibited by the subjects. Compared with (semi-) parametric and statistical methods, relatively high cognitive demanding exists in the group of nonparametric methods (Table A. 4 in [38], p. 555). FP14 [38] (p. 552) pointed out that, "It (i.e., vKW11's method) is extremely cognitively demanding because determining decision weights beyond the first midpoint requires participants to choose between pairs of two-outcome prospects whose probabilities also vary." However, the VPM and Abd00 have the simplest structure of indifferences. A mixture of $x_{2}$ and $x_{0}$ is indifferent with one sure outcome $x_{\mathrm{m}}$ as ( $x_{2}$, $\left.p_{\mathrm{m}} ; x_{0}\right) \sim x_{\mathrm{m}}$. This structure is the simplest and accomplishes the lowest cognitive demand in the group of nonparametric elicitations. Therefore, we can justify that VPM $\sim$ Abd00 $>$ vKW11 in this criterion.

## (E) Efficiency of PW elicitations

Each level in vKW11, except the first, includes two indifferences that can generate two measuring points. Each constructed indifference can produce one measuring point of decision weights, which has the highest efficiency in terms of data point generation. The VPM and Abd00 can achieve this level of efficiency. Nevertheless, BP00's method requires two indifferences for one measuring point. Therefore, we can justify that "VPM $\sim$ vKW11 $\sim$ Abd00 $>$ other methods" in the criterion of efficiency.

## (F) Distribution of measuring points in probability weighting

Through the use of vKW11, the elicited points of probability weighing are polarized in the distribution toward certainty $(p=1)$ and impossibility $(p=0)$. Experimenters can elicit two measuring points, that is, $\mathrm{w}^{-}$ ${ }^{1}\left(1 / 2^{\mathrm{n}}\right)$ and $\mathrm{w}^{-1}\left(\left(2^{\mathrm{n}}-1\right) / 2^{\mathrm{n}}\right)$, from two $\mathrm{n}^{\text {th }}$-level indifferences and elicit a total of $2 \mathrm{n}-1$ points. Although vKW11 is efficient, the concentration of points to two boundaries is unfavorable because key patterns in the middle probabilities may not be uncovered. This defect appears in vKW11 but is absent in the VPM and Abd00, in which measuring point distributions can be well distributed across the entire scale of probabilities from certainty to impossibility. Therefore, we conclude the rank of three methods as VPM ~Abd00 $\succ$ vKW11 in this criterion.

## (G) Flexibility in experiments and in the laboratory

The construction of indifferences in the VPM is strictly controlled by VP parameters. Flexible settings of precision variability make VPM more tractable in the laboratory. Multiple precision $\gamma$ can be installed, and multiple curves of $w($.$) can be elicited, similar to our experiment. Experimenters can co-reference one another$ for comparable results, which are favorable in uncovering actual patterns of subjects. After $\gamma$ is installed, $2 \gamma-1$ data points can be derived from $2 \gamma+1$ observed indifferences (two indifferences at the first stage). Because using the VPM is less laborious, experimenters can be flexible in the laboratory. For example, multiple elicitation times and the use of their mean can reduce noise. In addition, the initial outcome $x_{0}$ and reference outcomes $y$ and $Y$ can be adjusted in a timely manner to reach a sufficiently fine standard sequence (BP00, p. 1489). Conclusively, the VPM achieves the highest flexibility among all nonparametric elicitations. Therefore, we can justify that VPM $\succ$ Abd00 and $\mathrm{VPM}>\mathrm{V}$ KW11 in this criterion.

Table 5. Evaluations of outstanding nonparametric methods and ranking of superiority

| Item | Criteria of Evaluation | The VP <br> Method (VPM) | The Midweight Method (vKW11) | The popular Method (Abd00) | Ranking of Superiority |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (A) | Conditions in eliciting utility | Minimized | Minimized | Benchmark (non-minimized) | $\begin{aligned} & \text { VPM } \sim \text { vKW11 } \\ & \succ \text { Abd00 } \end{aligned}$ |
| (B) | Independence | Independent | Non-Independent | Independent | $\begin{aligned} & \text { VPM } \sim \text { Abd } 00 \\ & >_{\text {vKW11 }} \end{aligned}$ |
| (C) | Error <br> Propagation <br> \& Chaining | In the first stage: VPM $\sim$ vKW11 > Abd00 |  |  | $\begin{aligned} & \text { VPM }>\text { VKW11; } \\ & \text { VPM }>\text { Abd00 } \end{aligned}$ |
|  |  | In the second stage: VPM $\sim$ Abd00 $>$ vKW11 |  |  |  |
| (D) | Cognitive demanding | Less cognitive demanding | Benchmark | Less cognitive demanding | $\begin{aligned} & \text { VPM ~ Abd00 } \\ & >_{\text {VKW11 }} \end{aligned}$ |
| (E) | Efficiency | Highest | Highest | Highest | $\begin{aligned} & \hline \text { VPM } \sim \text { Abd00 } \\ & \sim \text { vKW11 } \end{aligned}$ |
| (F) | Distribution | Uniform | Benchmark (highly polarized) | Uniform | $\begin{aligned} & \text { VPM } \sim \text { Abd00 } \\ & >_{\text {VKW11 }} \end{aligned}$ |
| (G) | Flexibility | The most flexible | Benchmark | More flexible | $\begin{aligned} & \text { VPM }>\text { VKW11; } \\ & \text { VPM }>\text { Abd00 } \end{aligned}$ |

In summary, we justify the superiority of our VPM via thorough comparisons. The VPM is compared with the state-of-the-art vKW11 and the most popular Abd00 methods through the use of seven evaluation criteria. The VPM retains the favorable features of vKW11 in (A) by simplifying the first stage. Moreover, the VPM retains the advantages (B), (C), and (D), akin to Abd00, by rejecting the treelike indifferences of vKW11. In
addition, the VPM achieves the highest efficiency of elicitations (E), similar to Abd00 and vKW11. Meanwhile, the VPM can overcome the defect of vKW11 in terms of point polarization (F). Finally, owing to precision settings, the flexibility of the VPM is the highest among all the nonparametric methods (G).

Limitations exist in using VPM. Firstly It requires a relatively large interval $\left[x_{0}, x_{2}\right]$ to leave the space of setting the precision degree $\gamma$. If the interval is excessively small, then a relatively large $\gamma$ will cause interpolated outcomes (particularly for $\lambda=1-\gamma$ and $\lambda=\gamma-1$ ) to become extremely near $x_{0}$ or $x_{2}$. Elicitations from $\left(x_{2}, p_{\mathrm{m}} ; x_{0}\right) \sim x_{\mathrm{m}}$ thus require high cognitive demanding; even the VP method becomes completely invalid. The upper boundary constraints of $\gamma$ also ensure validity that is far from reasonability. The $\gamma$ value should be reasonably installed; not extremely small (to ensure sufficient measuring points) and not extremely large (to ensure sufficient differentiation between $x_{\mathrm{m}}$ and $x_{0} / x_{2}$ ). Finally, the larger interval $\left[x_{0}\right.$, $x_{2}$ ] can weaken the acceptability of linear utility assumption ${ }^{13}$. Experimenters should cautiously set the initial $x_{0}$ and reference outcomes $y$ and $Y$ for a sufficiently fine standard sequence ( $x_{0}, x_{1}$, and $x_{2}$ ).

## 8. Conclusion

We introduced a new method for eliciting probability weighting under PT. Our experiments demonstrated the feasibility and advantages of our method of measuring risk attitudes. We presented evaluations and comparisons on all noteworthy elicitation methods. We also argued that the present VP method advanced the family of nonparametric elicitation methods because it is more direct, efficient, and flexible, as well as less cognitively demanding. This method can minimize the required measurements of utility and maximize the flexibility of measurement of probability weighting. Utilizing a simple precision-variable mechanism, this method provides a new approach to study deviations from the expected utility. Experimenters can now capture deviations of expected utility in a tractable manner nearly without measuring utility.

[^8]Our experiments uncover meaningful patterns among Hong Kong residents. We found more than half of subjects are optimistic (risk seeking) toward low probabilities of events, and one third are pessimistic (risk aversion) for all probabilities. Compared with previous results, optimistic groups in Hong Kong are relatively fewer than those in Beijing and Shanghai of China. Our results reject previous findings that the Chinese are relatively more optimistic than Westerners. However, our results support the findings if the Westerners being referred to are those living in Amsterdam. In addition, our subjects are rational when probabilities are small (approximately under 40\%) but become pessimistic when probabilities increase, which echoes the patterns of Paris residents. Our findings may be important for policymakers (e.g., in pension design) or business targets (e.g., in insurance planning). Additional investigations are expected in the future.
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[^0]:    ${ }^{1}$ Thaler [51] argued that decision-makers prefer the segregated gains and integrated losses; however, the latter is seemingly not robust as evidenced by empirical studies (e.g., Thaler [52]).

[^1]:    ${ }^{2}$ The subjects' fields of study cover engineering (i.e., 12; computer, electronics, and civil), medicine (9), business (8; accounting \& finance and management \& marketing), science ( 7 ; physics, math, and chemistry), and unclassified.

[^2]:    ${ }^{3}$ The stake $3,000 \mathrm{HK} \$$ is the approximate weekly payment for a fresh college graduate in Hong Kong. We employ this wealth level as the first (lower) reference outcome $y$. We set the initial outcome of the standard sequence $x_{0}$ as the salary for half a month. Such installations can be helpful to reach the "psychological transformation of probabilities" (Wakker and Deneffe 1996; Abd00) at the individual level. For the same reason, we set $y=-3 \mathrm{~K}, Y=-4 \mathrm{~K}$, and $x_{0}=-8 \mathrm{~K}(\mathrm{~K}=1,000)$ for losses.

[^3]:    ${ }^{4}$ A computer program only allows multiples of 10 as inputs, so we only show two decimal places in values, such as $\$ 9.32 \mathrm{~K}$ and $\$ 12.80 \mathrm{~K}(\mathrm{~K}=1,000)$. The median values of $x_{1}$ and $x_{2}$ are $9,280(-11,440)$ and $12,780(-14,910)$ for gains (losses).

[^4]:    ${ }^{5}$ The bisection method lacks this feature. For example, individuals select between $A=(6 \mathrm{~K}, 0.25 ; 4 \mathrm{~K})$ and $B=\left(x_{2}, 0.25 ; 3 \mathrm{~K}\right)$ for $x_{2}=9 \mathrm{~K}$ within the interval $[6 \mathrm{~K}, 12 \mathrm{~K}]$. Once an individual selects B over A in the first iteration, it infers $x_{2}<9 \mathrm{~K}$, which is followed by all subsequent iterations. Subjects cannot amend/reconsider their previous selections. By contrast, the approximation method offers such opportunities if overlapping in the ranges exists in different approximation stages.

[^5]:    ${ }^{6}$ Similar to all related literature, this finding lacks statistical significance because our subjects are university students living in Hong Kong. Please refer to the comparisons of tested populations in Appendix G.
    ${ }^{7}$ Of the 178 economies ranked in the 2016 Index of Economic Freedom, Hong Kong ranked number one (for the past 21 years), followed by Singapore, New Zealand, Switzerland, and Australia. See http://www.heritage.org/index/ranking for additional details.
    ${ }^{8}$ The mixed evidence for losses was reported in [53].
    ${ }^{9}$ Utilization of the prevailing power function in PT utility is imposed by the assumption of preference homotheticity, which states that the gambling value $(k x, p)$, which is denoted as $V(k x, p)$, is equivalent to the value of $k V(x, p)$ for a constant $k$. For empirical studies, this assumption can hold true when the stakes are within an order of magnitude (FP14, p. 545). Our experiments do not require this assumption because the nonparametric elicitation of utility by the TO method requires no prior specification of any functional form in utility. Thus, we can examine the deviations from linear probability weighting (i.e., rationality) while entirely skipping the influence of utility.

[^6]:    ${ }^{10}$ Predominant empirical evidence suggests that $w($.$) plays a crucial role in increasing relative risk aversion for gains$ compared with $\mathrm{u}($.$) . Therefore, the parametric specifications of w($.$) are diverse in the literature, whereas u($.$) is nearly$ consistently assumed to be a simple power function.
    ${ }^{11}$ Given that only four median data in low probabilities [ $0 \%, 34 \%$ ] are considered for gains and losses, the best parametric specification is $P W(B)$, with $\delta=1.0029$ and $\gamma=0.9242\left(x^{2}=1.88 \mathrm{e}-5\right)$, followed by $P W(C)$, with $\gamma=0.9289\left(x^{2}=1.99 \mathrm{e}-5\right)$, $P W(A)$, with $\delta=0.9393$ and $\gamma=0.9036\left(x^{2}=2.07 \mathrm{e}-5\right), P W(D)$, with $\gamma=0.9482\left(x^{2}=8.51 \mathrm{e}-5\right)$, and finally $P W(E)$, with $\gamma$ $=0.97\left(x^{2}=1.96 \mathrm{e}-4\right)$.

[^7]:    ${ }^{12}$ The TO method and that of vKW11are proposed by Peter Wakker and his research team. The development of vKW11 is motivated by the resolution of the drawback of the TO method.

[^8]:    ${ }^{13}$ Analogously, if the interval $\left[x_{0}, x_{2}\right]$ is across multiple orders of magnitude, the frequently assumed power utility function (TK92) becomes invalid because its assumption of preference homotheticity no longer holds.

