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1Abstract—Under the pressure of climate change, the demands 

for alternative green hydrogen (H2) production methods have been 

on the rise to conform to the global trend of transition to a H2 so-

ciety. This paper proposes a multi-renewable-to-hydrogen produc-

tion method to enhance the green H2 production efficiency for 

renewable-dominated hydrogen fueling stations (HFSs). In this 

method, the aqueous electrolysis of native biomass can be powered 

by wind and solar generations based on electrochemical effects, 

and both electrolysis current and temperature are taken into ac-

count for facilitating on-site H2 production and reducing the elec-

tricity consumption. Moreover, a capsule network (CN)-based H2 

demand forecasting model is formulated to estimate the gas load 

for HFS by extracting the underlying spatial features and temporal 

dependencies of traffic flows in the transportation network. Fur-

thermore, a hierarchical coordinated control strategy is developed 

to suppress high fluctuations in electrolysis current caused by vol-

atility of wind and solar outputs based on model predictive control 

(MPC) framework. Comparative studies validate the superior 

performance of the proposed methodology over the power-to-gas 

(P2G) scheme on electrolysis efficiency and economic benefits. 

Index Terms—Hybrid energy system, hydrogen, hydrogen filling 

station, hydrogen economy, energy management. 

I. INTRODUCTION

A. Motivation

ydrogen-powered vehicles (HVs) have attracted worldwide

attentions as green transportation due to their ze-

ro-emission, high mileage range and fast refueling features [1]. 

The proliferation of hydrogen fueling stations (HFSs) over the 

transportation network is the foundation for the successful ma-

terialization and rapid development of HVs [2],[3]. Catalytic 

hydrogen (H2) production from natural gas by methanol steam 

reforming (MSR) is regarded as an effective H2 source option for 

HFSs [4],[5]. However, such technology still relies on fossil 

fuels and results in excessive emissions of greenhouse gases. 

The power-to-gas (P2G) technology can split water into H2 and 
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oxygen (O2) using the electricity from renewable energy sources 

(RESs), which is commonly used in HFSs for on-site green H2 

production to supply HVs [6],[7]. In particular, alkaline elec-

trolysis (AEL) represents the most mature P2G technology and 

has been applied for MW-scale H2 production [8]. Compared to 

AEL, polymer electrolyte membrane electrolysis (PEMEL) 

features shorter start-up time and higher current-densities, pro-

ducing H2 with higher purity. Solid oxide electrolysis usually 

operates at temperatures of 700-900 ℃, leading to higher H2 

production efficiency than AEL/PEMEL but requiring addi-

tional heat input [8]. In general, the H2 and O2 evolution reac-

tions (HER and OER) of water electrolysis are strictly coupled, 

and the sluggish four-electron transfer nature of the OER re-

quires a much higher overpotential input than that of the HER to 

afford the same electrolysis current [9],[10]. Hence, per kg H2 

yield requires the electricity consumption over 45 kWh in most 

cases, resulting in low electricity-to-H2 conversion efficiency 

and bringing a remarkable challenge for the further development 

and application of P2G on green H2 production. 

Biomass is a sustainable source for H2 production, and bio-

mass electrolysis has been spotlighted as an emerging technol-

ogy for producing ultra-pure H2 under mild conditions [10]-[12]. 

This electrochemical H2 production technology substitutes the 

thermodynamically favorable biomass oxidation reaction for the 

OER of water electrolysis at the anode, which can significantly 

reduce the oxidation overpotential with less electricity con-

sumptions compared to P2G [11]. With the ever-increasing 

installed capacity of RESs in energy systems, more and more 

renewable generations have to be curtailed to maintain a certain 

level of system operation reliability [1]. In this context, HFSs 

can utilize available RES generations, which may otherwise be 

curtailed, to power biomass electrolysis for H2 production so as 

to decrease the electricity purchasing cost and fully exploit the 

potentially underutilized RESs. Nevertheless, due to the volatile 

nature of RESs, the dramatic fluctuations in electrolysis current 

may cause the mechanical wear and chemical degradation of 

polymer electrolyte membrane (PEM), electrolyte disintegration 

or even electrode delamination, and thus considerably shorten 

the lifetimes of electrolyzers [13],[14]. The impact of electroly-

sis current fluctuations on the service life degradation of H2 

production equipment is another challenge to the green H2 

production from renewables. Consequently, this paper aims to 

investigate a cost-effective renewable-to-H2 pathway for HFSs 

to enhance the electrolysis efficiency and reduce the electrolyzer 

degradation cost caused by electrolysis current fluctuations, 

while improving the utilization of local RESs. 

B. Relevant background

HFSs are generally deployed over a wide area and operated by

private companies to serve the transportation sector [15]. How to 

produce and supply H2 to HFSs in an efficient way is the primary 

concern for the investors. At present, H2 can either be generated 

centrally in large industrial plants and then delivered to HFSs by 

tanker trucks and H2 pipelines, or directly produced locally in 

Optimal Coordinated Control of Multi-Renewable-to-Hydrogen 

Production System for Hydrogen Fueling Stations 

Kuan Zhang, Bin Zhou, Senior Member, IEEE, Siu Wing Or, Canbing Li, Senior Member, IEEE, 

Chi Yung Chung, Fellow, IEEE, Nikolai Voropai, Life Fellow, IEEE 

H 

This is the Pre-Published Version.
The following publication K. Zhang, B. Zhou, S. W. Or, C. Li, C. Y. Chung and N. Voropai, "Optimal Coordinated Control of Multi-Renewable-to-Hydrogen Production System for 
Hydrogen Fueling Stations," in IEEE Transactions on Industry Applications, vol. 58, no. 2, pp. 2728-2739, March-April 2022 is available at https://doi.org/10.1109/TIA.2021.3093841

© 2021 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or 
reuse of any copyrighted component of this work in other works.



2 

small scale at HFSs [2],[16]. Though the large-scale central 

production of H2 is more economical, the expensive transporta-

tion cost or huge initial infrastructure investment for dedicated 

pipelines is more likely to offset the economic advantage [5]. In 

this context, the distributed on-site H2 generation is a reasonable 

option for HFSs as it saves high transportation and pipeline 

investment costs as well as enhances the reliability of H2 avail-

ability [7],[16]. 

Generally, H2 can be produced through the thermochemical, 

biochemical, or electrolytic conversion processes [17]. Among 

the existing H2 production methods, both of MSR and P2G are 

most commonly used technologies for on-site H2 production at 

HFSs. Specifically, the MSR uses natural gas as feedstock to 

react with high-temperature steam in the presence of the catalyst 

for H2 production. This process also contains the water-gas shift 

reaction where the byproduct CO reacts with the steam to form 

CO2, tending to increase greenhouse gas emissions [5]. The P2G 

technology is of substantial interest to renewable-dominated 

HFSs. These HFSs can integrate one or several types of re-

newables for H2 production, such as H2-PVT [18], wind-H2- 

battery [19], wind-photovoltaic-H2-battery [20], solar-H2-fuel 

cell [21], biomass- H2-PVT [22], and were investigated with 

respect to cooperative operation and control, optimal sizing and 

planning, techno-economic assessment, exergy efficiency pro-

motion, and energy cogeneration. However, the low H2 produc-

tion efficiency as well as the impact of dramatic electrolysis 

current fluctuations on the life degradation cost of electrolyzers 

is not well addressed. 

Also, H2 production from biomass by thermochemical con-

version, such as pyrolysis and gasification, is an effective way to 

obtain H2 fuel [23]. The external heat source is indispensable to 

provide a high-temperature operating condition (i.e., 600-1,000 

℃) for thermochemical conversion of biomass, and thus leads to 

extra energy consumption costs. Additionally, biomass aqueous 

electrolysis is acknowledged as an emerging technology for 

green H2 production from biomass at intermediate temperatures 

with no need for the stringent operating condition [11],[24]. 

Extensive researches on biomass electrolysis in terms of tem-

perature-dependent kinetic modelling, electrochemical reaction 

mechanism discovery, as well as combining experiment and 

theory analysis for various native biomass feedstock and elec-

trocatalysts have been reported in [24]-[26] to facilitate H2 yield 

rate. Further studies on techno-economic analysis of a so-

lar-powered biomass electrolysis pathway and a streamlined 

biomass-H2-electricity conversion design were investigated in 

[27],[28]. Nevertheless, the synergies and complementarities 

among biomass and other RESs for on-site H2 production to 

meet demands of HVs at HFSs are not involved yet. 

C. Contribution

In this paper, an on-site H2 production method from hybrid

RESs along with a hierarchical coordinated control strategy is 

designed for renewable-dominated HFSs to enhance the green 

H2 yield rate and suppress the electrolysis current fluctuation. 

The key contributions of this study are threefold: 

1) A multi-renewable-to-hydrogen production method based

on electrochemical effects is proposed to facilitate the H2 pro-

duction rate while reducing electricity consumption costs. The 

available wind and solar outputs are utilized to heat and power 

biomass electrolysis for H2 production, significantly enhancing 

the electrolysis efficiency during the oxidative depolymerization 

of native biomass and electron (e-) extraction processes. 

2) A capsule network (CN)-based H2 demand forecasting

model is formulated to estimate the gas load for HFS with the 

spatio-temporal traffic sequence data. The underlying spatial 

features and temporal dependencies of traffic flows in the 

transportation network are extracted by multi-dimensional 

capsule vectors and learned by dynamic routing-by-agreement 

mechanism iteratively. 

3) A two-layer multi-variable coordinated control strategy is

developed to suppress high fluctuations in electrolysis current 

caused by RES uncertainties. Multi-energy conversions and 

storages for H2 production are optimized in the upper layer to 

maximize the operation revenue, while the electrolysis current 

fluctuation is suppressed with fast-response battery energy 

storage (BES) in the lower layer based on the MPC framework. 

II. MULTI-RENEWABLE-TO-HYDROGEN MODELING

A. Electrochemical hydrogen production mechanism

Fig. 1 Schematic illustration of multi-renewable-to-hydrogen production

As shown in Fig. 1, the chemical-electrolysis reaction of 

multi-renewable-to-hydrogen production is generally conducted 

in an electrolyzer cell, where a PEM is sandwiched between a 

graphite-felt anode and a carbon cathode [12]. The biomass 

electrolysis for green H2 production can be powered by a DC 

electric potential provided by wind and solar generations. The 

conversion pathway and electrochemical reaction rate of poly-

meric biomass molecules strongly depend on the type of cata-

lysts and electrolysis temperature [11],[26]. Here, the aqueous 

polyoxometalate (POM), one of the best-performing and inex-

pensive water-soluble molecular metal-oxide clusters, is adopted 

as the catalyst and e- mediator for accelerating the oxidative 

depolymerization of biomass and e- extraction [24]. In the 

aqueous POM electrolyte solution, the native biomass, including 

lignocellulose, grass and wood powders, can be directly oxi-

dized for electrolytic H2 production and exhibit the improved 

thermodynamics at elevated electrolysis temperatures. More 

specifically, the conversion process at the anode side begins with 

the biomass oxidation by POM to form a reduced POM complex 

(H-POM), while water molecule also serves as a proton (H+) 

donor in this process according to the reaction: Bio-

mass+H2O+POM→Oxidized products+CO2+H-POM. Note that 

the byproduct CO2 can be captured and absorbed by low-cost 

hydroxide adsorbents or ionic liquids, and applied to the energy 

industry such as methane production and enhanced oil recovery 

[22],[29]. Then, the reduced H-POM can be readily reoxidized at 

anode surface driven by the applied electric field. Meanwhile e- 

and H+ are released from H-POM into the anode electrode and 

electrolyte solution respectively on the basis of the reaction: 

H-POM→POM+H++e-. Finally, the released H+ mitigate through

the PEM to the cathode side and combine with e- from the ex-

ternal circuit to form H2 based on the reaction: 2H++2e-→H2.
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B. Modeling of multi-renewable-to-hydrogen production 

The electrolyzer cell voltage 𝑢c,𝑡 is sensitive and nonlinear to 

the operation temperature 𝑇c,𝑡 and electrolysis current 𝐼elz,𝑡, and 

corresponds to the sum of the reversible voltage 𝑢rev,𝑡 and ir-

reversible voltage 𝑢irrev,𝑡 [30]. The reversible voltage, namely 

the open circuit voltage, denotes the ideal minimum energy 

needed by the electrolytic reaction of biomass thermodynami-

cally. The irreversible voltage represents the extra energy re-

quired to overcome the kinetic reaction barriers and make the 

electrolysis reaction actually occur. Here, 𝑢rev,𝑡 can be obtained 

in an open circuit thermodynamic balance and calculated by a 

modified Nernst equation [18]. 𝑢irrev,𝑡 is modeled with an em-

pirical formula using polynomial and logarithm combinations by 

fitting the experimental data in [24],[30]. In general, an elec-

trolyzer stack shall be built consisting of the number of 𝑁c series 

cells to ensure sufficient H2 production, and the tempera-

ture-dependent electrode kinetics of the stack can be modeled, as 

follows, 

c, rev, irrev,t t tu u u= +                             (1) 

c,bio bio

rev, c, ref elz ref( ) ln[( )]
t

t t

RTG S
u T T H H

zF zF zF

 
= + − +    (2) 

2

1 2 c, 1 2 c, 3 c,

irrev, c, c,

c c

+ log( 1)
t t t

t t t

a a T b b T b T
u I I

A A


+ + +
= +   (3) 

s, c c,t tu N u=                                      (4) 

elz, s, c,t t tP u I=                                      (5) 

where ∆𝐺bio and ∆𝑆bio represent the changes in free Gibbs en-

ergy and entropy of the biomass electrolysis reaction, respec-

tively; z is the number of transferred e- per mole of H2 generated; 

R and F denote the ideal gas constant and Faraday constant, 

respectively; 𝑇ref and 𝐻ref are the standard reference tempera-

ture and pressure; 𝐻elz and 𝐴c represent the partial pressure of 

the produced H2 and area of electrode; 𝑎1 and 𝑎2 are parameters 

associated with the ohmic resistance; 𝑏1, 𝑏2, 𝑏3, and 𝜎 are pa-

rameters related to activation and concentration overvoltage; 

𝑢s,𝑡 and 𝑃elz,𝑡 represent the electrolytic stack voltage and power. 

On the basis of Faraday’s law, the H2 production rate of an 

electrolyzer cell is approximately proportional to the electrolysis 

current, and thus the hydrogen production rate 𝑚s,𝑡 at time t in a 

stack can be expressed as follows, 

2s, c F, c, H( )t t tm N I M zF=                           (6) 

2

c, c

F, 4 5 c,2

3 4 c, c, c

( )
( )

( ) ( )

t

t t

t t

I A
b b T

a a T I A
 = +

+ +
            (7) 

2elz, s, H elz,t t tm Q P =                               (8) 

where 𝑀H2
 denotes the molar mass of H2; 𝜂F,𝑡  is the Faraday 

efficiency at time t, which is defined as the ratio of the actual 

amount of H2 produced to the theoretical value. An empirical 

expression of 𝜂F,𝑡 is derived by fitting the measured data of the 

experiments in [24],[30], where 𝑎3, 𝑎4, 𝑏4, and 𝑏5 are empirical 

parameters. 𝜂elz,𝑡  and 𝑄H2
 represent the electrolysis efficiency 

and heating value of H2, respectively. 

Apart from providing electric power for biomass electrolysis, 

the available wind and solar generations can also be harvested 

for heating the electrolyzer to enhance the H2 production rate 

and efficiency. A resistance-capacitance (R-C) thermodynamic 

network model is developed to investigate the thermal interac-

tions within the electrolyzer under the internal Joule heat gen-

erations and external RES energy injections, as illustrated in Fig. 

2. Since the structure/material and surroundings of the electro-

lyzer at all directions can be regarded as the same, the heat 

storage and transfer of electrolyte and peripheral wall are han-

dled with the classical lumped parameter method in [31] by 

using equivalent thermal capacitances 𝐶c, 𝐶w and resistances 𝑍c, 

𝑍w, 𝑍o at one direction. The temperatures of electrolyte, wall, 

and ambient air 𝑇c,𝑡 , 𝑇w,𝑡 , 𝑇o,𝑡  are denoted by nodes at their 

geometrical center. The peripheral wall node links to the internal 

and external nodes via thermal resistances (𝑍c + 𝑍w/2)  and 

(𝑍o + 𝑍w/2)  to denote inside and outside conduc-

tive/convective heat transfer properties. Then, the thermal in-

teractions among the electrolyte, wall, and ambient air can be 

governed by nodal analysis, as follows, 

2w, RES s, H,

c, c

c

c

c w

,

c c

c

,

,

/ 2
t

t tt

t

t td m Q
I u

T T T E
C

dt Z Z N N

tt
t


+  −

−
= +

+
  (9) 

, ,RES hf ef B,( )t t tE E E = +                     (10) 

w, w,

w

c w

,

o w

w c, o,

/ 2 / 2

t t tt tdT T T T T
C

dt Z Z Z Z

− −
= +

+ +
             (11) 

where 𝐸RES,𝑡 represents the controllable RES energy feedbacks, 

including electricity 𝐸ef,𝑡 and heating energy 𝐸hf,𝑡, for heating 

electrolyzers at the tth time slot; Δ𝑡 is the length of per time slot; 

𝜂B is the conversion efficiency of the electric boiler. The four 

terms on the right hand of (9) denote the heat flux from the wall 

to the electrolyte driven by temperature differences, heating 

energy injections from RES feedbacks, Joule heating caused by 

electrolysis current, and enthalpy change for endothermic H2 

evolution reaction. Hence, with the thermodynamic model in 

(9)-(11), the operation temperature dynamics of electrolysis 

climate can be captured and predicted, offering an essential basis 

to coordinately control the electrolysis temperature and current 

for H2 production enhancement. 

 
Fig. 2 R-C thermodynamic network model of the electrolyzer 

All in all, a multi-renewable-to-hydrogen production model 

based on electrochemical effects is formulated in (1)-(11) to 

analyze the H2 yield rate and electrolysis efficiency under dif-

ferent operation temperatures, currents, and voltages. In this 

model, the available wind and solar outputs can be harvested to 

heat and power biomass electrolysis for H2 production so as to 

enhance the electrolysis efficiency during the oxidative depol-

ymerization of native biomass and e- extraction processes while 

facilitating the utilization of local RESs. The temperature dy-

namics within the electrolysis climate can be captured using the 

developed R-C thermodynamic network. 

III. HIERARCHICAL COORDINATED CONTROL STRATEGY 

A. Multi-renewable-to-hydrogen production system 

Fig. 3 depicts the developed multi-renewable-to-hydrogen 

production system for on-site HFS to satisfy H2 fuel demands 

from HVs. Wind and solar energy can be harvested by the wind 

turbine (WT) and photovoltaic thermal (PVT) unit to power the 

biomass electrolysis for H2 production in the electrolyzer stack.  
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                 (12) 

Here, the PVT unit is referred as a renewable cogeneration unit 

combining photovoltaic (PV) modules and thermal collectors to 

concurrently produce electricity and low-temperature heat from 

solar radiation energy [9]. Water acts as a medium to extract heat 

from PVT unit, and the mass flow rate of water replenishment 

can be controlled to obtain the required quantities and qualities 

of thermal energy. Moreover, the thermal energy generated by 

the PVT unit and waste heat recovered from the fuel cell (FC) 

are transmitted in the form of hot water through annular water 

pipelines to heat the electrolyzer stack so as to accelerate the 

electrochemical reaction rate of H2 production. The water cir-

culation can be driven by water pumps and its flow rate is gov-

erned by valve regulation [22]. The produced gaseous H2 can be 

reserved in the hydrogen storage tank (HST) for later use to meet 

high H2 fuel demands from the transportation network, or con-

verted back into electricity by FC to opportunistically perform 

energy arbitrage in the electricity market. The compressor is 

installed at the upstream of dedicated H2 pipelines to provide the 

pressure needed to transport/store H2 fuel and control the mass 

flow rate by adjusting the pipe pressure [6]. Besides, to decrease 

the degradation cost of electrolyzer stack, the fast-response BES 

is utilized to mitigate dynamic fluctuations in electrolysis cur-

rent induced by the intermittent and volatile nature of RESs. 

Consequently, multi-energy couplings and feedback connec-

tions are established to promote the operating controllability and 

flexibility of the HFS for efficient H2 production from hybrid 

renewables. 

 

Fig. 3 Multi-renewable-to-hydrogen production system for HFS 

A multi-energy coupling matrix M is formulated to indicate 

energy conversion efficiencies, energy allocations, and sys-

tem-internal topology, as shown in (12). Specifically, 𝜂FC
e  and 

𝜂FC
h  denote the gas-electric and gas-heating conversion effi-

ciencies of the FC; 𝑣FC,𝑡, 𝑣B,𝑡, 𝑣g,𝑡, and 𝑣e,𝑡 represent the energy 

allocation coefficients of input energy for FC, electric boiler, 

HVs, and electricity market at time t; The input energy includes 

electrical and thermal outputs of WT and PVT 𝑃WT,𝑡 , 𝑃PVT,𝑡
e , 

𝑃PVT,𝑡
h , net outputs of BES and HST 𝑃BES,𝑡 and 𝑚HST,𝑡, H2 output 

of the electrolyzer stack, as well as the electricity purchased 

from local grid 𝑃gd,𝑡 for H2 production in case of insufficient 

RES generations under extreme weather conditions; 𝐿g,𝑡 and 𝐿e,𝑡 

are the H2 demands and electricity sold of HFS at time t. 

As the product of energy allocation coefficients increases the 

nonlinearity of the multi-energy coupling model (12), a state 

variable-based approach is exploited to avert this nonlinearity by 

designating state variables for inputs/outputs of multi-energy 

conversion devices [31]. Taking the FC as an instance, its elec-

tricity output at time t can be denoted as a state variable 𝐸FC,𝑡, 

and the input energy from H2 fuel can be represented by 

𝐸FC,𝑡/𝜂FC
e  without introducing the energy allocation coefficient 

𝑣FC,𝑡. In this way, the input power consumptions of the com-

pressor and electrolyzer stack 𝑃com,𝑡  and 𝑃elz,𝑡 , electrical and 

heating energy feedbacks for electrolyzer heating 𝐸ef,𝑡 and 𝐸hf,𝑡, 

are combined with the input variables in (12) to form a new state 

variable vector, as shown in (13). Moreover, a new multi-energy 

coupling matrix M’ is formed to depict the couplings and syn-

ergies among these state variables, which is sparser for efficient 

computations and exhibits greater scalability with integration of 

additional energy converters compared to matrix M. 
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B. Hydrogen demand forecasting model 

The construction of HFSs is usually located at road junctions 

to capture traffic flows as many as possible for maximizing the 

economic revenue, and the short-term prediction of H2 demands 

from HVs is essential for HFSs to make optimal decisions on H2 

production and storage. Though the refueling events in HFSs are 

hardly to be foreseen directly due to the random driving and 

parking behaviors of HVs, the H2 load of an HFS is strongly 

influenced by the traffic state of its neighboring roadways 

[5],[32]. Therefore, a CN-based H2 demand forecasting model 

based on the spatio-temporal traffic sequence data is presented 

to estimate the time-varying gas loads of HFS. Firstly, the traffic 

flow of a roadway link is defined as the number of vehicles 

passing through that link, and the transportation network is 

segmented by lots of grids with a specific spatial latitude and 

longitude range, e.g., 0.0001º × 0.0001º [33]. The value of each 

grid represents the number of vehicles on the roadway passing 

through this grid, and thus these grids can be served as pixels to 

Biomass

Wind

Solar

WT

PVT

Electrolyzer stack

BES

HST

Electricity
 market

HVs

H2

Electricity

Heat

Boiler

H+

H-POM

POM

Anode Cathode 
PEM

e-

H+

H+

H+

Transformer

FC

H2

Electricity Hydrogen Heat



5 

 

indicate the traffic state. In this way, the transportation network 

at a given time point is displayed as an image, and image se-

quences over a historical time period can be used as data samples 

for CN training and testing. 

 

Fig. 4 CN-based H2 demand forecasting architecture 

Then, a CN architecture, composing of the convolutional 

layer, capsule layers, and fully connected layer, is designed to 

extract the spatial features of traffic flows and capture the tem-

poral dependencies in traffic sequence data for H2 demand pre-

diction, as shown in Fig. 4. Here, different abstract features 

induced by spatial influence factors, such as connection topol-

ogy, spatial structure, traffic capacity, distance and length of 

roadway links, are implied in traffic flows, which are known as 

the spatial features of the traffic flows [34]. Due to the interac-

tive effects among traffic flows in different roadway links, in 

especial the adjacent or connected links, the first convolutional 

layer is used to preliminarily extract the low-level local spatial 

features of traffic flows over small regions from the input traffic 

images. The convolutional operations with sliding windows are 

then performed in the primary capsule (P-Cap) layer to convert 

the scalar outputs of neurons into primary capsules in the vector 

form. Here, a capsule is a multi-dimensional vector neuron en-

capsulating the instantiation parameter information to represent 

the distinguishing features of an object [33]. The length of a 

capsule indicates the detection probability of a feature, while its 

direction encodes the state of the feature, such as road rotation 

angle, length, and topology. The spatial capsule (S-Cap) layer is 

used to capture the spatial relationships among local spatial 

features implied in P-Caps and form a set of advanced capsules 

by dynamic routing-by-agreement mechanism, as follows, 

ˆ
ij ij i

=μ W μ                             (14) 

exp( )

exp( )

r

ijr

ij r

ijj





=


                        (15) 

ˆr r

j ij j ii
=ψ μ                           (16) 

2

2

1

r r
j jr

j rr
jj

=
+

ψ ψ
v

ψψ
                       (17) 

ˆr r r

ij ij j j i
 = + v μ                          (18) 

where 𝛍𝑖 , 𝛍̂𝑗|𝑖 , and 𝐖𝑖𝑗  represent the local spatial feature ex-

tracted by a P-Cap i, predicted feature for an advanced capsule j 

by P-Cap i, and weight matrix of the affine transformation, re-

spectively. In the rth iteration, routing logit 𝜀𝑖𝑗
𝑟  and coupling 

coefficient 𝜑𝑖𝑗
𝑟  denote the log prior probability and normalized 

probability of capsule i coupled to capsule j; Determined by the 

softmax function (17), the coupling coefficients between capsule 

i and all the advanced capsules in S-Cap layer sum to 1; The 

input vector 𝛙𝑗
𝑟 to an advanced capsule j is the weighted sum 

over all predicted vectors 𝛍̂𝑗|𝑖  from P-Caps layer; 𝐯𝑗
𝑟  is the 

output vector of capsule j after the nonlinear squashing operation 

to ensure that the length of the vector can denote the existence 

probability of the extracted features. Note that the dot product 

𝐯𝑗
𝑟 ∙ 𝛍̂𝑗|𝑖 is treated as the agreement between the current output 

𝐯𝑗
𝑟 of advanced capsule j and the prediction 𝛍̂𝑗|𝑖 from P-Cap i. 

Hence, the routing logits and coupling coefficients can be itera-

tively refined by measuring this agreement and a set of spatial 

capsules are generated to exhibit the global spatial features of 

traffic flows. 

Subsequently, the extracted spatial features at different time 

points are chronologically encoded in time dimension with time 

capsules (T-Caps) to capture potential nonlinear temporal 

characteristics of traffic flows. Similarly, through the iterative 

dynamic routing process, the spatio-temporal capsules (ST-Caps) 

can be formed, containing the spatio-temporal correlations of 

traffic flows. A linear layer reshapes the multi-dimensional 

spatio-temporal data to one-dimensional form for the conven-

ience of a full-connected regression layer to derive the final 

predicted value of traffic flows in multiple roadway links. Fi-

nally, the H2 load of an HFS at time t can be forecasted on the 

basis of the mean arrival rate 𝜅𝑙,𝑡 and traffic flow 𝑓𝑙,𝑡 on each 

roadway link, as follows, 

g, HV, HV , , ,( ( , ))t t l t l t l tl
L m f Ta =                   (19) 

,

,

l t

l t
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(1 ), 0
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l t
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
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


   (22) 

,

,

l

l t

l t

Le
Ta

v
=                                    (23) 

where 𝜌𝑙,𝑡  and 𝑣𝑙,𝑡  denote the traffic flow density and mean 

velocity on roadway link l at time t, respectively; 𝑣𝑙,free, 𝜌𝑙,max, 

and 𝜌𝑙,jam are the maximum free-flow velocity, maximum den-

sity, and critical density at which the traffic flow transitions from 

free-flow state to congested state; 𝜒𝑙 and 𝐿𝑒𝑙 represent the traffic 

capacity and length of roadway link l; 𝑚HV,𝑡 is the H2 dispersing 

rate for an HV in HFS at time t; 𝜔HV denotes the proportion of 

HVs among all vehicles in the local region at which the HFS 

locates. Generally, 𝜔HV and 𝜌𝑙,jam are empirical values based on 

the observed historical traffic data [35]. A modified Da-

ganzo-Newell velocity model with a linear function in free-flow 

state and a hyperbolic expression in congestion state is adopted 

to calculate 𝑣𝑙,𝑡, as shown in (22) [34],[36]. 𝑇𝑎𝑙,𝑡 is the mean 

arrival time of vehicles on roadway link l, and the expected 

number of arrival vehicles in each time slot, i.e., the mean arrival 

rate, can be estimated based on the obtained 𝑇𝑎𝑙,𝑡. 

C. Optimization objective 

A two-layer multi-variable coordinated control strategy in-

corporating the electrolysis current, voltage, temperature, and 

multi-energy outputs of various conversion and storage devices 

is developed for the economic operation of the renewable- 

dominated HFS. Fig. 5 schematically depicts the hierarchical 

structure of the developed control strategy based on the MPC 
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framework, in which ∆𝑡lo and ∆𝑡up represent the length of each 

control time slot in the lower and upper layers, respectively. In 

the upper layer, the optimal discrete-time operation trajectories 

of the electrolyzer stack, HST, BES, FC, and electric boiler over 

the time horizon 𝑡up can be obtained, and the upper optimization 

is recursively carried out every ∆𝑡up with rolling procedures. It 

is worth noting that only the control instructions for the first time 

slot of 𝑡up will be forwarded and performed as the reference 

values in the lower layer [37]. Then, the time horizon rolls for-

ward to the next slot, and the current time slot ∆𝑡up is equally 

divided into n smaller time slots ∆𝑡lo in the lower layer. After-

ward, the lower layer makes its own optimization to closely 

match the reference operation trajectories and actual ones after 

the realization of RES and H2 load forecast errors in each ∆𝑡lo. 

After time ∆𝑡up, the lower layer feeds back the resulting state 

variables such as SOC of H2 and electricity storages back to the 

upper layer for HFS control optimization in the next iteration. 

 
Fig. 5 Hierarchical structure of the proposed coordinated control strategy 

More specifically, based on the forecasting of the forthcoming 

RES generations and H2 fuel demands over 𝑡up, the aim of the 

upper layer is to maximize the total profit of the HFS, including 

the expected revenue from selling H2 fuel to HVs and making 

energy arbitrage in the electricity market. The associated system 

operation cost contains the degradation costs of the BES and 

electrolyzer stack, 𝐵𝐷𝐶𝑡 and 𝑆𝐷𝐶𝑡, as shown in (25) and (26), 
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where 𝜆𝑡
g
 and 𝜆𝑡

e are the market prices of H2 and electricity at 

time t. Here, the degradation cost caused by charg-

ing/discharging actions of BES is modelled as a series of equal 

payments during its lifetime based on the engineering economic 

principle [38]. 𝐶𝑜b and 𝐶𝑜c denote the capital costs for BES and 

electrolyzer cell; 𝐸b, 𝐸b
av, 𝑆b, 𝑟b, and 𝜔 represent the rated ca-

pacity, average amount of daily processed energy, salvation 

value ratio, equivalent daily discount rate, and wear coefficient 

of BES, respectively; 𝑃ch,𝑡 , 𝑃dis,𝑡 , 𝜂ch , and 𝜂dis  indicate the 

charging/discharging power and efficiencies of BES, respec-

tively. Compared to the BES, the electrolyzer has different 

degradation mechanism and its degradation cost is primarily 

resulted from the operation time, start-stop condition, and in 

especial electrolysis current fluctuation [13]. 𝑑su, 𝑑sd , and 𝑑f 

are unit costs of electrolyzer startup, shutdown, and electrolysis 

current fluctuation, respectively [31]; 𝜏s,𝑡 is a binary variable, 0 

or 1, to denote the operation state of the stack; 𝐼c
ra and 𝜗c rep-

resent the rated electrolysis current and estimated lifetime of the 

electrolyzer cell given by the manufacturer. 

The objective of the lower layer is to minimize the deviations 

from the reference operating setpoints and suppress high fluc-

tuations in electrolysis current after the realization of RES and 

H2 load forecast errors in each ∆𝑡lo. Due to the short time-scale 

variability of wind and solar generations, the dispatchable BES 

with fast response time and high energy density is rescheduled to 

compensate the electrolytic power shortage and suppress the 

electrolysis current fluctuation for reliable and efficient H2 

production, as follows, 

I c, ' c,

T c, ' c,

' c,ma

2

2

x

c

2

,m m xax ' a

( ) ( )
Min

+ ( ) ([ )

+
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t t

t t t t

t tBDC BDC I I
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I

T

n 



−  
 

+  − −ς ς ςσ
    (27) 

where 𝑡′ denotes the 𝑡′th time slot in the lower layer; 𝛓𝑡 and 𝛓𝑡′ 

are the referenced and actual vectors incorporating multi-energy 

output variables of FC, HST, and boiler at time slot 𝑡 and 𝑡′, 

respectively; 𝜎I , 𝜎T , and 𝛔  are cost weighting coeffi-

cients/vectors; 𝐼c,max , 𝑇c,max , and 𝛓max  represent the upper 

bounds of the state variables. Compared with the conventional 

current-controlled-alone H2 production method, the electrolysis 

current and temperature are coordinated controlled to maintain 

the scheduled H2 yield rate and electrolysis efficiency. After 

time n∆𝑡lo, the lower layer feeds back the updated state variables, 

such as the electrolysis temperature, SOC of BES and HST, to 

the upper layer for H2 production and storage optimization in the 

next 𝑡up. This rolling and control procedure will be repeated 

iteratively based on the continuously updated forecasting of RES 

outputs and H2 fuel demands at HFSs. 

D. System constraints 

1) Multi-energy output constraints: The outputs of the FC, 

electric boiler, BES, and HST should be subject to their output 

limits 𝐸FC,max , 𝐸B,max , 𝑃ch,max , 𝑃dis,max , 𝑚HST,min  and 

𝑚HST,max [15],[39]. Besides, the electrolysis temperature should 

not exceed the allowable maximum operation temperature 

𝑇c,max to protect the PEM from dehydration which may result in 

low proton conductivity, as follows, 

FC, FC,max0 tE E                            (28) 

B ef , B,max0 tE E                           (29) 

ch, ch,max ch,0 t tP P                           (30) 

dis, dis,max dis,0 t tP P                          (31) 

ch, dis, 1t t +                              (32) 

HST,min HST, HST,maxtm m m                         (33) 

c, c,max0 tT T                                    (34) 

where 𝜑ch,𝑡 and 𝜑dis,𝑡 are binary variables to denote the charg-

ing and discharging states of the BES at time t. 

2) H2 and electricity storage constraints: The state of charge 

(SOC) of BES and HST in each time slot should be constrained 

within their physical lower and upper bounds to avoid being 

over-charged and over-discharged [40]. The H2 storage pressure 

𝐻HST,𝑡  should also be constrained within the allowable lower 

and upper bounds, 𝐻HST,min and 𝐻HST,max, as follows, 

BES,min BES, BES,maxtSOC SOC SOC                  (35) 
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HST,min HST, HST,maxtSOC SOC SOC                 (36) 

BES, BES, 1 c ch, dis i,h d s b[( ) ]tt t tSOC SO P EP tC  − − = +     (37) 

ra

HST, HST, 1 HST, HSTt t tSOC SOC m mt− = −             (38) 

1

c, HST,

com, s,

cmp elz

[ 1]
( 1)

k

k
t t

t t

kRT H
P m

k H

−

 
= − 

−  
             (39) 

2

raHST

HST, HST, -1 HST, 1 HST HST,

HST H

+ ( )t t t t

RT
H H SOC m m t

V M
−= −   (40) 

HST,min HST, HST,maxtH H H                       (41) 

where 𝑆𝑂𝐶BES,𝑡 and 𝑆𝑂𝐶BES,𝑡−1 are the SOC of BES at time t 

and t-1, respectively; 𝑆𝑂𝐶HST,𝑡 and 𝑆𝑂𝐶HST,𝑡−1 are the SOC of 

HST at time t and t-1, respectively; 𝑆𝑂𝐶BES,min and 𝑆𝑂𝐶BES,max 

represent the lower and upper SOC bounds for electricity storage 

of BES; 𝑆𝑂𝐶HST,min and 𝑆𝑂𝐶HST,max denote the lower and upper 

SOC bounds for H2 storage of HST; 𝑇HST, 𝑉HST, and 𝑚HST
ra  de-

note the standard operation temperature, volume and rated en-

ergy capacity of HST, respectively; The input power of the 

compressor is calculated based on the polytropic compression 

model in [15]. k and 𝜂com  are the polytropic coefficient and 

compression efficiency, respectively. 
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Set the initial control time t'=t

Import the actual on-site H2 demands from HVs and RES outputs at time t'
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Fig. 6 Flowchart of two-layer coordinated control strategy 

The operational constraints (28)-(41) should be observed for 

both upper and lower layers. In addition, due to the volatile 

electrolysis power provided by RESs, the sudden increasing or 

decreasing of the electrolysis current within a short-time period 

would cause the mechanical wear and chemical degradation of 

the PEM and electrode [14]. To alleviate the impact of elec-

trolysis current fluctuations on the degradation of the electro-

lyzer stack, the current change between two consecutive time 

slots should be controlled within the allowed maximum value 

𝐼c,lim in the lower layer, as follows, 

c, ' c, ' 1 c,limt tI I I−−                             (42) 

In summary, the implementation flowchart of the proposed 

two-layer coordinated control strategy is outlined in Fig. 6. The 

upper layer maximizes the expected profit of the HFS over a 

finite time horizon, and passes the optimal operating set points 

of HFS equipment to the lower layer as control references. The 

lower layer follows the control instructions from the upper layer 

while suppressing high electrolysis current fluctuations at 

smaller timescales. The system state variables are updated after 

the lower optimization and fed back to the upper layer for the 

next rolling optimization. In this way, the optimization decisions 

made by two layers dynamically interact with each other to 

improve the economic benefit of HFS. 

IV. CASE STUDY 

A. System data 

A small-scale test system with the same configuration as il-

lustrated in Fig. 3 is presented to verify the superior performance 

of the proposed methodology. In this system, the installed ca-

pacities of WT and PVT are 2 MW and 3 MW, respectively. The 

carbon-steel Type I HST with the rated volumetric storage den-

sity of 23 kg/m3 and volume of 2 m3 is adopted for H2 storage 

[19]. For low-cost and safe operation, the allowable storage 

pressure of HST is in the range of 300-500 bar and the standard 

operation temperature is set to 298 K [20],[30]. The technical 

specifications of the electrolyzer stack and multi-energy con-

version devices are gathered from [20],[24],[31],[40] and listed 

in Table I. The real-world H2 demand profile of an HFS located 

in Shanghai, China is adopted, and the historical traffic data of 

roadway links in the transportation network are extracted from 

Gaode Maps for training and validation. The proportion of HVs 

among all vehicles in the studied region is about 62%. The 

maximum free-flow velocity and critical traffic density of each 

roadway link are set to 70 km/h and 10 vehicles/km, respectively 

[34]. The state-of-the-art forecasting methods in [41],[42] are 

used for the prediction of wind and solar generations. The re-

al-time electricity price is obtained from [37], and the H2 price 

usually has a fixed value in practice, i.e., 12 $/kg [1]. The H2 

dispersing rate for each HV is set to be 3 kg/min [32]. The 

rolling horizon optimization of multi-energy conversions and 

storages for H2 production is executed over a 24-hour horizon, 

and the lengths of time slots in the upper and lower layers are set 

to 15 minutes and 5 minutes, respectively [37]. 

TABLE I 

TECHNICAL SPECIFICATIONS OF HFS DEVICES 

E
le

ct
ro

ly
ze

r 

st
ac

k
 

𝑁c=4000, z=2, 𝐴c=0.268 m2 𝑀H2
=2 g/mol, F=96485 C/mol 

𝑎1=50, 𝑎2=2.5 𝑎3=8.05×10-3 Ω∙m2 

𝑎4=-2.5*10-5 Ω∙m2∙K 𝑏1=-1.002 m2/A, 𝑏2=8.424 m2∙K 

𝑏3=247.3 m2∙K2, 𝑏4=1 𝑏5=0.0085, 𝜎=0.185 V 

∆𝐺bio=2.894*104 J/mol ∆𝑆bio=16.402 J/(K∙mol) 

𝑇ref=298 K, 𝑄H2
=1.4*108 J/kg 𝐻ref=1 atm, 𝐻elz=1.476 atm 

𝐶c=625 kJ/K, 𝐶w=467 kJ/K 𝑍c=0.167 K/W,𝑍w=1.659 K/W 

𝑍o=2.149 ℃/W, 𝐼c
ra=536 A R=8.314 J/(K∙mol), 𝐼c,lim=804 A 

𝐶𝑜c=300 $, 𝜗c=2.1×105 h 𝑇c,max= 353 K, 𝑑f=8.8×10-6 $/A 

𝑑su=3.9×10-4 $/on 𝑑sd=1.9×10-4 $/off 

BES 

𝑃ch,max=𝑃dis,max=500 kW 𝜂ch=0.93, 𝜂dis=0.93 

𝑆𝑂𝐶BES,min=0.2 𝑆𝑂𝐶BES,max=0.9 

𝐶𝑜b=150 $/kWh, 𝐸b=1000 kWh 𝑟b=0.013%, 𝑆b=60% 
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HST 

𝑚HST,min=-20 kg/h, 𝜂cmp=0.73 𝑚HST,max=20 kg/h, 𝑚HST
ra =46 kg 

𝑆𝑂𝐶HST,min=0.2, 𝑉HST=2 m3 𝑆𝑂𝐶HST,max=0.9, 𝑇HST=298 K 

𝐻HST,min=300 bar 𝐻HST,max=500 bar 

FC 𝜂FC
e =0.7, 𝜂FC

h =0.25 𝐸FC,max=2.5 MW 

Boiler 𝜂B= 0.7 𝐸B,max=100 kW 

B. Comparative results and analysis 

Four schemes are performed to investigate the effectiveness 

and superiority of the proposed methodology: 1) Scheme 1 is the 

proposed multi-renewable-to-hydrogen production method with 

the two-layer multi-variable coordinated control strategy in 

Sections II and III; 2) Scheme 2 performs multi-renewable-to- 

hydrogen production as in scheme 1, but the electrolysis tem-

perature control and thermal energy feedback from RES outputs 

for electrolyzer heating are not considered; 3) Scheme 3 adopts 

the mainstream commercial AEL based P2G in previous litera-

ture [8] for on-site H2 production at HFSs; 4) Scheme 4 uses the 

H2 demand forecasting model in [32] where the HV arrival rate, 

H2 fueling amount and dispensing rate at HFS follow the specific 

probability distributions based on the historical statistical data. 

Fig. 7 Operation conditions of electrolyzer with schemes 1-4 

 
Fig. 8 H2 production of HFS with schemes 1-4 

Fig. 7 depicts the operation conditions of electrolyzer cells, 

including the controlled electrolysis current, voltage, tempera-

ture, and RES energy feedbacks for electrolyzer heating, with 

schemes 1-4 over a 24-hour horizon. The 24-hour H2 yield of the 

HFS is illustrated in Fig. 8. It can be found that schemes 1 and 4 

can effectively suppress fluctuations of electrolysis current for 

H2 production during hours 7-8 and 12-24 to reduce the elec-

trolyzer degradation cost. Besides, the electrolysis voltage in-

creases with the current and is also affected by the temperature. 

For example, the electrolysis current of scheme 3 is similar to 

those of schemes 1 and 4 during hours 17-19 while its voltage is 

higher due to the lower operation temperature. Essentially, the 

irreversible losses and Gibbs free energy change of the biomass 

electrolysis reaction tend to decrease as the reaction temperature 

is raised, and thus the electrolysis voltage decreases with the 

increased temperature in schemes 1 and 4. Moreover, it can be 

observed that the electrolysis voltage in scheme 3 is much larger 

compared to other schemes because the four-e- nature of oxygen 

evolution reaction of water electrolysis requires a higher voltage 

input than that of the biomass oxidation to afford the same 

electrolysis current. Additionally, since there is abundant solar 

irradiation during hours 10-17, a large amount of thermal energy 

from PVT is harvested to heat up the electrolyzer for H2 yield 

rate enhancement in schemes 1 and 4. As wind energy is usually 

plentiful in the night, the renewable power from WT is primarily 

used for driving biomass electrolysis during hours 0-2 and 20-24 

with schemes 1-4. 

 
Fig. 9 SOC of HST and BES with schemes 1-4 

 
Fig. 10 Power outputs of FC with schemes 1-4 

 
Fig. 11 Thermal energy outputs of electric boiler with schemes 1-4 

 
Fig. 12 Electricity purchased from the grid with schemes 1-4 

The energy outputs of various storage and conversion devices 

and the electricity purchased from the grid with schemes 1-4 are 

depicted in Figs. 9-12. It can be observed that the HST offers a 

large storage capacity for redundant wind and solar generations, 

and the charging/discharging actions of BES can provide a cer-

tain degree of flexibility for suppressing electrolysis current 
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fluctuations. Compared with the other schemes, scheme 1 can 

better coordinate the storage, conversion, and trading of H2 and 

electricity to increase the profit of HFS. For instance, as the 

thermal energy feedback from RESs for electrolyzer heating is 

not considered in scheme 2, less amount of H2 is produced and 

thus the total electricity output from FC for energy arbitrage in 

the electricity market is less during off-peak H2 demand hours 

13-16 compared to scheme 1, as shown in Fig. 10. Additionally, 

the boiler outputs are pretty low as shown in Fig. 11, indicating 

that the conversion of renewable electricity to heating energy 

and finally to the chemical energy of H2 is inefficient. Besides, it 

can be found from Fig. 12 that in schemes 1-4 the extra elec-

tricity has to be purchased from the grid to drive biomass elec-

trolysis for H2 production in hours 7-9 due to insufficient WT 

and PVT outputs, while the largest amount of electricity is re-

quired in scheme 3 because of its low electrolysis efficiency. 

TABLE II 

COMPARATIVE SYSTEM PERFORMANCE RESULTS OF SCHEMES 1-4 

Scheme 1 2 3 (P2G) 4 

Total daily profit ($) 9269.10 9013.55 8583.79 8999.37 

Hydrogen selling revenue ($) 9153.40 9153.40 9153.40 8817.10 

Electricity arbitrage ($) 538.76 445.61 24.55 632.67 

Electrolyzer degradation cost ($) 304.56 337.22 249.43 313.16 

Current fluctuation cost ($) 179.76 212.42 124.63 188.36 

BES degradation cost ($) 118.50 253.68 337.07 136.47 

Total degradation cost ($) 423.06 590.90 586.50 449.63 

Electrolysis efficiency (%) 84.64 75.63 69.29 82.07 

MAPE (%) 11.12 11.12 11.12 19.34 

The 24-hour system performance results of schemes 1-4 are 

listed and compared in Table II. It can be found that the current 

fluctuation cost accounts for a large proportion of the electro-

lyzer degradation cost, and scheme 1 can effectively suppress 

the current fluctuation with the most cost-effective control of 

BES charging/discharging operation. In addition, the contribu-

tion of thermal energy harvesting from RESs to the elevated 

electrolysis temperature in scheme 1 brings about an improve-

ment in electrolysis efficiency by 11.91% and a decrease in 

current fluctuation cost by 15.38% compared to scheme 2 with 

single electrolysis current control. Also, compared with the AEL 

based P2G scheme, scheme 1 can enhance the electrolysis effi-

ciency by 22.15% due to its lower overvoltage and thus less 

power consumption under the same electrolysis current. Besides, 

the outcome of the study suggests that the revenue from storing 

electricity in the form of H2 for later electricity generation is 

much smaller than the income from the H2 market (i.e., sup-

plying HVs). With the CN-based H2 demand forecasting model, 

scheme 1 can make more accurate prediction for H2 loads and 

obtain more revenue in the H2 market compared to scheme 4. All 

in all, it can be concluded that the proposed scheme 1 exhibits 

superior performance on system economic operation, facilitating 

the integration and utilization of hybrid RESs for on-site H2 

production at HFSs. 

C. Sensitivity analysis 

In order to further validate the robustness and superiority of 

the proposed scheme, schemes 1-4 are performed under different 

solar generation scenarios varying from 100% to 0% rated ca-

pacity of PVT unit. Fig. 13 illustrates the performance results of 

total daily profit of HFS with schemes 1-4. With the decreasing 

PVT unit generations, the HFS profit tends to gradually reduce 

as less amount of renewable electricity can be used to power 

biomass electrolysis for H2 production. The comparative results 

also demonstrate that the proposed scheme 1 can effectively 

coordinate multi-renewable-to-H2 production and exhibit supe-

rior economic benefits under various RES output scenarios, even 

in cloudy or rainy weather without solar energy. 

 
Fig. 13 Effects of different PVT outputs on HFS profit with schemes 1-4 

Moreover, in order to investigate the effects of the external 

environment of electrolyzer stack on the economic performance 

with the proposed scheme, Fig. 14 shows the results of total 

daily profit and electricity arbitrage under different ambient air 

temperatures ranging from 0 ℃ to 35 ℃. It can be observed that 

with the increase of ambient temperature, both the total daily 

profit and electricity arbitrage increase. This is because the 

conductive heat transfer from the electrolyzer to external envi-

ronment is reduced under high ambient temperatures and more 

thermal energy can be harvested to accelerate the biomass de-

polymerization and e- extraction processes. As a result, the H2 

yield is significantly promoted and the surplus H2 can be stored 

and opportunistically converted back into electricity by FC to 

make profit from the electricity market and enhance the total 

daily profit of HFS. 

 
Fig. 14 Effects of ambient temperature on HFS profit 

D. Discussion 

In order to illustrate the benefits of H2 load forecasting, the 

scheme 5 without H2 load forecasting is performed for compar-

ison, where the historical data of H2 load at the HFS are used for 

the operation optimization of multi-renewable-to-H2 production 

system. Table III shows the economic performance results of 

schemes 1 and 5. It can be found that with the proposed 

CN-based H2 load forecasting, the daily HFS profit in scheme 1 

can be improved by 16.64% compared to scheme 5. This is due 

to the fact that the H2 production and storage as well as opera-

tional control trajectories of various energy conversion devices 

are continuously optimized and adjusted based on the updated 

short-term H2 load forecasting results in future time horizons to 

maximize the expected profit. Since the forthcoming H2 load 

cannot be estimated in scheme 5, the control decisions on system 

operation over a finite time horizon are far from optimal and thus 

less revenue from H2 sales and more electrolyzer and BES 

degradation costs are resulted. 

On the other hand, the predicted cost of the proposed 

CN-based H2 load forecasting model primarily arises from the 

traffic flow data acquisition. Currently, there are various ways to 

actively detect real-time traffic flows and count vehicles, such as 

pneumatic road tube counting, radar microwave sensing, acous-

tic detection, and video detection, among which video vehicle 

detection and counting by supervisory cameras is widely used 
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due to the characteristics of low investment and maintenance 

cost, long service life, and high accuracy [34]. In addition, as a 

large number of traffic cameras have already been deployed in 

the transportation system by local government or private com-

panies, HFSs can pay investors for access to these cameras and 

thus save the device procurement cost. Hence, video vehicle 

detection offers a cost-effective way for HFSs to acquire plenty 

of traffic flow data, and the economic benefits of H2 load fore-

casting are much higher than the predicted cost. 

TABLE III 

COMPARATIVE ECONOMIC PERFORMANCE RESULTS OF SCHEMES 1 AND 5 

Scheme 1 5 

Total daily profit ($) 9269.10 7946.65 

Hydrogen selling revenue ($) 9153.40 7991.24 

Electricity arbitrage ($) 538.76 477.22 

Electrolyzer degradation cost ($) 304.56 320.26 

Current fluctuation cost ($) 179.76 195.46 

BES degradation cost ($) 118.50 201.54 

Total degradation cost ($) 423.06 521.81 

V. CONCLUSION 

In this paper, a multi-renewable-to-hydrogen production 

method along with a hierarchical coordinated control strategy is 

proposed for renewable-dominated HFSs to facilitate the green 

H2 yield rate and mitigate the electrolysis current fluctuation 

caused by RES uncertainties. The following are the key findings 

of this study: 1) With the coordinated control of electrolysis 

current, temperature, and charging/discharging of BES for H2 

production, the electrolysis current fluctuation cost is largely 

reduced and the electrolysis efficiency can be improved by 

11.91%; 2) Compared with the mainstream AEL based P2G 

scheme, the proposed H2 production method from hybrid RESs 

can enhance the electrolysis efficiency by 22.15% due to its 

lower voltage under the same electrolysis current, thus providing 

a cost-effective renewable-to-hydrogen pathway for HFSs to 

supply HVs; 3) The revenue from storing electricity in the form 

of H2 for later electricity generation and selling is much smaller 

than the income from selling H2 directly to HVs. Further 

on-going research will focus on providing grid ancillary services, 

such as operating reserves, frequency and voltage regulations, 

by HFSs in addition to supplying HVs. 
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