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Abstract—Most existing studies on autonomous intersection 

management (AIM) often focus on algorithms to accommodate 

conflicts among vehicles by assuming that the entrance lane and 

the exit lane of vehicles are exogenous inputs. This paper shows 

that allowing entrance lanes and exit lanes to be optimized can 

significantly improve traffic efficiency. In particular, this paper 

proposes “all-direction” lanes, where left-turn, through, and 

right-turn traffic is all allowed at the same lane. We develop two 

methods for optimizing entering time (i.e., when to enter the 

intersection) and route choice decisions (i.e., entrance lane and 

exit lane), including the sliding-time-window-based global 

optimum (GO-STW) and the first-come-first-served method with 

optimal route choices (FCFS-R). The developed lane-based 

methods can be formulated as mixed integer linear programming 

(MILP) problems, which can be solved using the CPLEX solver. 

A heuristic is further adopted to solve the MILP model in a 

timely manner, which illustrates the potential real-time 

applicability of the proposed method. Numerical analysis is 

conducted to examine performance and effectiveness of the 

proposed methods and heuristic. We found that the optimization 

of lane/route choices is often more critical than entering time. 

Index Terms—Autonomous intersection, connected and 

autonomous vehicles, lane-based method, sliding time window 

I. INTRODUCTION

utonomous vehicles promise a fundamental revolution in 

mobility [1, 2], which brings enormous challenges and

opportunities to planning and management of traffic 

systems [3]. By using connected vehicle technology [4, 5], 

autonomous vehicles (AVs) are currently being tested and 

examined in a variety of scenarios [6, 7]. How fully connected 

and autonomous vehicles will cross intersections, which is 

termed as autonomous intersection management (AIM), is one 
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of the most focused topics in recent years [8-11]. It is widely 

expected that autonomous vehicles can communicate and 

cooperate with each other, and traditional traffic signals may 

no longer be needed [12, 13].  

As far as the authors know, Dresner and Stone are among 

the first to propose AIM, where the “First Come First Served” 

(FCFS) policy has been adopted to process vehicle requests 

[14]. After that, a large body of studies related to AIM have 

been proposed. Most of these studies fall into two categories: 

grid-based method and conflict point based method. For the 

grid-based method, the intersection is divided into an 𝑛 × 𝑛 

grid of reservation tiles [14-16]. If an AV plans to cross the 

intersection, all the grids located on this AV’s path must open 

to this vehicle successively. In order to deal with the situation 

that two or more AVs may request to use the same grid at the 

same time, FCFS-based method [17], platoon-based method 

[18], auction-based method [19, 20], and reservation method 

[21] have been examined. However, grid-based method often

requires significant computation efforts. To reduce computing

time, conflict point based method has been proposed, which

only considers the vehicle prioritization at the conflict points

[12, 22]. However, conflict point based methods ignore the

physical size of vehicles and conflict types [8, 23, 24].

The aforementioned methods and studies often assume that 

the entrance lane and exit lane of all AVs at the intersection 

are exogenous inputs. Moreover, lanes are dedicated to certain 

traffic movements, e.g., through movement solely. Based on 

the predetermined entrance lane and the exit lane of an AV, 

existing studies considered the planning of vehicle trajectory 

inside the intersection for each AV to improve efficiency and 

avoid conflict. However, in a connected and autonomous 

intersection environment, highly automated vehicles can 

cooperate and coordinate with each other when crossing the 

intersection. In this context, it is not necessary to restrict lanes 

to certain traffic movements (i.e., a lane may accommodate all 

left-turn, through, and right-turn traffic, which is termed as 

“all-direction” lane hereinafter), and one can optimize the 

allocations of entrance lane and exit lane for all AVs. We 

further illustrate this with the following example. 

Consider the left-turn movement with east entrance lane 

and the south exit lane in Fig.1 (from east to south). At 

traditional intersections, the entrance lane and exit lane are 

often given, i.e., from lane 1 at east to lane 1 at south (please 

refer to Fig.1(a), where lane 2 at east is for through traffic and 

lane 2 at south is for through traffic). However, in a connected 

and automated traffic environment, AV can choose either lane 

1 or lane 2 at east as the entrance lane, and either lane 1 or 
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lane 2 at south to make the left-turn (please refer to Fig.1(b)). 

Both entrance lanes (at east) in Fig.1(b) can be regarded as 

“all-direction” lanes. We can foresee that intersection 

operation as those in Fig.1(b) with traditional vehicles can 

lead to significant amount of conflict points and is unrealistic 

for human drivers. Thus, conventional methods assign left-

side lanes to left-turn vehicles, and right-side lanes to right-

turn traffic, and assign middle lanes (sometimes all lanes) to 

through traffic. However, the mechanism of autonomous 

intersection management (AIM) can be completely different 

from the traditional traffic signal lights with human-driven 

vehicles. Conflicts between AVs in the intersections can be 

avoided through vehicle coordination. The “all-direction” 

lanes in a fully connected and autonomous vehicle 

environment are as shown in Fig.1(b). 

Fig.1. Comparison the lane choice between the previous and this research 

We further illustrate the potential efficiency gain from all-

direction lanes with a simple example (efficiency metrics are 

listed in Table I). We consider the through and left-turn traffic 

at an approach with two entrance lanes (other approaches are 

omitted here for simplicity). There are four lane setting 

schemes, where the lane markings are listed in Table I 

(Scheme 1 is the most inflexible one where each lane is 

dedicated to a single traffic movement, and Scheme 4 is the 

most flexible one with two “all-direction” lanes). Suppose the 

mean traffic arrival rate at the intersection is Φ and the arrival 

rate follows the Poisson distribution, and the service rate of a 

lane is Ψ. The two rates Φ and Ψ have the same unit, i.e., 

vehicles per second. This is similar to an M/D/c queuing 

model, where the system has c servers, a Poisson arrival 

process, a deterministic (fixed) service time (i.e., the server 

has a fixed capacity). For illustration, we consider five 

demand cases, as summarized in Table I. We can compute 

average delays in Table I for each lane setting scheme based 

on queuing theory. The delays in Table I are based on that the 

traffic is optimally assigned to the two lanes. For instance, 

when we have 75% through traffic, under Scheme 2, 25% and 

50% through traffic should be allocated to the first and second 

lanes, respectively, and 25% left-turn traffic is allocated to the 

first lane (the optimal allocation). 

From Table I, it is evident that Scheme 4 (with two “all-

direction” lanes) always yields the smallest delay (for the five 

demand cases), while Scheme 2 and Scheme 3 (with one “all-

direction” lane) can yield the smallest delay for many cases 

with the help of one “all-direction” lane, and Scheme 1 with 

the smallest flexibility always yields the largest delay. This 

example illustrates the potential of “all-direction” lanes to 

improve the intersection traffic efficiency by appropriately 

allocating the entrance or exit lane to vehicles. Note that the 

results in Table I cannot be used to reflect the exact efficiency 

gain from the proposed method (based on “all-direction” 

lanes), which indeed should be examined case by case. In 

reality, the demand conditions will be more complicated than 

the demand cases considered in the example. There will be 

potential conflict points with the “all-direction” lane design, 

especially when traffic from different approaches is 

considered simultaneously. This study makes the first attempt 

to develop a lane-based AIM methodology with lane/route 

allocation or choices, which can more efficiently utilize the 

space of the intersection and improve traffic efficiency while 

avoiding any potential conflicts. We refer to the mentioned 

lane or route choices as “lane-based route choices”.  

TABLE I 

PERFORMANCE COMPARISON OF ALL-DIRECTION LANE SCHEME WITH OTHER SCHEMES (MINIMUM DELAYS IN BOLD) 
Scheme 1 Scheme 2 Scheme 3 Scheme 4 

100% through-traffic and 0% left-

turn traffic: average delay 

Φ

2Ψ(Ψ−Φ)

𝚽

𝟐𝚿(𝟐𝚿−𝚽)

Φ

2Ψ(Ψ−Φ)

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)

75% through-traffic and 25% % 

left-turn traffic: average delay 

0.25 × Φ

2Ψ(4Ψ−Φ)

+
0.75 × 3Φ

2Ψ(4Ψ− 3Φ)

𝚽

𝟐𝚿(𝟐𝚿−𝚽)

0.25 × Φ

2Ψ(4Ψ−Φ)

+
0.75 × 3Φ

2Ψ(4Ψ− 3Φ)

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)

50% through-traffic and 50% % 

left-turn traffic: average delay 

𝚽

𝟐𝚿(𝟐𝚿−𝚽)

𝚽

𝟐𝚿(𝟐𝚿−𝚽)

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)

1

East

South

2

12

1

East

South

2

12
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25% through-traffic and 75% % 

left-turn traffic: average delay 

0.25 × Φ

2Ψ(4Ψ−Φ)

+
0.75 × 3Φ

2Ψ(4Ψ− 3Φ)
 

0.25 × Φ

2Ψ(4Ψ−Φ)

+
0.75 × 3Φ

2Ψ(4Ψ− 3Φ)
 

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)
 

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)
 

0% through-traffic and 100% left-

turn traffic: average delay 

Φ

2Ψ(Ψ−Φ)
 

Φ

2Ψ(Ψ−Φ)
 

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)
 

𝚽

𝟐𝚿(𝟐𝚿 −𝚽)
 

 

In particular, this paper develops methods to determine the 

time point that an AV should enter the intersection (i.e., leave 

the lane and drive into the intersection area), through which 

lane the AV should enter the intersection, and through which 

lane the AV should leave the intersection, where all lanes are 

“all-direction” lanes. We propose two methods to determine 

the aforementioned decision variables. First, we propose the 

sliding-time-window-based global optimum (GO-STW) 

method, where the time horizon is discretized into multiple 

time intervals. At each time step, we solve the optimal 

entering time and lane/route choices for AVs within the given 

time interval. Adding the time-window helps control of 

computation time, where the computation time is related to 

the length of the time-window. Second, we propose the first-

come-first-served method with optimal route choices (FCFS-

R), where an earlier AV always has the priority to enter the 

intersection and we optimize the entering time (to cross the 

stop line at the intersection) and lane/route choices of the AVs. 

When optimizing the lane/route choices, we also set a time 

window to restrict the problem size. In the numerical study, 

we compare traffic efficiency and computation time of the 

proposed methods. We also compare them with a benchmark 

case where first-come-first-served principle is adopted and 

lane/route choice is not optimized. 

This study also explicitly considers the physical size of a 

vehicle, which is more realistic than conflict point based 

methods (now we have “conflict areas”). In this context, we 

show that the proposed methods can be formulated as Mixed 

Integer Linear Programming (MILP) problems that can be 

solved by the CPLEX solver. Due to the NP-hard feature of 

proposed problems, a heuristic procedure is further developed 

to solve the proposed MILP in a timely manner. 

The remainder of this paper is organized as follows. 

Section II presents basic descriptions and formulations for the 

intersection with all-direction lanes. Section III presents the 

methods to optimize the route choice/allocation and the 

intersection entering time for each upcoming vehicle, and then 

presents a heuristic procedure for solving the problems. 

Section IV conducts numerical analysis based on a large 

cruciform intersection with four entrance lanes and four exit 

lanes along each direction and illustrates the performance of 

the proposed methods. Section V concludes the paper. 

II.  INTERSECTIONS WITH ALL-DIRECTION LANES 

A.  Problem Description, Assumptions and Notations 

We focus on one single intersection. We consider all 

vehicles are autonomous and fully connected. Each entrance 

lane to the intersection is an “all-direction” lane (i.e., left-

turn/through/right-turn traffic is all allowed to use it), each 

exit lane can be used by vehicles from all other approaches. 

Each AV will be assigned an entrance lane, an exit lane, and 

an entering time (as well as the movement/trajectory within 

the intersection) and AVs will follow the assigned time and 

routes. When determining the entrance lane, the exit lane, and 

the entering time of each AV, we should ensure that conflicts 

will never occur. We further have the following assumptions. 

Assumption 1: The vehicle speed is constant when 

crossing an intersection. This simplifies the travel time 

calculation when a vehicle traverses an intersection. 

Assumption 2: Once a vehicle enters an intersection, it 

moves smoothly towards its exit lane and is not allowed to 

stop. This ensures that when a vehicle is allowed to enter an 

intersection, the right-of-way along its movement will be 

guaranteed under the entering time and route choice solution. 

Assumption 3: Entering time at the intersection, entrance 

lane, exit lane information are provided to the AV in advance. 

AV will shift to the assigned entrance lane in advance. The 

lane-changing process (if any) is not explicitly considered. 

Assumption 1 and Assumption 2 assume constant speed 

and smooth movement within the intersection, which 

simplifies the travel time calculation within an intersection. 

This simplification is adopted in the related literature to avoid 

tedious calculation of travel time, which is used in many AIM 

(autonomous intersection management) related studies [8, 25-

28]. However, acceleration and deceleration can be 

incorporated as long as the AV speed profile is defined. 

Extensions to incorporate time-varying speed is briefly 

discussed in Appendix. 

Assumption 3 defines the information availability for the 

autonomous vehicles, which relies on a fully connected and 

autonomous traffic environment [29, 30]. While lane-

changing process is not explicitly modeled (Assumption 3), 

we consider that lane-changing may cause inconvenience, 

delay or cost to travelers and the system (as discussed in 

Section Ⅲ-B1) and some lane-changing may not be allowed 

(as discussed in Section Ⅲ-B2). 

Before moving to the models, we list the main notations in 

Table II and some user-defined parameters in Table III 

(parameter values will be further discussed in the texts). 
TABLE II 

LIST OF MAIN NOTATIONS 

Sets Descriptions 

𝐶 The set of all upcoming vehicles 

𝐶𝐴 The set of sorted vehicles from direction 𝐴, where 𝐴 ∈ 𝑂 

𝐶𝑏(𝐶𝑏
′) 

The subsets of 𝐶 (the full set of upcoming vehicles). Set 𝐶𝑏 

includes those vehicles with fixed entrance lanes. Set 𝐶𝑏
′  

includes those vehicles with fixed exit lanes. 

𝐷 The set of exiting directions, where 𝐷 = {𝐸,𝑊, 𝑆, 𝑁} 
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𝐺 The set of all grids of an intersection 

𝑂 The set of all approaching directions, where 𝑂 = {𝐸,𝑊, 𝑆, 𝑁} 

𝑅 The set of all routes 

Parameters Descriptions 

𝛼, 𝛽, 𝑝, 𝑞 
The parameters for defining an elliptic curve for turning 

movements 

𝜇𝑎𝑏
𝑟  

A binary variable, where 𝜇𝑎𝑏
𝑟 = 1 means that route 𝑟 traverses 

the grid 𝑔𝑎𝑏, and zero otherwise, and 𝑟 ∈ 𝑅. 

𝜔 A weighting factor in the objective function, 𝜔 ∈ [0,1] 

𝐵𝑖(𝐵𝑖
′) 

𝐵𝑖 is the index of original approach lane of vehicle 𝑖, and 𝐵𝑖
′ is 

the index of original exit lane of vehicle 𝑖, where 𝑖 ∈ 𝐶. 

𝑑𝑐 The length of a vehicle (m) 

𝑑𝑔 The side length of a grid (m) 

𝑑𝑟 The lane width (m) 

𝐸,𝑊, 𝑆, 𝑁 The index of the four directions of an intersection. 

𝑔𝑎𝑏 
The index for the gird, where 𝑎 and 𝑏 indicate the row and 

column, and 𝑔𝑎𝑏 ∈ 𝐺. 

𝐼𝑖(𝐼𝑖
′) 

𝐼𝑖 is the direction of the approach of vehicle 𝑖 , and 𝐼𝑖
′  is 

direction of the exit of vehicle 𝑖, where 𝐼𝑖 ∈ 𝑂, 𝐼𝑖
′ ∈ 𝐷, 𝑖 ∈ 𝐶. 

𝐿𝑗
𝐾 

The index for the 𝑗𝑡ℎ  lane of the exit 𝐾 , where 𝑗 ∈

{1,2,… ,𝑚𝐾}, 𝐾 ∈ 𝐷. 

𝑙𝑗
𝐴 

The index for the 𝑗𝑡ℎ  lane of the approach 𝐴 , where 𝑗 ∈

{1,2,… , 𝑛𝐴}, 𝐴 ∈ 𝑂. 

𝑙𝑟(𝑙𝑟
′ ) 

𝑙𝑟 is the index of the entrance lane of route 𝑟, 𝑙𝑟
′  is the index 

of the exit lane of route 𝑟, where 𝑟 ∈ 𝑅 

𝑀,𝑀1,𝑀2 Large positive numbers 

𝑚𝐾 The total number of lanes for the exit 𝐾, where 𝐾 ∈ 𝐷 

𝑛𝐴 The total number of lanes for the approach 𝐴, where 𝐴 ∈ 𝑂 

𝑇𝑎𝑏
𝑟,1 

The time between the vehicle entering the grid 𝑔𝑎𝑏  along 

route 𝑟  and the vehicle crossing the stop line at the 

intersection, where 𝑟 ∈ 𝑅. (sec) 

𝑇𝑎𝑏
𝑟,2 

The time between the vehicle exiting the grid 𝑔𝑎𝑏 along route 

𝑟 and the vehicle crossing the stop line, where 𝑟 ∈ 𝑅. (sec) 

𝑡𝑖 
𝑡𝑖 is the planned arrival time at the stop line of the intersection 

for vehicle 𝑖. 

𝑣 The travel speed of vehicle traversing an intersection (m/s) 

Variables Descriptions 

𝜆𝑟
𝑖  

A binary variable, 𝜆𝑟
𝑖 = 1 when vehicle 𝑖 chooses route 𝑟 and 

zero otherwise, where 𝑖 ∈ 𝐶, 𝑟 ∈ 𝑅 

𝜌𝑎𝑏
𝑖,𝑗  

A binary variable, 𝜌𝑎𝑏
𝑖,𝑗

= 1 when vehicle 𝑗 traverses the grid 

𝑔𝑎𝑏 earlier than vehicle 𝑖 and zero otherwise, where 𝑖, 𝑗 ∈ 𝐶 

𝜎𝑎𝑏
𝑖  

A binary variable, 𝜎𝑎𝑏
𝑖 = 1 when vehicle 𝑖 traverses the grid 

𝑔𝑎𝑏 and zero otherwise, where 𝑖 ∈ 𝐶 

𝜏𝑎𝑏
𝑖  The time point for a vehicle to enter the grid 𝑔𝑎𝑏, 𝑖 ∈ 𝐶. 

𝜑𝑎𝑏
𝑖  The time point for a vehicle to exit the grid 𝑔𝑎𝑏, where 𝑖 ∈ 𝐶. 

𝐽𝑖(𝐽𝑖
′) 

𝐽𝑖 is the index of chosen approach lane of vehicle 𝑖,𝐽𝑖
′ is the 

index of chosen exit lane of vehicle 𝑖, where 𝑖 ∈ 𝐶. 

𝑡𝑖
′ The time point for vehicle 𝑖 to enter the intersection 

 

TABLE III 
LIST OF USER-DEFINED PARAMETERS 

𝑍 A positive integer to discrete the intersection, 𝑍 = 1. 

𝑀 A large positive number, 𝑀 = 10 

𝑀1(𝑀2) Two large positive numbers, 𝑀2 ≫ 𝑀1, 𝑀1 = 103, 𝑀2 = 106 

∆𝑡 The length of the sliding time window, ∆𝑡 = 10s 

𝜇 
A predetermined parameter for heuristic procedure, usually 

𝜇 = 1 

𝜂𝑗
𝑖  A binary variable. 𝜂𝑗

𝑖 = 0 when 𝐽𝑗 < 𝐽𝑖 , 𝜂𝑗
𝑖 = 1 when 𝐽𝑗 ≥ 𝐽𝑖 

𝑧1,𝑖, 𝑧2,𝑖, 
𝑧1,𝑖
′  ,𝑧2,𝑖

′  
Four positive variables for model linearization. 

𝜃(𝑛) 
The cut down value for heuristic procedure in the 𝑛𝑡ℎ 

iteration. 

B. Intersection Discretization and Conflict Area 

We now discuss how to incorporate the physical size of 

vehicles and formulate the potential conflict areas within an 

intersection. First, we discretize the intersection into multiple 

square grids. Let 𝑑𝑟 denote the lane width and 𝑑𝑔 denote the 

length of the grid side. We let 𝑑𝑔 = 𝑑𝑟 𝑍⁄ , where 𝑍  is a 

positive integer. A grid can only be occupied by one vehicle at 

a time to avoid conflicts. The grid side length should not be 

too large to allow fine and efficient use of the intersection 

(e.g., the side length of a grid should be less than the vehicle 

length). However, the grid side length should not be too small 

in order to save computation time. A grid is labeled by its row 

and column, e.g., 𝑔𝑎𝑏  indicates the grid of row 𝑎 and column 

𝑏.  

We now further discuss how to identify the grids where 

potential conflicts between vehicles may arise. When taking 

the physical size of vehicles into consideration, the conflicts 

between vehicles are significantly different from the situation 

where a vehicle is treated as a point. The comparison is shown 

in Fig.2. In Fig.2(a), vehicles are treated as points, and thus 

the potential conflict location for two vehicle trajectories is a 

point (see the red point in Fig.2(a)). However, when we 

consider the physical size of vehicles, to maintain safe 

clearance between vehicles, we consider a “trajectory band” 

that is occupied by a vehicle, with a width equal to the lane 

width (shown in Fig.2(b), Fig.3, and Fig.4). Conflicts between 

two vehicles can arise in an area (conflicts of two trajectory 

bands) rather than at a single point (indicated by the red grids 

in Fig.2(b)). Since a vehicle can be potentially assigned to any 

entrance lane and any exit lane, a large number of potential 

conflicts may arise. This raises computational challenges, 

especially when the number of vehicles in consideration is 

large. Fig.2(b) illustrates the conflict area between two 

vehicles (one vehicle from East to West and the other from 

South to West). The conflict area is apparently different from 

a conflict-point-based intersection modeling shown in Fig.2(a). 

 

 
(a)  Conflict point.                                (b) Conflict area 

Fig.2. Comparison of conflicts between two different intersections  

 

To identify the conflict area (e.g., the red grids in Fig.2(b)), 

we firstly should identify the trajectory band of the vehicles. 

We now discuss trajectory band (as well as routes) within an 

intersection and how to model the potential conflicts. For 

conflict 
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given entrance lane and exit lane, a unique route (or 

“trajectory band”) is determined, as shown in Fig.3. Generally 

speaking, there are two types of routes within an intersection, 

i.e., straight lines and non-straight curves. For example, from 

entrance lane 𝑙2
𝑆 to exit lane 𝐿2

𝑁  and from entrance lane 𝑙2
𝑆  to 

exit lane 𝐿1
𝑁 in Fig.3, the routes are straight lines, which may 

or may not be parallel the road. From entrance lane 𝑙2
𝑆 to exit 

lane 𝐿1
𝑊  for left-turn, the route is a non-straight curve. 

Moreover, to accommodate vehicle size, the route of a vehicle 

within the intersection corresponds to a trajectory band. The 

trajectory band has a left-boundary and right-boundary (as 

indicated in Fig.3 and Fig.4), where the distance between two 

boundaries is assumed as the lane width (this ensures a safety 

guarantee that is similar to that for vehicles on roadways). 

It is straightforward to define straight routes and their 

trajectory bands and how they intersect with the grids within 

the intersection, of which the details are omitted here. For the 

non-straight curves for turning movements, elliptic curve is 

adopted (similar to, e.g., [10]), i.e., 

 
(𝑥−𝛼)2

𝑝2 +
(𝑦−𝛽)2

𝑞2
= 1 (1) 

 

where (𝑥, 𝑦) is a point on the elliptic curve (turning vehicles 

should follow this curve), and 𝛼, 𝛽 , 𝑝 and 𝑞  are parameters 

for defining the elliptic curve. 

 
Fig.3.  The possible lane-based trajectory band within the intersection 

 

 
Fig.4. An example for critical points along the trajectory band of a vehicle 

 

We also define the curves for the left-boundary and right-

boundary of the trajectory band within the intersection. For 

example, for the left-turn movement (from south to west in 

Fig.3), 𝛼, 𝛽 are the same for both the left-boundary and right-

boundary, which are given as follows: 

 

(𝛼, 𝛽) = (−𝑑𝑟 ∙ max(𝑙𝑛
𝑁 , 𝐿𝑚

𝑆 ), −𝑑𝑟 ∙ max(𝑙𝑛
𝑊 , 𝐿𝑚

𝐸 )) (2) 

 

while 𝑝  and 𝑞 for the left-boundary and right-boundary are 

different, i.e., for the left-boundary, 

 

𝑝 = 𝑑𝑟 ∙ (max(𝑙𝑛
𝑁 , 𝐿𝑚

𝑆 ) + 𝑙𝑖−1
𝑆 ) ; 𝑞 = 𝑑𝑟 ∙ (max(𝑙𝑛

𝑊 , 𝐿𝑚
𝐸 ) +

𝐿𝑗−1
𝑊 ) (3) 

 

and for the right-boundary, 

 

𝑝 = 𝑑𝑟 ∙ (max(𝑙𝑛
𝑁 , 𝐿𝑚

𝑆 ) + 𝑙𝑖
𝑆) ; 𝑞 = 𝑑𝑟 ∙ (max(𝑙𝑛

𝑊 , 𝐿𝑚
𝐸 ) + 𝐿𝑗

𝑊)

 (4) 

 

where 𝑙𝑖
𝑆 ∈ {𝑙1

𝑆, 𝑙2
𝑆, … , 𝑙𝑛

𝑆}  and 𝐿𝑗
𝑊 ∈ {𝐿1

𝑊 , 𝐿2
𝑊 , … , 𝐿𝑚

𝑊} . The 

setting of 𝑝 and 𝑞 is consistent with the safety guarantee that a 

vehicle will occupy a width of 𝑑𝑟 (i.e., the lane width). 

C. Critical Points Along the Trajectory Band 

We now discuss how a trajectory band will cross the 

defined grids. This process is critical since we need to ensure 

that a grid will be occupied by at most one vehicle at a time. 

By identifying how the trajectory band of a vehicle will cross 

a grid, we can determine entering/exiting times to/from the 

grid for a vehicle. We summarize the key steps to determine 

how the trajectory band will cross grids and how to determine 

the travel time associated with a grid in the following. 

Step 1: Identify the critical points along the trajectory band. 

Based on the trajectory band identified by the curve functions 

for left-boundary and right-boundary (indicated in Fig.4), we 

can identify the critical points along the trajectory band. There 

are three groups of points: intersection points between grids 

and left-boundary curve (indicated with red dots in Fig.4); 

intersection points between grids and right-boundary curve 

(green dots); and vertices of grids that are covered by the 

trajectory band (blue dots). Identifying these critical points is 

sufficient for determining the entering and exiting times of a 

vehicle into/from a grid, which correspond to the “first-

entering” and “last-exiting” points to be identified in Step 3. 

Step 2: Identify the sequence of the critical points to be 

crossed/covered by the vehicle along the trajectory band. All 

critical points can be projected to the left-boundary or the 

right-boundary of the trajectory band (a few examples are 

depicted in Fig.4, where the critical points are projected to the 

right-boundary). The relative locations of the projected points 

along the right-boundary reflect the sequence of the 

corresponding critical points to be crossed by the vehicle. For 

example, for a left-turn movement from south entrance lane 𝑙2
𝑆 

to west exit lane 𝐿2
𝑊  in Fig.3, there are around 30 critical 

y/m

x/m
E

N

S

W

Core Area

Stop Line

Free-turning 

Area

……𝐿𝑚
𝑆  𝐿2

𝑆  𝐿1
𝑆  𝑙1

𝑆 𝑙2
𝑆 𝑙𝑛

𝑆  

…
…

𝑙𝑛
𝑊 

𝑙1
𝑊 

𝐿𝑚
𝑊  

𝐿2
𝑊 

𝑙2
𝑊 

…

𝐿𝑚
𝐸  

𝐿1
𝐸  

𝐿2
𝐸  

𝑙1
𝐸  

𝑙2
𝐸  

𝑙𝑛
𝐸  

…

… … 𝐿𝑚
𝑁  𝑙1

𝑁  𝐿1
𝑁  𝑙𝑛

𝑁  𝐿2
𝑁  𝑙2

𝑁  

𝐿1
𝑊 

Left boundary

Right boundary
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points to be projected to the right-boundary (with four 

entrance lanes and four exit lanes in each direction, a lane 

width of 3 meters, and a grid side length of 3 meters). 

Step 3: Identify the “first” and “last” critical points for each 

grid and calculate the travel time. With the critical point set 

established in Step 1 and their sequence determined in Step 2, 

we can identify the “first” and “last” critical points for each 

grid, i.e., the first point of a grid encountered by the vehicle, 

and the last point of a grid that is occupied by the vehicle 

before it leaves the grid. The distance covered by the vehicle 

in the grid is equal to the vehicle length plus the curve length 

between the projected points of the “first” and “last” critical 

points. Thus, the travel time in the grid can be determined 

accordingly given the speed profile. 

III. OPTIMIZATION MODEL 

We now turn to present the formulations to optimize the 

lane-based “route choices” for AVs at the intersection. 

Section Ⅲ-A starts with a basic model without detailed 

consideration of lane-changing behaviors, and Section Ⅲ-B 

further extends the basic model by incorporating effects or 

constraints with respect to lane-changing. Furthermore, two 

methods to determine the entering times and route choices of 

vehicles are introduced in Section Ⅲ-C. A heuristic to provide 

fast solutions is introduced in Section Ⅲ-D.  

 

A. Laned-based Route Choice/Allocation Model 

The overall objective of the basic model is to minimize the 

delay at the intersection, subject to constraints to be discussed 

below. The basic model assumes that AVs can always shift to 

their assigned routes from their original planned routes (which 

should be well planned in advance), and the feasibility and 

influences of lane-changing are not explicitly considered 

(these will be relaxed in Section Ⅲ-B). 

 

1) The objective function and decision variables 

The objective of the route choice optimization problem is to 

minimize the total delay of all vehicles. The delay for a 

vehicle is defined as the difference between the time point that 

the vehicle is allowed to enter the intersection and the planned 

time point that the vehicle arrives at the intersection. The 

objective function can be written as: 

 

min∑ (𝑡𝑖
′ − 𝑡𝑖)𝑖 ,      𝑖 ∈ 𝐶 (5) 

 

where 𝐶  is the set of all upcoming vehicles from all 

approaches, 𝑡𝑖
′  is the time point that vehicle 𝑖  is allowed to 

enter the intersection, and 𝑡𝑖  is the original planned arrival 

time at the stop line of vehicle 𝑖. 
The decision variables include: (i) the time points that each 

vehicle is allowed to enter the intersection, i.e., 𝑡𝑖
′, 𝑖 ∈ 𝐶,  and 

(ii) the route allocation for all vehicles, i.e., 𝜆𝑟
𝑖 , where 𝜆𝑟

𝑖 = 1 

if vehicle 𝑖 chooses route 𝑟 and zero otherwise, 𝑖 ∈ 𝐶, 𝑟 ∈ 𝑅. 

Note that each route is associated with an entrance lane and an 

exit lane, and is termed as the “lane-based route”. 

 

2) Problem constraints  

(Arrival time) The time for a vehicle to enter the intersection 

should be no earlier than the planned arrival time at the stop 

line, i.e., 

 

𝑡𝑖
′ ≥ 𝑡𝑖 ≥ 0,   𝑖 ∈ 𝐶 (6) 

 

(Route choice) Each vehicle chooses exactly one route, i.e., 

 

∑ 𝜆𝑟
𝑖

𝑟 = 1 , 𝑖 ∈ 𝐶 (7) 

 

(Correspondence between vehicles and grids) Let 𝜇𝑎𝑏
𝑟  be a 

binary variable indicating correspondence between routes and 

grids, where 𝜇𝑎𝑏
𝑟 = 1 means that route 𝑟 crosses grid 𝑔𝑎𝑏 , and 

zero otherwise, where 𝑟 ∈ 𝑅 , 𝑔𝑎𝑏 ∈ 𝐺 .The correspondence 

between vehicles and grids can be determined by 

 

𝜎𝑎𝑏
𝑖 = ∑ 𝜆𝑟

𝑖 𝜇𝑎𝑏
𝑟

𝑟  (8) 

 

where 𝜎𝑎𝑏
𝑖  is a binary variable, which equals one if vehicle 𝑖 

crosses grid 𝑔𝑎𝑏  and zero otherwise, 𝑖 ∈ 𝐶, and 𝑔𝑎𝑏 ∈ 𝐺. 

 

(Travel time) The time points of entering and exiting a grid 

for a vehicle, denoted by 𝜏𝑎𝑏
𝑖 and 𝜑𝑎𝑏

𝑖 , respectively, are 

 

𝑖𝑓 𝜎𝑎𝑏
𝑖 = 1, 𝑡ℎ𝑒𝑛 𝜏𝑎𝑏

𝑖 = 𝑡𝑖
′ +∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,1

𝑟  (9) 

 

𝑖𝑓 𝜎𝑎𝑏
𝑖 = 1, 𝑡ℎ𝑒𝑛 𝜑𝑎𝑏

𝑖 = 𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,2

𝑟  (10) 

 

where 𝑇𝑎𝑏
𝑟,1

 is the time length between a vehicle’s entering 

time at the intersection (entering the stop line) and the 

entering time at grid 𝑔𝑎𝑏  along route 𝑟  (associated with the 

trajectory band discussed in Section Ⅱ), and 𝑇𝑎𝑏
𝑟,2

 is the time 

between a vehicle’s exiting time from grid 𝑔𝑎𝑏  along route 

𝑟 and the entering time at the stop line, where 𝑟 ∈ 𝑅 . The 

calculation of these time durations is based on Section Ⅱ-C. 

The “travel time” constraints in Eqs. (9) and (10) can be 

rewritten into linear forms, i.e., 

 

 𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,1

𝑟 −𝑀(1 − 𝜎𝑎𝑏
𝑖 ) ≤ 𝜏𝑎𝑏

𝑖 ≤ 𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,1

𝑟 +

𝑀(1 − 𝜎𝑎𝑏
𝑖 ) (11) 

 𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,2

𝑟 −𝑀(1 − 𝜎𝑎𝑏
𝑖 ) ≤ 𝜑𝑎𝑏

𝑖 ≤ 𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,2

𝑟 +

𝑀(1 − 𝜎𝑎𝑏
𝑖 ) (12) 

 

where 𝑀  is a large positive number. Take Eq. (11) for 

example, when 𝜎𝑎𝑏
𝑖 = 1 , Eq. (11) is equivalent to 𝑡𝑖

′ +

∑ 𝜆𝑟
𝑖 𝑇𝑎𝑏

𝑟,1
𝑟 ≤ 𝜏𝑎𝑏

𝑖 ≤ 𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,1

𝑟 , which is identical to 𝜏𝑎𝑏
𝑖 =

𝑡𝑖
′ + ∑ 𝜆𝑟

𝑖 𝑇𝑎𝑏
𝑟,1

𝑟 . When 𝜎𝑎𝑏
𝑖 = 0 , Eq. (11) is automatically 

satisfied as 𝑀 is a large positive number. 

For all vehicles, the time entering a grid 𝑔𝑎𝑏  should be no 

later than the time exiting this grid, and should be no less than 

zero (zero is set as the starting time of the modeling period), 

i.e., 
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0 ≤ 𝜏𝑎𝑏
𝑖 ≤ 𝜑𝑎𝑏

𝑖  (13) 

 

(Queue sequence) If there are two or more vehicles in the 

same entrance lane, the vehicle in front (vehicle 𝑖 ) should 

enter the intersection earlier than the vehicle behind (vehicle 

𝑗), i.e., 

 

If 𝐽𝑖 = 𝐽𝑗, then 𝑡𝑖
′ ≤ 𝑡𝑗

′ + 𝑑𝑐 𝑣⁄ ,   ∀𝑖, 𝑗 ∈ 𝐶𝐴, 𝐴 ∈ 𝑂 (14) 

 

where vehicle 𝑖  is the vehicle in front and vehicle 𝑗  is the 

vehicle behind, i.e., 𝑡𝑖 < 𝑡𝑗. 𝐽𝑖 and 𝐽𝑗 are indices of the chosen 

entrance lanes of vehicles 𝑖 and 𝑗, respectively, 𝑡𝑖
′and 𝑡𝑗

′ is the 

entering times, 𝑑𝑐 is the vehicle length, and 𝑣 is the speed. Eq. 

(14) guarantees a minimal space between two successive 

vehicles in the same lane, i.e., 𝑑𝑐. If a larger space is needed 

due to safety consideration, one can increase the value of 𝑑𝑐. 

Moreover, for a vehicle 𝑖, 𝐽𝑖 can be written as: 

 

𝐽𝑖 = ∑ 𝜆𝑟
𝑖 𝑙𝑟𝑟 ,   𝑟 ∈ 𝑅 (15) 

 

where 𝑙𝑟  is the entrance lane associated with route 𝑟. 

The nonlinear constraint in Eq. (14) can be rewritten into 

linear form as follows: 

 

𝑡𝑖
′ − 𝑡𝑗

′ − 𝑑𝑐 𝑣⁄ −𝑀1(𝐽𝑖 − 𝐽𝑗) ≤ 𝑀2𝜂𝑗
𝑖  (16) 

 

𝑡𝑖
′ − 𝑡𝑗

′ − 𝑑𝑐 𝑣⁄ −𝑀1(𝐽𝑗 − 𝐽𝑖) ≤ 𝑀2(1 − 𝜂𝑗
𝑖) (17) 

 

where 𝑀1  and 𝑀2  are two large positive numbers, 𝑀2 ≫ 𝑀1 

(𝑀2 = 106  and 𝑀1 = 103  in this paper), and 𝜂𝑗
𝑖  is a binary 

variable (when 𝐽𝑗 < 𝐽𝑖 , 𝜂𝑗
𝑖 = 0 ; and when 𝐽𝑗 ≥ 𝐽𝑖 , 𝜂𝑗

𝑖 = 1 ). 

When 𝐽𝑗 = 𝐽𝑖 , Eq. (17) is equivalent to 𝑡𝑖
′ − 𝑡𝑗

′ − 𝑑𝑐 𝑣⁄ ≤ 0, 

which is identical to Eq. (14), and Eq. (16) is equivalent to 

𝑡𝑖
′ − 𝑡𝑗

′ − 𝑑𝑐 𝑣⁄ ≤ 𝑀2, which is automatically satisfied. When 

𝐽𝑗 ≠ 𝐽𝑖, no matter 𝐽𝑗 < 𝐽𝑖 or 𝐽𝑗 > 𝐽𝑖, Eqs. (16) and Eq. (17) will 

be automatically satisfied. 

 

B.  Lane-changing Penalties and Restraints 

In Section Ⅲ-A, the impacts of lane-changing are not 

modeled and we consider that AVs can shift to the assigned 

entrance lane in advance. However, lane-changing may cause 

inconvenience/cost/delay and may be infeasible sometimes. In 

this section, we extend the model in Section Ⅲ-A to 

incorporate impacts of lane-changing or constraints regarding 

lane-changing. 

 

1) Lane-changing penalties 

The index of the chosen entrance lane of vehicle 𝑖, i.e., 𝐽𝑖, 
can be computed by Eq. (15). The index of the chosen exit 

lane of vehicle 𝑖, i.e., 𝐽𝑖
′, can be computed similarly as follows. 

 

𝐽𝑖
′ = ∑ 𝜆𝑟

𝑖 𝑙𝑟
′

𝑟 ,   𝑟 ∈ 𝑅 (18) 

 

where 𝑙𝑟
′  is the index of the exit lane of route 𝑟. If the chosen 

entrance lane or chosen exit lane of a vehicle is different from 

its original entrance lane or exit lane, i.e., 𝐽𝑖 ≠ 𝐵𝑖 or 𝐽𝑖
′ ≠ 𝐵𝑖

′, 

penalties will be applied. In particular, different from Eq. (5), 

the objective function with lane-changing penalties is 

 

min∑ [(1 − 𝜔)(𝑡𝑖
′ − 𝑡𝑖) + 𝜔(|𝐽𝑖 − 𝐵𝑖| + |𝐽𝑖

′ − 𝐵𝑖
′|)]𝑖  (19) 

 

where 𝑡𝑖
′ − 𝑡𝑖  is the delay of vehicle 𝑖, 𝐽𝑖  is the index of the 

chosen approach lane and 𝐵𝑖  is the index of the original 

approach lane,  𝐽𝑖
′ is the index of the chosen exit lane and 𝐵𝑖

′ is 

the index of the original exit lane. Note that 𝐽𝑖, 𝐵𝑖 , 𝐽𝑖
′, 𝐵𝑖

′ all 

take integer values, and |𝐽𝑖 − 𝐵𝑖| is number of lane changes 

(in terms of approach lane), and |𝐽𝑖
′ − 𝐵𝑖

′| is number of lanes 

changes (in terms of exit lane). For example, in Fig. 5, we 

have 𝐵𝑖 = 1 and  𝐽𝑖 = 3, and  𝐽𝑖 − 𝐵𝑖 = 2 denotes the number 

of lane changes of vehicle 𝑖  for shifting from original lane 

𝐵𝑖 = 1 to the chosen lane 𝐽𝑖 = 3. 

 

 
Fig.5. One example for the original and chosen approach lanes of vehicle 𝑖 

 

Therefore, |𝐽𝑖 − 𝐵𝑖| + |𝐽𝑖
′ − 𝐵𝑖

′|  is the total number of lane-

changing of vehicle 𝑖, 𝜔 is a weighting factor and 𝜔 ∈ [0,1]. 
When 𝜔 = 0, the objective function in Eq. (19) is equivalent 

to that in Eq. (5), and the negative effects of lane-changing are 

not considered. When 𝜔 = 1, only negative effects of lane-

changing are in the objective function and no vehicles should 

change his or her lane in order to minimize the objective. 

Eq. (19) contains absolute value, which cannot be solved 

directly by MILP-based algorithm. For each vehicle, we 

further define four intermediate positive variables, i.e., 𝑧1,𝑖 , 

𝑧2,𝑖, 𝑧1,𝑖
′  and 𝑧2,𝑖

′ , where we have 

 

𝐽𝑖 − 𝐵𝑖 = 𝑧1,𝑖 − 𝑧2,𝑖 ,      𝑖 ∈ 𝐶 (20) 

 

𝐽𝑖
′ − 𝐵𝑖

′ = 𝑧1,𝑖
′ − 𝑧2,𝑖

′ ,      𝑖 ∈ 𝐶 (21) 

 

𝑧1,𝑖 , 𝑧2,𝑖 , 𝑧1,𝑖
′ , 𝑧2,𝑖

′ ≥ 0      𝑖 ∈ 𝐶 (22) 

 

From Eqs. (20)-(22), one can further derive that 

 

min|𝐽𝑖 − 𝐵𝑖| = min(𝑧1,𝑖 + 𝑧2,𝑖) ,     𝑖 ∈ 𝐶 (23) 
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min|𝐽𝑖
′ − 𝐵𝑖

′| = min(𝑧1,𝑖
′ + 𝑧2,𝑖

′ ) ,     𝑖 ∈ 𝐶 (24) 

 

Eq. (19) then can be rewritten as 

 

min∑ [(1 − 𝜔)(𝑡𝑖
′ − 𝑡𝑖) + 𝜔(𝑧1,𝑖 + 𝑧2,𝑖 + 𝑧1,𝑖

′ + 𝑧2,𝑖
′ )]𝑖  (25) 

 

Eq. (25) can be directly solved by MILP-based algorithms. 

 

2)  Lane-changing restraints 

Some potential lane-changings may not be feasible, 

especially when some vehicles may have to stick with their 

original entrance lane and/or exit lane. These considerations 

can be incorporated by adding constraints on route choices. 

We define two sets of vehicles, i.e., 𝐶𝑏 and 𝐶𝑏
′ , which are 

both subsets of 𝐶 (the full set of upcoming vehicles). Set 𝐶𝑏 

includes those vehicles with fixed entrance lanes. For these 

vehicles, we add a constraint 𝐽𝑖 = 𝐵𝑖, 𝑖 ∈ 𝐶𝑏, i.e., the chosen 

entrance lane is identical to the original entrance lane. 

Similarly, for any vehicle 𝑖 ∈ 𝐶𝑏
′ , its exit lane is fixed, where 

we have a constraint 𝐽𝑖
′ = 𝐵𝑖

′ , i.e., the chosen exit lane is 

identical to the original exit lane. The additional computation 

complexity arising from these linear constraints is marginal. 

 

C.  Solution Schemes 

For the optimization models in Section Ⅲ-A and Section 

Ⅲ-B, we consider two solution schemes (or methods) for 

vehicles’ entering times and their routes in the intersection. 

The first method is termed as the “sliding-time-window-based 

global optimum (GO-STW)”, where a time-window is added 

to restrict the problem size. The second method is termed as 

the “first-come-first-served method with optimal route choices 

(FCFS-R)”, where a vehicle arriving earlier at the intersection 

will enter the intersection no later than a later vehicle. Note 

that the exact entering time will still be optimized. 

 

1)  Sliding-time-window-based global optimum (GO-STW) 

The modeling time horizon is discretized into multiple time 

windows/intervals. The GO-STW method is to minimize the 

objective in Eq. (5) for each time window, where entering 

times of all upcoming vehicles at the intersection and the 

route choices are decision variables. The optimization 

problem is subject to constraints in Section Ⅲ-A and the 

following constraints in Eq. (26) to ensure that no conflicts 

among vehicles will occur. 

For any two vehicles that use the same grid, four different 

cases regarding their occupation of the same grid may arise 

(see Fig.6). There are conflicts in Situation 1 and Situation 3. 

To avoid Situation 1 and Situation 3, we set: 

 

𝐼𝑓 𝜎𝑎𝑏
𝑖 = 𝜎𝑎𝑏

𝑗
= 1, 𝑡ℎ𝑒𝑛 𝜑𝑎𝑏

𝑖 − 𝜏𝑎𝑏
𝑗

≤ 0 𝑜𝑟 𝜑𝑎𝑏
𝑗

− 𝜏𝑎𝑏
𝑖 ≤

0,   ∀𝑖, 𝑗 ∈ 𝐶 (26) 

 

where 𝜎𝑎𝑏
𝑖  and 𝜎𝑎𝑏

𝑗
 are binary variables; 𝜎𝑎𝑏

𝑖 = 1 if vehicle  𝑖 

crosses grid 𝑔𝑎𝑏  and zero otherwise; 𝜑𝑎𝑏
𝑖  is the exiting time of 

vehicle 𝑖 from grid 𝑔𝑎𝑏 ; 𝜏𝑎𝑏
𝑗

 is the entering time of vehicle 𝑗 

into grid 𝑔𝑎𝑏; 𝜑𝑎𝑏
𝑗

 and 𝜏𝑎𝑏
𝑖  are similarly defined; 𝑔𝑎𝑏 ∈ 𝐺. For 

a given vehicle, the entering and exiting times are calculated 

based on Eqs. (9) and (10). 

Note that Eq. (26) can be rewritten into the linear form, i.e., 

 

𝜑𝑎𝑏
𝑖 − 𝜏𝑎𝑏

𝑗
−𝑀(1 − 𝜎𝑎𝑏

𝑖 ) − 𝑀(1 − 𝜎𝑎𝑏
𝑗
) ≤ 𝑀𝜌𝑎𝑏

𝑖,𝑗
 (27) 

 

𝜑𝑎𝑏
𝑗

− 𝜏𝑎𝑏
𝑖 −𝑀(1 − 𝜎𝑎𝑏

𝑖 ) − 𝑀(1 − 𝜎𝑎𝑏
𝑗
) ≤ 𝑀(1 − 𝜌𝑎𝑏

𝑖,𝑗
) (28) 

 

where 𝜌𝑎𝑏
𝑖,𝑗

 is a binary variable that indicates the sequence of 

vehicle 𝑖  and 𝑗  entering the grid 𝑔𝑎𝑏  when they both would 

use the grid, i.e., 𝜎𝑎𝑏
𝑖 = 𝜎𝑎𝑏

𝑗
= 1. When 𝜎𝑎𝑏

𝑖 = 𝜎𝑎𝑏
𝑗

= 1, Eq. 

(27) is equivalent to  𝜑𝑎𝑏
𝑖 − 𝜏𝑎𝑏

𝑗
≤ 𝑀𝜌𝑎𝑏

𝑖,𝑗
, Eq. (28) is 

equivalent to 𝜑𝑎𝑏
𝑖 − 𝜏𝑎𝑏

𝑗
≤ 𝑀(1 − 𝜌𝑎𝑏

𝑖,𝑗
). Since  𝜌𝑎𝑏

𝑖,𝑗
 is a binary 

variable, if 𝜌𝑎𝑏
𝑖,𝑗

= 1, Eq. (27) is automatically satisfied, and 

Eq. (28) is equivalent to 𝜑𝑎𝑏
𝑖 − 𝜏𝑎𝑏

𝑗
≤ 0; if 𝜌𝑎𝑏

𝑖,𝑗
= 0, Eq. (27) 

is equivalent to 𝜑𝑎𝑏
𝑖 − 𝜏𝑎𝑏

𝑗
≤ 0, and Eq. (28) is automatically 

satisfied. These are identical to Eq. (26). When 𝜎𝑎𝑏
𝑖 ≠ 1 or 

𝜎𝑎𝑏
𝑗

≠ 1, Eqs. (27) and (28) will be automatically satisfied. 

 

 
Fig.6. Four different situations for two vehicles to cross the same grid  

 

As mentioned earlier, at each time window, we only solve 

the optimal entering time and lane-based route choices for 

AVs within the time window rather than the whole time 

horizon. The decisions from previous time windows are inputs 

for the optimization problem of next windows. 

The length of the sliding time window is denoted by ∆𝑡. 

When ∆𝑡 → ∞ , the GO-STW method is identical to 

optimizing the problem in the whole time horizon. When 

∆𝑡 → 0, the GO-STW method can be considered as the first-

come-first-served (FCFS) principle based method, which is 

identical to an extreme case of the FCFS-R method (when 

time window for FCFS-R is also set as zero) to be discussed. 
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2) The first-come-first-served method with route choices 

optimization (FCFS-R) 

In the FCFS-R, a vehicle with an earlier planned arrival 

time at the intersection will enter the intersection earlier (or at 

least no later than a later vehicle). Thus, the entering sequence 

of vehicles is constrained by vehicles’ planned arrival times at 

the intersection. 

The constraints in Eq. (26) for the GO-STW method are no 

longer needed for the FCFS-R method. Instead, we have the 

following constraints in Eq. (29). Let 𝑘  indicate the 𝑘𝑡ℎ 

vehicle based on the sorted sequence, let 𝑛 denote the number 

of all upcoming vehicles under consideration, then FCFS-R 

method requires that 

 

𝜑𝑎𝑏
𝑘 − 𝜏𝑎𝑏

𝑘+1 ≤ 0 , 𝑘 ∈ {1…𝑛 − 1} (29) 

 

i.e., the exiting time from grid 𝑔𝑎𝑏  for the 𝑘𝑡ℎ vehicle 𝜑𝑎𝑏
𝑘  is 

no later than the entering time of the (𝑘 + 1)𝑡ℎ vehicle 𝜏𝑎𝑏
𝑘+1, 

where 𝑔𝑎𝑏 ∈ 𝐺. The constraints in Eq. (29) for the FCFS-R 

method ensure no conflict among vehicles. 

Again, the length of the time window is defined as ∆𝑡 . 

When ∆𝑡 → ∞ , it means that all vehicles over the time 

horizon is considered simultaneously, while the sequence of 

vehicles to enter the intersection is determined based on 

vehicle arriving time. When ∆𝑡 → 0, it is equivalent to GO-

STW with a window length equal to zero, i.e., each vehicle 

minimizes its own delay when deciding entering time and 

route, while entering times and routes of vehicles before the 

concerned vehicle are taken as inputs/constraints. 

 

D. Heuristic procedure for MILP 

The developed models (with two different solution schemes) 

are all mixed integer linear programming (MILP) problems, 

which can be solved through the CPLEX solver. However, 

when the number of vehicles increases (due to a higher 

demand or a longer time window), the computation time may 

increase sharply. This is because, the solution space and 

combinatorial complexity for computing each vehicle’s routes 

and entering time increase exponentially with the number of 

vehicles. In order to reduce computation time, this paper 

adopts the heuristic proposed in [31]. The basic idea of the 

adopted heuristic is to find a feasible solution firstly and then 

look for a better solution near this feasible solution in the next 

round of optimization. Fig. 7 depicts the main steps of the 

adopted heuristic, which are summarized below. 

Step 1: Find a feasible solution as an upper bound. In this 

paper, we adopt the “first-come-first-served method without 

route choices” (FCFS-WR) to produce an initial solution. 

FCFS-WR is similar to the FCFS-R introduced in Section III-

C, but without optimizing the route choices. In the numerical 

tests in Section Ⅳ-B, one can see that even with high-level 

demand, the average computation time of FCFS-WR method 

is only 0.03 seconds (a quick solution can be produced). 

Step 2: Add a constraint where the objective function value 

from the initial solution or from last iteration minus a certain 

cut-off value is set as the upper-bound for the objective 

function in the next iteration. We take the objective function 

in Eq. (5) as an example. For a given objective function value 

obtained in the 𝑛𝑡ℎ  iteration 𝑡𝑖
′(𝑛)

 and 𝑡𝑖
(𝑛)

 , we add the 

following constraint 

 

∑ (𝑡𝑖
′ − 𝑡𝑖)𝑖 ≤ ∑ (𝑡𝑖

′(𝑛) − 𝑡𝑖
(𝑛))𝑖 − 𝜃(𝑛),     𝑖 ∈ 𝐶 (30) 

 

In Eq. (30), the objective function in the original MILP should 

be less than the objective value at the 𝑛𝑡ℎ iteration by at least 

𝜃(𝑛) ≥ 0, where 𝜃(𝑛) is further formulated in Eq. (31). 

How to generate a value of 𝜃(𝑛) is critical to the success of 

the proposed heuristic procedure. If 𝜃(𝑛) is too large, one may 

not be able to obtain a feasible solution in the next iteration 

within the time length of a time window. However, if 𝜃(𝑛) is 

too small, the improvement of solution for the next iteration is 

small. This paper adopts the following: 

 

𝜃(𝑛) =
1

𝑛+1
(𝜇 ∑ (𝑡𝑖

′(𝑛) − 𝑡𝑖
(𝑛)

)𝑖 ),     𝑖 ∈ 𝐶 (31) 

 

where 𝜇 > 0  is a predetermined parameter and should be 

chosen case by case, and usually 𝜇 = 1 as suggested in [31]. 

As ∑ (𝑡𝑖
′(𝑛) − 𝑡𝑖

(𝑛)
)𝑖  and 

1

𝑛+1
 both decrease with 𝑛 , 𝜃(𝑛)  will 

decrease gradually with 𝑛. 

Step 3: Define a new objective function by utilizing the 

Hamming distance. In Step 2, the original objective (total 

delay) is incorporated in the constraint in Eq. (30). A new 

objective function is developed according to the Hamming 

distance, which is defined between the solution to be 

optimized and the current solution as follows: 

 

∆(𝜆𝑟
𝑖 , 𝜆𝑟

𝑖(𝑛)
) = ∑ 𝜆𝑟

𝑖 +
𝑖∈𝐶,𝑟∈𝑅:𝜆𝑟

𝑖(𝑛)
=0

∑ (1 − 𝜆𝑟
𝑖 )

𝑖∈𝐶,𝑟∈𝑅:𝜆𝑟
𝑖(𝑛)

=1

 (32) 

We then solve the following 

min ∆(𝜆𝑟
𝑖 , 𝜆𝑟

𝑖(𝑛)
) (33) 

where 𝜆𝑟
𝑖  is the binary decision variable, 𝜆𝑟

𝑖 = 1  when 

vehicle 𝑖 chooses route 𝑟 and zero otherwise. Eq. (33) means 

that we try to find a new solution close to the current solution 

(this often saves computation time) while a delay reduction is 

ensured through the constraint in Eq. (30). 

Step 4: Solve the new optimization problem. With the new 

objective function in Eq. (33) and the new constraints in Eq. 

(30)-(32), the updated MILP can be solved by CPLEX solver. 

In order to ensure that we can obtain a solution in a given time 

frame, we set up a total computation time limit. In the 

numerical tests, we use ∆𝑡  as the computation time limit, 

where  ∆𝑡 is the length of the time window in the GO-STW 

and FCFS-R methods. Note that an even smaller time limit 

can be readily adopted. 

Step 5: Collect the solution including the total delay and 

the route choices for each vehicle and define them as the 

(𝑛 + 1)𝑡ℎ  solution, i.e., ∑ (𝑡𝑖
′(𝑛+1) − 𝑡𝑖

(𝑛+1)
)𝑖 and 𝜆𝑟

𝑖(𝑛+1)
. 

These will be the inputs for the (𝑛 + 2)𝑡ℎ iteration. Then go 
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to Step 2 for the next iteration of optimization until the 

computation time limit in Step 4 is reached or the solution 

cannot be further improved (or improvement is too small). 

IV. NUMERICAL EXAMPLES 

This section presents some numerical tests to illustrate the 

efficiency of the lane-based methods and shows the efficiency 

of the proposed heuristic to provide a solution in real-time. 

Section Ⅳ-A presents the basic setting. Section Ⅳ-B 

compares the efficiency and computation time for different 

methods. Section Ⅳ-C presents the computation efficiency of 

the proposed heuristic. 

 
Fig.7. Basic idea and the flowchart of the heuristic 

 

A. Basic Setting 

The numerical setting is based on the parameters of the 

intersection between Shanmuchong East Road and Wanfu 

North Road in Changsha City, China. This intersection has 

four entrance lanes and four exit lanes in each direction. The 

lane width is 3 meters. The intersection is discretized into 64 

square grids with a side length of 3 meters. Each vehicle is 

4.5-meter long and 2.5-meter wide. There are 192 trajectory 

bands in total and more than 5000 critical points associated 

with the trajectory bands. The number of potential conflicts 

between vehicles is much larger than these numbers. The 

numerical example considers a time duration of one-minute. 

This time duration is discretized into 6 time windows with a 

length of 10 seconds. Table IV summarizes the basic setting. 

By using these parameters, for through traffic, the minimum 

time headway is 0.75 seconds, that is, when a vehicle enters a 

grid, it clears after 0.75 seconds and other vehicles can enter. 

For turning traffic, the time headway is similar given the same 

speed. As reported in [32], autonomous vehicles can maintain 

a time gap as small as 0.6 seconds (1.5 seconds for 

conventional non-automated vehicles). 

We tested three different mean demand levels, i.e., 720 

pcu/h per entrance lane (high-level), 540 pcu/h per entrance 

lane (medium level), 360pcu/h per entrance lane (low-level). 

With high-level demand, the total demand rate is 11520 pcu/h 

(the mean demand rate). The arrival is assumed to follow the 

Poisson distribution. We assume equal proportions for the 

through-traffic, left-turn traffic and right-turn traffic, i.e., 1/3 

each. This evenly distributed demand case provides a 

performance benchmark. For example, if there is an 

overwhelming left-turn traffic, since left-turn movements 

generally have more conflict points with other traffic, it is 

expected that less delays can be saved when compared with 

the benchmark. If there is more right-turn traffic, as right-turn 

movements in general have less conflict points with other 

traffic, more delay savings are expected.  

Moreover, each vehicle has its original planned entrance 

lane and exit lane. The original planned entrance lanes and 

exit lanes for vehicles in the numerical tests are based on the 

following principles. In terms of the entrance lane, left turn 

vehicles are distributed to the two lanes on the leftmost with 

an equal probability (i.e., 50:50), right turn vehicles are 

assigned to the two lanes on the rightmost with an equal 

probability (i.e., 50:50), through vehicles are distributed to the 

four entrance lanes with an equal probability. In terms of the 

exit lane, the planned exit lane is compatible with the planned 

entrance lane, e.g., if a left-turn vehicle’s entrance lane is 𝑙2
𝑆, 

then its exit lane should be 𝐿2
𝑊  (please refer to Fig.3). 

However, under the proposed “all-direction” lane framework, 

neither the GO-STW nor FCFS-R method requires vehicles to 

follow the original entrance or exit lanes. 

The numerical tests are conducted on a platform with a 

Win-7 64-bit operating system and Intel(R) Core(TM) i5-

3470 CPU 3.20GHz, 8G RAM. 

 
TABLE IV 

BASIC NUMERICAL SETTING 

Parameters Specification 

Vehicle size  Length: 4.5(m), width: 2.5(m) 

Lane width 𝑑𝑟 = 3(m) 

Vehicle speed 𝑣 =10(m/s) 

Side lengths of a grid 𝑑𝑔 = 3(m) 

Number of grids 64 

Number of approaches 4 approaches 

Lanes on each approach  4 entrance lanes and 4 exit lanes 

Number of routes 192 routes 

Number of available 

routes for a vehicle 
16 routes 

High/Medium/Low-level 

demand 
720/540/360 (pcu/h per entrance lane) 

The time window length 10 (s) 

 

The first iteration (n=1): Produce an initial 

solution by adopting the “first-come-first-served 

method without route choices” (FCFS-WR)

Save the result from the nth  iteration including: 

(i) the total vehicle delays                   , (ii) the 

total computation time from the first to nth  

iterations, (iii) the decision variable values, i.e., 

route choices 

  𝑡𝑖
′(𝑛) − 𝑡𝑖

(𝑛) 
𝑖

 

Set n=n+1, start a new iteration

Specify the minimum performance 

improvement in this iteration, i.e., 

θ(n), and add a constraint that at this 

iteration, the total vehicle delays 

should be reduced by at least θ(n) (see 

Eq.(30))

The results can meet 

precision requirement?

No

Still have surplus 

computation time?

Yes

Yes

No

Define a new objective function 

utilizing the binary decision variable 

values obtained in the last iteration, 

and minimize the difference between 

decision variables of the last and the 

current iterations (see Eq. (32))

Inputs initialization 

and heuristic starts

The end
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B. Comparison of Different Methods 

We examine the traffic efficiency and the computation 

efficiency of the proposed decision methods, i.e., the sliding-

time-window-based global optimum (GO-STW) method and 

the first-come-first-served method with optimal route choices 

(FCFS-R) method. For comparison purpose, two special cases 

are added, i.e., the global optimum method without route 

choices (GO-WR), which is similar to GO-STW but with 

given routes (i.e., routes are not optimized but follow those 

specified in Section Ⅳ-A), and the first-come-first-served 

method without route choices (FCFS-WR), which is similar to 

FCFS-R but again with given route choices that are specified 

in Section Ⅳ-A. 

This section presents the performance benchmark solved by 

the CPLEX solver, which will be further compared with 

solutions from the proposed heuristic in Section Ⅳ-C. We set 

300 seconds (five minutes) as the computation time limit for 

all the methods to be compared. Note that the five-minute 

computation time limit is chosen based on our extensive tests, 

where solution improvement after five minutes is often small. 

 

1) Comparison of computation time and average delay 

Table V summarizes the computation times and traffic 

delays under four different methods (GO-STW, FCFS-R, GO-

WR, FCFS-WR) with different demand levels. We discuss the 

observations from Table V in the following. 

Firstly, under three demand levels, GO-STW always yields 

the smallest average delay, while the computation time is 

relatively large. It provides a traffic efficiency upper bound 

for different methods. In contrast, FCFS-WR, where first-

come-first-served principle is adopted and routes of AVs are 

given, can provide a traffic efficiency lower bound. It is 

evident that the proposed GO-STW and FCFS-R can yield 

very competitive efficiency performance (average delay per 

vehicle is much lower than that under FCFS-WR). 

 
TABLE V 

COMPARISON OF THE FOUR DIFFERENT METHODS  

Travel 

demands 
Methods 

Average 

computation 
time(s) 

Total 

delays(s) 

Average 

vehicle 
delay(s) 

High-level 

GO-STW 300.00 64.82 0.35 

FCFS-R 300.00 245.05 1.34 

GO-WR 18.67 284.00 1.55 

FCFS-WR 0.03 5727.84 31.30 

Medium-
level 

GO-STW 300.00 39.90 0.30 

FCFS-R 300.00 62.51 0.47 

GO-WR 0.30 79.24 0.60 

FCFS-WR 0.02 2696.15 20.43 

Low-level 

GO-STW 28.22 4.04 0.04 

FCFS-R 14.73 15.42 0.17 

GO-WR 0.11 37.02 0.40 

FCFS-WR 0.01 518.35 5.63 

 

Secondly, we compare GO-STW and GO-WR. The 

difference in average delays can be regarded as the benefits 

from optimizing lane-based route choices (entering time is 

optimized under both methods while route choices are 

optimized for GO-STW). We focus on the high-level demand 

case for comparison. As can be seen in Table V, the average 

delays are 0.35 and 1.55 under GO-STW and GO-WR, 

respectively, indicating an evident saving by optimizing the 

route choices. 

Thirdly, by comparing FCFS-R and FCFS-WR, we can 

identify the benefits from lane-based route choices 

optimization under the FCFS policy. For the high-level 

demand case, the average delays are 1.34 and 31.3 under 

FCFS-R and FCFS-WR, respectively. This indicates a 

significant saving from route choice optimization.  

Fourthly, FCFS-R dominates GO-WR in terms of traffic 

efficiency under all demand levels. This indicates that 

optimizing route choices but with FCFS-based entering time 

is more efficient than optimizing the entering time freely but 

with unoptimized route choices. This further implies that 

optimization of lane-based route choices can be more critical 

than the optimization of entering time. 

We also highlight a few more numerical observations in 

relation to the advantages of “all-direction” lanes here. In the 

high demand case, within 6 time windows, 6 left-turn vehicles 

use the right-most approach lane and the right-most exit lane 

under the solution of GO-STW. At the same time, 3 right-turn 

vehicles use the left-most approach lane and the left-most exit 

lane; 9 left-turn vehicles use the right-most lane either for 

entering or exiting; 14 right-turn vehicles use the left-most 

lane either for entering or exiting. This means that the solution 

of GO-STW takes advantage of the flexibility of the “all-

direction” lanes. We further verify that under GO-STW with 

all-direction lanes, the occupancy rate of all grids is 41.53% 

against 38.35% under GO-WR (which is like there is no “all-

direction” lane). These results further verify that the proposed 

all-direction lane framework helps to improve the space 

utilization of an intersection and decrease vehicle delays. 

 
TABLE VI 

THE PROPORTIONS OF VEHICLES WITH ROUTE ADJUSTMENT UNDER GO-STW 

AND FCFS-R METHODS 

Travel demand Route adjustment or lane change GO-STW FCFS-R 

High-level 

Entrance lane only 73.22% 69.95% 

Exit lane only 72.13% 66.67% 

Entrance and/or Exit lane(s) 81.97% 74.86% 

Medium level 

Entrance lane only 68.18% 60.61% 

Exit lane only 65.91% 62.88% 
Entrance and/or Exit lane(s) 78.03% 74.24% 

Low-level 

Entrance lane only 71.74% 59.78% 

Exit lane only 71.74% 59.78% 

Entrance and/or Exit lane(s) 80.43% 68.48% 

 

The significance of the proposed lane-based route choice 

optimization is further verified by the proportion of vehicles 

that have been reallocated to a new route against the original 

planned route (i.e., either entrance or exit lane is adjusted), as 

shown in Table VI. As can be seen, under the two more 

efficient methods, i.e., GO-STW and FCFS-R, significant 

proportions of vehicles have been reallocated to a new route. 
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2) Variation of individual vehicle delays  

The distributions of individual vehicles delay under the 

four methods (GO-STW, FCFS-R, GO-WR, FCFS-WR) are 

shown in Fig.8, where the numerical setting is the same as 

that in Section Ⅳ-A1. 

In Fig.8, there are two main observations. Firstly, as 

demand increases, there is an increasing variation level of 

individual delays under each of the four methods. This is 

indicated by lengths of blue boxes, which represent the 20%-

80% range of the delays. Secondly, under different demand 

levels, the variation of individual vehicle delays follows GO-

STW < FCFS-R < GO-WR < FCFS-WR, i.e., the GO-STW 

method produces the smallest variation (as well as the 

smallest average delay, as indicated in both Table V and Fig.8) 

and FCFS-WR method produces the largest variation (as well 

as the largest average delay, as indicated in both Table V and 

Fig.8).  

 

 
    (a) Low-level            (b) Medium-level           (c) High-level  

Fig.8. Box-plot of individual vehicle delays (x-axis: 1→GO-STW, 2→FCFS-

R, 3→GO-WR, 4→FCFS-WR) 

(Note: the values for “4→FCFS-WR” is one third of true values (scaled down) 

for a more compact display for the figures) 

 

3)  The impacts of lane-changing   

(Lane-changing penalties) We now further examine the 

case where adjustments of planned routes are penalized (to 

reflect the inconvenience/cost/delay), as discussed in Section 

Ⅲ-B, where the objective in Eq. (25) combines delays and 

lane-changing penalties. Note that for illustration purpose and 

to save space, we only present the results for the GO-STW 

method under high-level demand (as specified in Section Ⅳ-

A). When varying the weight for lane-changing penalties 𝜔 

from zero to one, the average delay of all vehicles and the 

total number of lane-changing, are shown in Fig.9. 

There are two main observations from Fig.9. Firstly, 𝜔 = 0 

and 𝜔 = 1 are two special cases. When 𝜔 = 0, no penalty is 

adopted for lane-changing. The average vehicle delay is found 

to be 0.35 seconds, which is exactly equal to the average 

delay in Table V (the GO-STW method). The total number of 

lane-changing is the largest (419 in this example), when 

compared with other methods. When 𝜔 = 1, the objective is 

to minimize the number of lane-changing. In this case, it is 

optimal for all vehicles to stick with the planed entrance and 

exit lanes. However, the average delay is high when compared 

with that under 𝜔 = 0 . This indicates the large efficiency 

gains by optimizing the route choices. Secondly, the average 

vehicle delay increases while the total number of lane-

changing decreases with the increase of 𝜔. This is because 

with a larger 𝜔, lane-changing is more heavily penalized and 

less preferable, and the proposed lane-based AIM will be less 

efficient in terms of decreasing the average delay defined. 

 

 
Fig.9. Variation of average vehicle delay and total number of lane-changing 

against 𝜔 

 

(Lane-changing constraint) As discussed in Section Ⅲ-B, 

not all potential lane-changing may be feasible. We further 

investigate the performance of the proposed methods when 

adding constraints on some vehicles’ entrance lane and/or exit 

lane, i.e., some vehicles’ entrance lane and/or exit lane cannot 

be adjusted. For illustration purpose, here we test and present 

the cases where a proportion of vehicles’ entrance lane and 

exit lane cannot be adjusted. Also, to save space, we only 

show the cases with high demand level defined in Section Ⅳ-

A and present the results based on the GO-STW model. 

In particular, we vary the proportion of vehicles with fixed 

entrance lane and exit lane, and examine how the average 

vehicle delay changes, which is show in Fig.10. Note that we 

assume that traffic of each movement has the same proportion 

of vehicles with fixed routes. 

There are two major observations in Fig.10. Firstly, as the 

proportion of vehicles with fixed route increases from zero to 

0.7, the average vehicle delay increases; and when that 

proportion further increases beyond 0.7, the average vehicle 

delay does not vary too much. This indicates that, in general, 

fewer vehicles have the fixed route, more efficiency gain can 

be generated by the lane-based route optimization. Also, when 

there are too many vehicles with fixed route (more than 70% 

in this example), the efficiency gain from optimizing the lane-

based route is limited. This suggests that the proposed lane-

based AIM model would generate benefits where there is 

sufficient flexibility in vehicles’ routes. Secondly, there is a 

significant delay reduction when comparing the average 
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vehicle delays in the two extreme cases, i.e., “no vehicles with 

fixed routes” and “all vehicles with fixed routes”. This reflects 

the potential benefit of the proposed lane-based AIM model if 

all vehicles are flexible to change their entrance and exit lanes. 

 

 
Fig.10. The average vehicle delay against the proportion of vehicles with 

fixed routes 

 

4) Comparison with traditional lane assignment   

We define a benchmark case for comparison where left-turn 

vehicles always use the left-most lane and right-turn vehicles 

always use the right-most lane, which is termed as the sliding-

time-window-based global optimum with fixed lane-marking 

(GO-STW-FLM). The vehicle delays under GO-STW-FLM 

and the proposed GO-STW is summarized in Table VII. The 

results in Table VII clearly show that the proposed GO-STW 

outperforms GO-STW-FLM under different demand levels. 

 
TABLE VII  

THE COMPARISON OF VEHICLE DELAYS BETWEEN GO-STW AND GO-STW-

FLM 

wind

ow 

High-level demand 
Medium level 

demand 
Low-level demand 

GO-

STW 

GO-STW-

FLM 

GO-

STW 

GO-STW- 

FLM 

GO-

STW 

GO-STW- 

FLM 

1 7.10  20.46  0.92  2.42  0.00  2.40  

2 19.71  22.69  5.58  12.24  1.29  1.61  

3 9.57  17.54  3.86  6.77  0.08  5.84  

4 7.18  14.99  16.47  12.01  0.09  0.87  

5 12.12  30.35  0.49  1.30  1.39  5.68  

6 9.13  32.88  12.59  11.15  1.19  3.90  

 

Table VIII summarizes vehicle delays for different 

movements under high-level demand. As can be seen, the 

delay reduction (i.e., GO-STW against GO-STW-FLM) for 

left-turn traffic is most significant. This is in line with the fact 

that left-turn vehicles often experience more delays before 

introducing the all-direction lanes (due to more conflicts with 

other traffic). 

 
TABLE VIII  

THE COMPARISON OF VEHICLE DELAYS FOR DIFFERENT MOVEMENTS 

BETWEEN GO-STW AND GO-STW-FLM 
 Right turn Left turn Through 

 GO-

STW 

GO-STW-

FLM 

GO-

STW 

GO-STW-

FLM 

GO-

STW 

GO-STW-

FLM 

West 

bound 
0.00 3.11 8.43 26.24 5.84 8.36 

East 

bound 
0.78 1.13 13.04 30.75 5.96 11.75 

North 
bound 

1.17 0.37 7.79 22.21 5.21 5.34 

South 

bound 
0.59 1.38 9.78 20.15 6.22 8.12 

Total 2.54 5.99 39.04 99.36 23.23 33.56 

 

C. The Heuristic: Vehicle Delay and Computation time 

In Section Ⅳ-B, GO-STW and FCFS-R are directly solved 

through CPLEX solver with a 5-minute computation time 

limit. It means that demand and vehicle arrival information 

should be available to the intersection operator at least 5 

minutes in advance (in practice, additional data processing 

and communication time is needed). This may be feasible 

since all AV trips may have to be booked in advance and the 

trajectories of AV trips can be more predictable. We now 

further test the proposed heuristic and examine the trade-off 

between traffic efficiency and computation time. In particular, 

we ensure that the solution for a time window can be provided 

within the length of a time window. 

We focus on the GO-STW method for illustration purpose 

and test the three demand levels defined in Section Ⅳ-A. The 

delays and computation times are shown in Tables IX, X and 

XI for the three demand levels, respectively. Note that in 

Table IX, X and XI, “delay” is the total vehicle delay for 

vehicles within a time window, “time” is the computation 

time for the current iteration of calculation, “W1” to “W6” 

denote the first to the sixth time window, respectively. Each 

time window is 10 seconds (specified in Table V) and the 

solution for each time window is provided within 10 seconds. 

Note that the initial solution (Iteration 1) is from the FCFS-

WR method, which is negligible (please refer to Step 1 in 

Section Ⅲ-D). As can be seen, the vehicle delay decreases 

over iterations in the proposed heuristic procedure. However, 

the decreasing speed of delay slows down over iterations. This 

is in line with that 𝜃 in Eq. (30) decreases over iterations. 

Table XII further summarizes the delays and computation 

times under GO-STW method and FCFS-WR method directly 

solved by CPLEX solver (the results are time-window specific, 

where Table V only provides the aggregate results over all 

time windows) and those under GO-STW method based on 

the heuristic solution procedure (these are consistent with 

those in Table IX, X and XI). 

 

 
TABLE IX 

THE TOTAL DELAY AND COMPUTATION TIME UNDER HIGH-LEVEL DEMAND (“—”: NO SOLUTION WITHIN THE TIME LIMIT) 

Time 

window 

FCFS-WR (Iteration 1) Iteration 2 Iteration 3 Iteration 4 Iteration 5 

delay(s) time(s) delay(s) time(s) delay(s) time(s) delay(s) time(s) delay(s) time(s) 
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W1 299.35 0.02 39.14 1.78 — — — — — — 

W2 563.36 0.05 113.31 1.44 66.30 1.65 45.29 1.70 — — 

W3 865.61 0.03 179.22 1.06 72.86 1.86 — — — — 

W4 966.85 0.02 161.80 0.69 90.86 1.05 62.75 1.03 49.60 1.97 

W5 1375.41 0.02 471.88 1.00 160.17 1.23 118.69 1.78 92.69 1.89 

W6 1657.26 0.02 360.33 1.19 240.00 2.32 — — — — 

 
TABLE X 

THE TOTAL DELAY AND COMPUTATION TIME UNDER MEDIUM-LEVEL DEMAND (“—”: NO SOLUTION WITHIN THE TIME LIMIT) 

Time window 
FCFS-WR (Iteration 1) Iteration 2 Iteration 3 Iteration 4 

delay(s) time(s) delay(s) time(s) delay(s) time(s) delay(s) time(s) 

W1 60.18 0.02 23.66 0.50 10.57 0.47 7.50 0.84 
W2 248.12 0.02 84.70 0.73 23.73 0.73 17.15 0.72 

W3 358.80 0.00 26.36 0.37 14.02 0.45 10.49 0.44 

W4 645.60 0.02 147.27 0.70 43.31 0.80 31.83 0.72 
W5 609.07 0.02 304.50 0.50 202.67 0.50 36.66 0.50 

W6 774.38 0.03 14.91 0.48 — — — — 

Time window 
Iteration 5 Iteration 6 Iteration 7 Iteration 8 

delay(s) time(s) delay(s) time(s) delay(s) time(s) delay(s) time(s) 

W1 6.00 8.05 — — — — — — 
W2 — — — — — — — — 

W3 8.00 7.55 — — — — — — 

W4 — — — — — — — — 
W5 28.27 0.53 20.87 0.50 16.67 0.66 14.00 3.99 

W6 — — — — — — — — 

 

TABLE XI 
THE TOTAL DELAY AND COMPUTATION TIME UNDER LOW-LEVEL DEMAND (“—”: NO SOLUTION WITHIN THE TIME LIMIT) 

Time 

window 

FCFS-WR (Iteration 1) Iteration 2 Iteration 3 Iteration 4 Iteration 5 

delay(s) time(s) delay(s) time(s) delay(s) time(s) delay(s) time(s) delay(s) time(s) 

W1 9.81 0.00 3.70 0.86 2.47 0.78 1.85 0.61 1.48 1.12 

W2 11.29 0.02 4.85 0.27 3.23 0.58 2.35 2.70 1.88 0.50 

W3 33.73 0.03 13.86 0.33 7.51 0.33 5.63 3.17 4.09 0.33 
W4 104.41 0.00 14.18 0.31 7.40 0.30 5.46 0.31 4.32 1.01 

W5 156.11 0.02 41.00 0.38 16.12 0.38 11.95 0.36 9.60 0.56 

W6 203.00 0.00 10.54 0.33 7.00 0.67 4.91 0.44 3.90 1.06 

Time 

window 

Iteration 6 Iteration 7 Iteration 8 Iteration 9 Iteration 10 

delay(s) time(s) delay(s) time(s) delay(s) delay(s) time(s) delay(s) time(s) delay(s) 

W1 1.23 1.47 1.05 2.04 0.92 1.64 — — — — 

W2 1.57 0.58 1.34 0.69 — — — — — — 
W3 3.32 0.70 2.23 0.67 0.79 1.05 0.68 0.87 0.51 0.42 

W4 1.72 0.31 1.45 0.89 1.04 1.08 0.92 0.61 0.65 0.31 

W5 8.00 2.59 6.86 3.14 — — — — — — 
W6 2.93 1.08 2.41 0.62 1.87 0.37 1.60 0.80 1.44 0.66 

TABLE XII 

THE TOTAL DELAYS AND TOTAL COMPUTATION TIMES: GO-STW AND FCFS-WR (WITHOUT USING HEURISTIC); GO-STW(HP) USING THE PROPOSED HEURISTIC 

 High-level demand Medium-level demand Low-level demand 

 GO-STW 
GO-

STW(HP) 
FCFS-WR GO-STW 

GO-

STW(HP) 
FCFS-WR GO-STW 

GO-

STW(HP) 
FCFS-WR 

 delay Time delay time delay time delay time delay time delay time delay time delay time delay time 

W1 7.10 300.00 39.14 1.79 299.35 0.02 0.92 300.00 6.00 9.88 60.18 0.02 0.00 6.67 0.92 8.52 9.81 0.00 

W2 19.71 300.00 45.29 4.83 563.36 0.05 5.58 300.00 17.15 2.20 248.12 0.02 1.29 5.98 1.34 5.32 11.29 0.02 

W3 9.57 300.00 72.86 2.95 865.61 0.03 3.86 300.00 8.00 8.81 358.80 0.00 0.08 9.05 0.51 7.89 33.73 0.03 

W4 7.18 300.00 49.60 4.74 966.85 0.02 16.47 300.00 31.83 2.23 645.60 0.02 0.09 10.26 0.65 5.13 104.41 0.00 

W5 12.12 300.00 92.69 5.91 1375.41 0.02 0.49 300.00 14.00 7.19 609.07 0.02 1.39 104.51 6.86 7.41 156.11 0.02 

W6 9.13 300.00 240.00 3.53 1657.26 0.02 12.59 300.00 14.91 0.51 774.38 0.03 1.19 32.85 1.44 6.02 203.00 0.00 

 

In Table XII, “HP” stands for heuristic procedure, GO-

STW(HP) means that the GO-STW method is solved by the 

proposed heuristic, “delay” denotes the total vehicle delay 

associates with a certain time window, and “time” denotes 

the total computation time to obtain the solution associates 

with a certain time window. Both “delay” and “time” are 

presented in seconds. GO-STW (solved directly by CPLEX 

solver) provides a traffic efficiency upper bound but 

requires the longest computation time. In contrast, FCFS-

WR provides a traffic efficiency lower bound and requires 

the shortest computation time. The results in Table XII 

show that while GO-STW(HP) is less efficient than GO-

STW, GO-STW(HP) only requires a computation time less 

than 10 seconds for each time window. Moreover, GO-
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STW(HP) yields substantial efficiency gains against the 

FCFS-WR. The above results illustrate the potential of the 

proposed method to be applied in real-time applications. 

Future research may further examine more efficient 

algorithms to solve the proposed models. 

V. CONCLUSIONS 

This paper proposed a lane-based intersection control 

model for connected and automated vehicles, where 

vehicle’s physical size is incorporated. Specifically, we 

develop a “trajectory band” based approach to 

accommodate the vehicle size, which may be adapted in 

other similar scenarios with and without AVs. We 

demonstrate that with AVs, lane-based route choices should 

be considered to improve intersection traffic efficiency. 

We develop two methods for optimizing vehicle entering 

time (i.e., when to enter the intersection) and route choice 

decisions, including the sliding-time-window-based global 

optimum (GO-STW) and the first-come-first-served method 

with optimal route choices (FCFS-R). The developed lane-

based models can be transformed into mixed integer linear 

programming (MILP) problems, which can be solved by 

CPLEX solver. We also investigate the impacts of lane-

changing through two aspects, i.e., adding a lane-changing 

penalty term into the objective function and adding 

constraints on travelers’ entrance lane and exit lane choices. 

To improve the computation efficiency, a heuristic is 

developed to solve the proposed MILP model. Numerical 

tests show that the adopted heuristic can provide an 

effective solution in a given time frame, which illustrates 

the potential of the proposed methods to be further 

developed for real-time application. Our numerical studies 

also reveal that the optimization of lane/route choices is 

often more critical than the optimization of entering time. 

This highlights the importance of this paper to consider 

lane-based route choices. 

This paper mainly focuses on optimization of entering 

time and route choices of AVs inside an intersection. The 

study scope can be expanded from an intersection to the 

intersection combined with its connecting roadways. In this 

case, the speed and the full trajectory of each vehicle on the 

roadways and within the intersection can be optimized 

jointly. The proposed lane-based model for the intersection 

can be integrated with modeling of vehicle’s lane-changing 

and car-following behavior. We indeed conducted 

preliminary simulations and found it feasible to integrate 

the lane-based model for intersection management and lane-

changing and speed adjustment along the approach lanes. 

Moreover, future studies may also examine both time-

efficient and energy-efficient control strategies when 

optimizing the speed and trajectory profile of vehicles. 

Furthermore, this study only considers private AVs. In a 

future study, we may consider autonomous buses’ priority 

at the intersections, and examine automated intersection in a 

dynamic and multimodal context.  Last but not least, it is of 

our interest to examine prediction-based models with a 

certain prediction time window to facilitate real-time 

applicability of the proposed method. 
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APPENDIX: TRAVEL TIME CALCULATION WITH TIME-

VARYING SPEEDS AND ACCELERATIONS.  

This appendix discusses how vehicles’ travel times 

within grids can be obtained where the speed might vary 

with time. For turning movement, i.e., left-turn or right-turn, 

elliptic curve for vehicle movement can be adopted, which 

can be written as: 

{
𝑥 = 𝑝 cos 𝜂
𝑦 = 𝑞 sin 𝜂  (34) 

where  𝑝, 𝑞  and 𝜂  are parameters for defining the elliptic 

curve. The point that a vehicle enters the intersection is 

denoted by 𝑧1(𝑥1, 𝑦1) , the point it enters a given grid is 

𝑧2(𝑥2, 𝑦2), which can be obtained from Section II-C. The 

travel time from point 𝑧1(𝑥1, 𝑦1)  to 𝑧2(𝑥2, 𝑦2)  can be 

calculated by  

𝜂1 = 𝑎𝑟𝑐 cos
𝑥1

𝑝
 (35) 

𝜂2 = 𝑎𝑟𝑐 cos
𝑥2

𝑝
 (36) 

where 𝜂1  and 𝜂2  are the eccentric angles of the ellipse at 

points 𝑧1(𝑥1, 𝑦1) and 𝑧2(𝑥2, 𝑦2), respectively.  

The arc length of the ellipse from 𝑧1(𝑥1, 𝑦1) to 𝑧2(𝑥2, 𝑦2), 
i.e., 𝐿𝑧1𝑧2, can be specified as 

𝐿𝑧1𝑧2 = 𝑝∫ √1 − 𝑒2𝑐𝑜𝑠2𝜃
𝜂2
𝜂1

𝑑𝜃 (37) 

where 𝑒 is the eccentricity of the ellipse, which is 

𝑒 =
√𝑝2−𝑞2

𝑝
, 0 < 𝑒 < 1 (38) 

The arc length for a vehicle traveling along the ellipse 

can also be calculated by its time-varying speed and 

acceleration, which can be specified as 

𝐿𝑧1𝑧2 = ∫ (𝑣𝑧1 + ∫ 𝑎(𝑡)
𝑡𝑧2
𝑡𝑧1

𝑑𝑡)
𝑡𝑧2
𝑡𝑧1

𝑑𝑡 (39) 

where 𝑡𝑧1  is the time for the vehicle entering the 

intersection, 𝑡𝑧2 is the time for the vehicle entering the grid. 

𝑣𝑧1  is the speed the vehicle entering the intersection. 𝑎(𝑡) is 

the acceleration rate at time 𝑡. By combining Eqs. (34)-(39), 

one can calculate the travel time from stop line to a given 

grid, i.e., the value of 𝑡𝑧2. 

For through movements, their trajectories are straight 

lines. The arc length for a vehicle traveling along the 

straight line can be written as  

𝐿𝑧1𝑧2 = √(𝑥2 − 𝑥1)
2 + (𝑦2 − 𝑦1)

2 (40) 

By combining Eq. (39) and Eq. (40), 𝑡𝑧2  can be obtained 

accordingly. 
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