
 

Abstract - Nowadays, Hong Kong International Airport 

faces the issues of saturation and overload. The difficulties of 

selecting taxiways and reducing the lead time at the runway 

holding position are the severe consequences that appeared 

from increasing the number of passengers and increased 

cargo movement to Hong Kong International Airport but 

without constructing a new runway. This paper is primarily 

about predicting flight delays by using machine learning 

methodologies. The prediction results of several machine 

learning approaches are compared and analyzed thoroughly 

by using real data from the Hong Kong International Airport. 

The findings and recommendations from this paper are 

valuable to the aviation and insurance industries. Better 

planning of the airport system can be established through 

predicting flight delays. 
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I.  INTRODUCTION 

 With the increasing demand for air transport, the 

pressure on the planning and controlling of airlines has 

increased significantly. Nowadays, in the airline system, 

flight delay is the most crucial prevalent operation 

indicator showing the performance of an airline. Any 

discrepancy between the scheduled and the actual 

departure or landing times of an aircraft can be seen as a 

delay [1]. 

 Besides focusing on the Hong Kong aviation’s data, 

flight delays are prevalent in most countries. Governmental 

Regulatory Authorities have various criteria concerning 

flight delays tolerance thresholds. In reality, in the 

environment of air transport systems, flight delay is a vital 

topic. In 2013, 36% of flights in Europe were delayed over 

five minutes, 31.1% of flights in the United States were 

delayed over 15 minutes, and 16.3% of flights in Brazil 

were canceled or delayed over 30 minutes. The results 

indicate how important this metric is and how it impacts, 

regardless of the airline mesh size [2]. 

 Flight delays may weaken the performance of the 

transportation system, and will bring adverse impact on the 

planning of an airport. Airlines are liable to sanctions, fines 

and additional costs caused by flight delays [3]. Thus, 

airlines need to predict flight delays, and understand their 

causes as well as having better reactions. The flight delay 

calculation will foster airports and airline managers’ 

tactical and operational decisions and inform passengers of 

rescheduling their plans. Researchers establish forecasting 

models to rectify the root delay, predicting the time, 

location, reasons and sources of the delay. This comprises 

models effectively looking for an estimation of the 

probability, the number of minutes, or the level of delay for 

a particular flight or airline [4, 5]. Ionescu, et al. [6] showed 

the recurrent failure of flight schemes to respond to 

unexpected delays, technological failures, airport 

congestion and air traffic late coverage also resulted in 

problems of current data analysis. 

 Big Data has earned wide attention over the past few 

years. The accessibility of Big Data has offered a new 

generation of technology to different industries, shifting 

commercial attention towards data-driven decision 

making. Big Data Analytics is presently an essential 

component of gathering Business Intelligence. Many 

businesses, especially massive enterprises, consider Big 

Data as mainstream practice. They are continually 

investigating the latest tools and models in order to 

improve their Big Data utilization. 

 Flight delays can be triggered by various sources and 

greatly impact airports, airlines or on-the-way routes. 

Some airport schemes incorporated airlines and 

destinations as the factors into the data analysis to predict 

flight delays. Airports also have top priority of 

investigation on the efficiency based on the delays caused 

by carriers. The linkage between congestion and delay has 

been examined in an ensemble of the airport and the route. 

Other airports and airlines need to be considered for 

evaluating the capacity problems and airlines’ decision 

making. There are many ways to analyze the entire scope, 

and it is important to consider the dynamics of air transport 

systems, especially if root delays are targeted [7]. 

 This study aims at predicting flight delay with different 

approaches. Machine learning approaches provide 

opportunities for the prediction of flight delays, and gain 

increasingly more attention. In order to find a good method 

for flight delay prediction, several machine learning 

methods are introduced and applied in predicting flight 

delays. The prediction results with different machine 

learning methods are compared so that the best prediction 

model can be chosen. The flights dataset used in this 

research was obtained from the Hong Kong International 

Airport Authority. Meanwhile, feature variables are 

developed and selected before they are used in the 

prediction process. Table I shows the corresponding 

references and research objectives for the 10 methods used 

in predicting flight delays. 
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TABLE I 
A SUMMARY TABLE FOR METHODS USED IN PREDICTING FLIGHT 

DELAYS 

 

II.  METHODOLOGY 

 

 Hong Kong’s airline data in 2018 was obtained from 

the Hong Kong Airport Authority databases. The dataset 

includes the scheduled and actual departure and arrival 

times for non-stop flights recorded by different airlines. 

Information for the delayed and cancelled flights, real 

travelling time and non-stop distance are also available in 

the dataset. The origin and destination of airlines are also 

included. With this dataset, a predictive model was used to 

process flight delays. The flight dataset includes data for 

161 airports. A flight arriving later than the scheduled 

arrival time is considered as a flight delay. In addition, the 

diverted flight is eliminated from the dataset. Features such 

as a month, day of the week, origin airport code, destination 

airport code, departure time, arrival time are used. 

Unnecessary features are removed from the flight data. 

 This study aims to predict flight delays for airlines in 

Hong Kong. Five methods are used to predict flight delay, 

that is, Random Forest, Logistics Regression, K-nearest 

Neighbors, Decision Tree, Naïve Bayes. 

 

A. Random Forest 

 Random forest is one of the algorithms used in this 

study. It is a term that falls within the general random 

decision technique. This algorithm works by creating a 

group of decision-making structures in training and 

outputting the class, which is the class mode or the mean 

prediction of each of the tree. The random selection of 

attributes is used for the determination of splits at each 

node [20]. 

 The value of the decision tree for each function is 

determined in the following way: 

𝑓𝑖𝑖
=

∑ 𝑛𝑖𝑗𝑗:𝑛𝑜𝑑𝑒 𝑗 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖

∑ 𝑛𝑖𝑘𝑘∈𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
 (1) 

At the Random Forest point, the last feature is that it is 

an average for all the trees. The value of the function is 

determined and divided by the total number of trees: 

𝑅𝐹𝑓𝑖𝑖
=

∑ 𝑛𝑜𝑟𝑚𝑓𝑖𝑖𝑗𝑗∈𝑎𝑙𝑙𝑡𝑟𝑒𝑒𝑠

𝑇
 (2) 

 
B. Logistics Regression 

 Regression is a statistical model that uses a logistic 

function in its basic form to predict a binary dependent 

variable even if there are several more complex extensions. 

Logistic regression is used to estimate logistic model 

parameters in a regression analysis. In mathematics, a 

binary logistic model has two possible values, for example, 

pass or fail, represented by a variable indicator that the 

values 0 and 1 are defined as two values. The standard 

logistic function is expressed below: 

 σ(t) =
𝑒𝑡

𝑒𝑡 + 1
=

1

1 + 𝑒−𝑡
 (3) 

 The term t can be represented as follows: 

 

 𝑡 = 𝛽0 + 𝛽1𝜒 (4) 

and the general logistic regression function can 

subsequently be expressed as: 

 𝑝(𝜒) = σ(t) =
1

1 + 𝑒−(𝛽0+𝛽1𝜒)
 (5) 

 

C. K-nearest Neighbors 

 K-nearest neighbors is a simple algorithm that holds all 

the available cases in a similarity measure and classifies 

new cases. A case is defined by a plurality of its neighbors, 

with the case assigned by the distance to the most common 

of its 𝑘 neighbors. If 𝑘 = 1, the case is only assigned to the 

nearest neighbor's class. The distance functions of the k-

nearest neighbors are indicated below: 

 √∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

 (6) 

 ∑|𝑥𝑖 − 𝑦𝑖|

𝑘

𝑖=1

 (7) 

 (∑(|𝑥𝑖 − 𝑦𝑖|)𝑞

𝑘

𝑖=1

)

1
𝑞

 (8) 

D. Decision Tree 

 A decision tree is a structural model for supervised 

learning, applying the strategy of dividing and occupying. 

At every decision node providing terminal leaves, the data 

is split into smaller subsets, using different conditions. At 

each n decision node, a 𝑓(𝑥) test function is implemented 

to offer the branches with discrete results. According to the 

Methodology 
Reference to 

Related 

studies 

Objective 

Network 

representation 
[8] 

Investigation of the flight 
structure 

Probabilistic 

model 
[9] 

Distribution of delays (If 

delays are less than 2 hours, 

the probability can be 
predicted.) 

Statistical 

analysis 
[10] 

Comprehend delay 

propagation impacts 

Queuing model [11] Predict root delays 

Simulation [12] 

Analyze airport capacity 

data, considering departure 

and arrival delays 

Operational 

model 

[13] 
Assess the flight delayed 

cost of the airline schedule 

[14] 

Study the impact of queuing 

capabilities and demand on 
airport delay levels 

[15] Study the spread of delays 

Random 

forests 
[16] Flight delays prediction 

Reinforcement 

learning 
[17] Temporary taxi-out 

Naive Bayes, 

decision tree, 

neural network 

and K-nearest 

Neighbours 

[18] 

Flight delays prediction 

(Decision tree performs 

best with a 70 percent 
prediction on longevity.) 

Adaptive 

network 
[19] Flight delays prediction 



 

input variable x, the mathematical classification model of 

the decision tree can be defined as: 

𝑓(𝑥) = 𝐸[𝑦|𝑥] = ∑ 𝑤𝑛𝜙(𝑥; 𝑣𝑛)

𝑁

𝑛=1

 (9) 

where 𝑤𝑛 is spread over class labels in the nth node. 𝑣𝑛 is 

the option of the split variable and the threshold value on 

the root to the 𝑛𝑡ℎ leaf path. 

 

E. Naïve Bayes 

 The class mark is distributed according to the 

probability obtained from the Bayes theorem. For 

convenience, the variables are assumed to be independent, 

and the variables and groups follow a normal Gaussian 

probability curve [21]. 

 

III. DISCUSSION 

 

 Deep understanding of feature selection is highly 

beneficial in enhancing model efficiency and knowledge of 

the structure and features of the data. The following 

variables were used to forecast delays by different 

classification models: 

(1) Month. It is the month of one year (1-12), and provides 

information on seasonality. 

(2) Day of week. It ranges from 1 (Monday) to 7 (Sunday), 

and offers regular flight patterns and results. 

(3) Departing and arrival times (per hour). It offers 

patterns based on the flights’ time. For example, 

flights arriving late at night could be less likely to 

delay.  

(4) Distance. It is the distance in miles between airports of 

origin and destination. 

(5) Airport origin or destination. It means the airport code 

of origin, such as HKG for the Hong Kong 

International Airport. 

(6) Carrier. It is the business code of an airline and the 

operating flight number. For instance, CX is the code 

that is used for the Cathay Pacific. 

 Then, additional features such as average taxi time, 

airline group, block time, etc. are incorporated into the 

further analysis to understand how these attributes impact 

on the accuracy of algorithms and the flight delay issue. 

 The dataset was split into training and test data in a 

80:20 ratio, within 29,352 flight data points, and a 

sampling technique was used to balance the training results. 

The efficacy of the models was assessed according to 

precision. The configuration of the computation unit used 

was Anaconda Jupyter Notebook, Python 3.7 version. 

Apart from data processing and feature selection, different 

libraries were imported in Jupyter Notebook, including 

Pandas, Seaborn, Sklearn and Sklearn.matrix. 

 Table II shows the comparison results of the 

algorithms’ accuracy after testing different additional 

attributes, namely average taxi time (the average of taxi in 

and taxi out time), airline group, block time, distance 

(distance in miles between airports of origin and 

destination) and aircraft group size. After adding these 

extra attributes for analysis, they primarily increase the 

accuracy of several of the algorithms. The detailed results 

are as follows. The accuracy of random forest lies between 

approximately 67% to 73%, compared to the original 

accuracy of 66.39%. K-nearest neighbors has accuracy that 

lies between approximately 63% to 66% compared to the 

original accuracy of 61.03%. Finally, the accuracy of the 

Naïve Bayes lies between 49% to 65% compared to the 

original accuracy of 49.17%. Naïve Bayes has the 

maximum increase in its accuracy. In contrast, the 

additional attributes decrease the accuracy of the logistic 

regression and decision tree. However, the decreases in 

these two algorithms are not as large as the increases in the 

other algorithms. The new accuracy of the logistic 

regression and decision tree is still quite near the original 

accuracy. As a result, the above additional attributes have 

the most impact on Naïve Bayes, then random forest, and 

ultimately k-nearest neighbors, but do not significantly 

influence logistic regression and decision tree. Regarding 

the effects of each attribute, after comparing the altered 

extent in each accuracy by each attribute, distance is the 

most crucial attribute, block time is the second one, aircraft 

group size is the third one, and airline group is the fourth 

one. The final one is the average taxi time. 

 
TABLE II 

THE ACCURACY OF ALGORITHMS BY EACH ATTRIBUTE 

 

Algorithm Random forest (Original accuracy: 66.39%) 

      

Extra 
attribute(s) 

Average 

taxi 

time 

Airline 
group 

Block 
time 

Dist. 

Aircraft 

group 

size 

Accuracy 69.58% 70.41% 72.80% 67.19% 69.95% 

Algorithm Logistic regression (Original accuracy: 62.39%) 

Extra 

attribute(s) 

Average 

taxi 
time 

Airline 

group 

Block 

time 
Dist. 

Aircraft 

group 
size 

Accuracy 62.51% 62.17% 62.31% 62.37% 62.17% 

Algorithm 
K-nearest neighbors (Original accuracy: 

61.03%) 

Extra 
attribute(s) 

Average 

taxi 

time 

Airline 
group 

Block 
time 

Dist. 

Aircraft 

group 

size 

Accuracy 63.15% 64.25% 63.33% 65.58% 63.69% 

Algorithm Decision tree (Original accuracy: 61.74%) 

Extra 

attribute(s) 

Average 

taxi 
time 

Airline 

group 

Block 

time 
Dist. 

Aircraft 

group 
size 

Accuracy 60.71% 60.71% 60.71% 61.11% 61.34% 

Algorithm Naïve Bayes (Original accuracy: 49.17%) 

Extra 

attribute(s) 

Average 

taxi 
time 

Airline 

group 

Block 

time 
Dist. 

Aircraft 

group 
size 

Accuracy 49.17% 49.55% 52.17% 64.80% 52.04% 

 

 Since airlines and airports can make use of Big Data 

for analytics, they can refer to the above machine learning 

approach for improving the flight delay issue. Airports can 

then further examine this area for improvement. Block 

time, indeed, means the time between when the flight starts 

leaving the gateway, the actual flight duration, to the time 

when the flight arrives at the destination gateway. So, apart 

from the flying duration, the time and planning of the 



 

airport’ runway and gateway are also the vital components 

of the block time. By understanding the above implications 

and insights brought about by the block time attribute, 

airports can subsequently undertake further adjustments in 

this area to cope with the flight delay issue. 

 After conducting the above project analysis, the 

approach used in predicting flight delays can also be 

applied in the insurance industry. This project suggests that 

airlines can provide flights related data to insurance 

companies through using the application programming 

interface (API) technology so that insurance companies can 

obtain different flight related attributes for travel insurance 

products analysis. In fact, there are various factors involved 

in determining the pricing and coverage of travelling 

insurance products by different insurance companies. In 

the past, admittedly, insurance companies would also 

include different factors to analyze insurance products. 

However, they were not able to obtain flights related data 

to conduct analysis. By implementing the data sharing 

between airlines and insurance companies, insurance 

companies can obtain more types of data to allow a more 

comprehensive analysis regarding the flight delays\ 

prediction. Thus, insurance companies can then obtain a 

better understanding of the flight delay probability and 

determine better pricing and coverage of their travel 

insurance products.   

 The above data sharing process between airlines and 

insurance companies can be achieved by using an 

application programming interface (API). It is a software 

intermediary that permits two applications to communicate 

with each other. In other words, an API is the messenger 

who sends your request to the provider who returns the 

answer to you (Pearlman, 2016). By exchanging airline and 

flight related data through an API, airlines can collaborate 

with insurance companies to develop applications and 

services in predicting flight delays. 

 There are two proposed data sharing system 

workflows. The first one is to establish a connection 

between airlines and insurance companies only. The 

second one is to cooperate with the Hong Kong Airport 

Authority. A platform working as the middle stage for 

storing flight information provided by airlines is 

established. On the other hand, insurance companies can 

also extract the data from this official platform for further 

analysis. 

IV.  CONCLUSIONS 

 

 This research aims to investigate the classification of 

flights as on-time and delayed by using various machine 

learning algorithms and variables related to airlines and 

airports. Different variables influencing the performance of 

a flight are included. According to the results, the random 

forest approach has the highest accuracy when predicting 

flight delays. 

 In the future, the prediction of the flight delay will be 

used in the management of airport and airlines. Besides, 

other approaches will also be tested in future research to 

boost accuracy. Furthermore, additional factors related to 

airlines and external variables like weather will be explored 

in order to increase the prediction precision of the models. 
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