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ABSTRACT This paper focuses on how to see through the melting behavior of solid iron tailings in
molten blast furnace slag and take a new non-contact visual analytical method to predict its melting law.
The optimized convolution neural network (CNN) is used to track the moving target in charge coupled
device (CCD) camera system efficiently and accurately, and the melting behavior of SiO2 is described by
coordinate translation transformation theory. Hierarchical agglomerative clustering (HAC) and delaunay
triangulation were used to extract the characteristic parameters of themelting process of SiO2. The prediction
model of the melting rate of SiO2 at high temperature was established by least square fitting (LSF) and
dimensional analysis, and comparedwith the actualmelting rate of SiO2 obtained by experiments. The results
show that the melting characteristics of SiO2 at high temperature are in accordance with certain function rule.
The performance of optimized CNN in terms of processing time and the accuracy are significantly improved,
and the fusion rate prediction model of SiO2 is verified by 100% accuracy. It provides theoretical support
and model basis for the improvement of slag cotton preparation technology.

INDEX TERMS Melting rate, target tracking, feature extraction, dimensional analysis, best match.

I. INTRODUCTION
Motivation: At present, there are many disadvantages in the
process and utilization of blast furnace slag, such as low
utilization rate, environmental pollution and so on [1]. With
the rapid development of intelligent manufacturing 2025 [2]
to industrial transformation, artificial intelligence appears
frequently in the industrial field. Among those, the mathe-
matical model constructed via algorithm provides the bridge
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between artificial intelligence and engineering practice. Chi-
nese Premier Keqiang Li emphasized on strengthening the
utilization of mineral resources in the first executive meeting
of the State Council in 2018. The iron and steel industry ranks
first in China’s high energy consumption industry. The blast
furnace ironmaking process is the source of the iron and steel
production chain [3]. It accounts for 70% of the total energy
consumption of iron and steel production, which is a disaster
area of energy conservation and emission reduction [4]. There
is a lack of research on the dissolution behavior of SiO2 and
other slag in China. SiO2 is the main component of solid iron
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tailings in blast furnace slag [5]. It is important to study the
melting law of SiO2 at high temperature for promoting the
development of iron and steel industry in China. The purpose
of this paper is to explore a new non-contact method, so as
to see through the melting behavior of iron tailings at high
temperature. It provides technical support for the process of
iron tailing from blast furnace slag. This is of great innovative
significance to the national blast furnace smelting industry.
Brief summary of prior literature: Over the past decade,

in order to improve the utilization rate of blast furnace slag
treatment process, and solve the serious environmental pol-
lution of the process. There are many processing methods
have been proposed for studying blast furnace slag. The
bottomfiltrationmethod (OCP)wasmainly used in China [5].
The Imbafa method (INBA) was mostly used in European
countries and the United States [6]. Both of which were
wet process [7]. They have the disadvantages of large area
and high system investment. Based on the characteristics
of the treatment method, chemical composition and mineral
composition of blast furnace slag, there are different ways of
treatment [8]–[20]. Such as clsvof method based on k-wsst
rayleigh flow model simulates the melting process of blast
furnace slag at high temperature [8], metallurgical slag coal
gasification system controls the slag outflow speed at the slag
outlet to improve combustion efficiency [9], micro analysis
and hot state experiment reduces the exhaust gas emission
when the blast furnace slag melts [10]. Electric arc furnace
melting and tempering method solves the way of sensible
heat utilization of blast furnace slag and improves the high
added value of blast furnace slag [11], blast furnace slag spray
granulation method verified that the products of melting slag
with high surface tension were mainly particles [12], X-ray
diffraction analysis method under electronic scanning mirror
eliminates the mineral structure effect of the sample and
realizes the determination of SiO2 content [13]. Among those,
the optimized one is surface temperature and emissivity of
flying blast furnace slag particles belong to transient mea-
surement methods is better [14]–[16]. The biggest advantage
for the above mentioned methods is continuous measurement
and high accuracy [17], [18]. The results show that the surface
emissivity of the slag particles is 0.89 when the surface
temperature is 1402 ◦C. With the increasing awareness of
energy conservation and emission reduction, many scholars
gradually realize the broad prospect of blast furnace slag
preparation of slag cotton [19], [20]. They explore the new
technology of direct fibrosis of blast furnace slag preparation
of slag cotton, and have made some achievements [21]–[29].
Basalt cotton was prepared by 60% blast furnace slag and
40% basalt, and its feasibility was verified [21]. The effect
of compressive stress on the dielectric constant of feldspar
is studied. The results show that the dielectric constant of
feldspar at five high frequency points decreases obviously
with the increase of compressive stress [22]. The blast fur-
nace slag fiber was prepared by centrifugation, and the fiber
products were finally prepared [23]. The results showed
that carbon could promote the sodification of blast furnace

slag containing titanium. When the rate of sodium reached
78%, it was stable [24]. The study on the synthesis of slow-
release silicon potassium fertilizer with blast furnace slag
as raw material [25], [26]. The experimental results showed
that the synthesis conditions have no significant effect on
the crystallinity of silicon potassium fertilizer [27]. A new
nonlinear unmixing method (NBRU) was used to retrieve the
best spatial distribution of seven minerals from hyperspectral
data and evaluate the mineral abundance performance [28].
Through the influence of different mineral additives on the
complex permittivity and electrical modulus of polyaniline,
the experimental results show that low cost sodium metasil-
icate has a significant impact on the dielectric properties of
polyaniline [29]. The methods of [8]–[13] described in this
paper are all completed in the laboratory. They are difficult
to simulate the actual industrial environment temperature and
easy to produce false laws. No matter how the utilization
method of blast furnace slag changes on the original basis.
The melting behavior of perspective flux at high temperature
is very important. It is the key technology of iron tailings
tempering.

Recently, with the development of industry 4.0 and
intelligent manufacturing, industrial transformation has been
promoted rapidly. The solution of blast furnace slag smelt-
ing problem is more inclined to the innovative use of the
model. Algorithm is the foundation of building mathematical
model [30]. For energy conservation and pollution reduction,
the solution of blast furnace slag smelting problem is more
inclined to use the theoretical model to predict the melting
behavior in the blast furnace slag. Convolutional neural net-
work (CNN) [31]–[34], region convolutional neural network
(R-CNN) [35]–[37], fast R-CNN and support vector machine
(SVM) [38], [39] have become popular in the field of target
tracking and positioning [40], [41]. CNN and other methods
have been used to extract the depth features and adaptively
fuse them [42]. Eventually achieve the tracking algorithm
for small targets, but the accuracy needs to be improved.
For the accurate acquisition of image target, the principle of
visual invariant feature and visual content capture is applied
to solve this problem. Optical non-destructive testing (NDT)
has an important application to non directly observable tar-
gets, especially terahertz technology opens a new direction of
internal NDT because of its excellent penetration capability
to most of non-metallic materials [43]. In the thermal imaging
and multispectral imaging technology, a new color invariant
image representation based on the existing gray-scale image
enhancement technology [44], [45]. It has new enlightenment
on the color information of the high temperature research
on the melting of iron tailings. However, there is still a lack
of innovative algorithm for iron tailings problem. Its high
temperature melting law needs to be studied. The algorithm
is based on artificial intelligence and applied to industrial
problems. This will promote the development of the industrial
field.
Contribution of this paper: On the basis of the above

discussions, a visual analytical model based on CCD is
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FIGURE 1. General technical process of perspective analysis.

proposed. It can realize the real-time image acquisition of iron
tailings in high temperature environment. Less investment
can complete the research of high temperature melting rule
of ore. It also avoids the limitations of laboratory operation,
and the original image sets are all in real industrial scene. The
difficulty of this paper is to obtain and analysis the dynamic
visual data characteristics of high temperature molten
pool.

Themain contributions of this paper focus on the following
two aspects:
• A new perspective analysis method is used to realize
the accurate tracking and feature extraction of dynamic
target in high temperature furnace, the specific process
is shown in Figure 1.

• The three-dimensiona (3D) volume estimation based
on the two-dimensiona (2D) characteristic parameters
of the target in time series images is realized, and the
accurate prediction rate model of SiO2 high-temperature
melting is established.

Organization: The rest of this paper is organized as
follows: In Section II, CNN accurately tracks the target,
coordinates transformation transfers the center of mass coor-
dinates to 2D plane, hierarchical agglomerative clustering
(HAC) extracts the SiO2 characteristic parameters, least
square method and dimensional analysis establish the char-
acteristic change equation, and finally get the prediction
model of high-temperature melting of solid iron tailings.
In Section III, CNN’s software structure is optimized, and
the change rule of characteristic parameters are analyzed.
In Section IV, the final conclusions is obtained.

Notation: Q is the centroid position of the 2D image, q is
the centroid position presented in the computer video, S is the
area of the SiO2 image, C is the perimeter of the SiO2 image,
R is the generalized circle radius of the SiO2 image.

II. METHODOLOGY
This section explains the whole process of building visual
analytical model. The centroid coordinates of the target are
calculated by CNN target tracking and coordinate translation.
HAC is taken to extract melting characteristic parameters of
SiO2. Finally, the least square method and dimensional anal-
ysis are taken to establish the melting rateprediction function
of SiO2.

A. TARGET IMAGE RECOGNITION
CNN [32] is the main representative of the deep learn-
ing theory. This algorithm is good at extracting the struc-
tural features of digital images. The images are used
as the direct input, the depth feature of the image is
recognized intelligently. It is a kind of algorithm that
can realize the fast extraction and tracking of target
features.

The molten SiO2 particles will generate random walk in
the crucible. CNN is used to intelligently identify and track
the target in the sequence image, so as to achieve the accurate
positioning of the target. It’s necessary to consider both the
target location and the dynamic migration of features with
time series. In the melting process of SiO2, the target area
gradually decreases with time accumulation. The strategy
of tracking the target is taken and the network is required
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FIGURE 2. CNN structure for accurate tracking.

to have strong translation invariance. Based on the above
analysis, according to the characteristics of SiO2 image and
target recognition, a CNN for SiO2 target tracking is con-
structed. The input sample image gets the feature map in the
convolution layer, then the pool layer is used for blur and
generalization. Finally, the centroid position feature of the
image is obtained. The network structure is shown in Figure 2.

In Figure 2, x is the image data input layer, C1–C3 is
the convolution layer, P1–P2 is the pooling layer. In the
input sample of network prediction, f x+ is the probabil-
ity of target, f x− is the probability of non target. In the
training network, the image sample is convoluted with
the filter. Then the output characteristics are obtained by
the activation function. The output of neurons is shown as
Equation (1).

x lj = f

∑
i∈Mj

x l−1j ·W l
ij + b

l
j

 , (1)

after the l-th convolution, the output of the j-th neuron is x jl ;
after the (l-1)-th convolution, the output of the i-th neuron
is x jl−1; W ijl is the filter, bjl is the bias function, Mj is the
convolution layer of the current neuron, f (·) in Equation (1)
is the nonlinear function which called sigmoid. Nonlinear
factors are added to the activation function to preserve and
map the features of the activated neurons to the next layer.
There are significant differences between the target data set
and the background data set, which can be regarded as a
simple data set in classification. Therefore, the hidden layer
of neural network is less needed in the target trackingmethod,
the sigmod function doesn’t appear gradient vanishing phe-
nomenon, and its derivation is more simple and the operation
is simplified.

After standardized sampling, this method can retain the
invariant information to the greatest extent. In order to get
high robustness and target recognition rate, the maximum
sampling method is used to obtain the expression of sampling

FIGURE 3. Flow chart of target tracking algorithm.

value Pα .

P(Pα = 1|x) =
∑
i,j∈Bα

exp

[(
W k
· x
)
ij + bk

]
1+

∑
i,j∈Bα

[(
W k · x

)
ij + bk

] . (2)

When any neuron Bα is turned on, the sample value Pα
will react immediately; if any neuron Bα is not turned on,
the sample value Pα will not respond. Based on the Equa-
tion (2), after the convolution neural network sampling, all
the characteristic images are input into the full connection
layer. After a hidden layer, the target features are obtained,
and then the centroid position is obtained.

Three methods are used to recognize the target in the
image. The final recognition results are shown in Table 1.
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TABLE 1. Comparison results of algorithm accuracy.

TABLE 2. Transformation of SiO2 centroid coordinate system.

The recognition accuracy of the combination of CNN and
support vector machine (SVM) is obviously better than the
other two methods, so the former is selected to track the iron
tailings in the image.

Based on the CNN model, combined with the SVM classi-
fier target tracking algorithm [46]. The implementation steps
are shown in Figure 3. x(l) in Figure 3 is the eigenvalue of l-th
convolution. It’s calculated by Equation (1).

B. COORDINATE TRANSLATION TRANSFORMATION
In this experiment, the central position of the crucible is taken
as the coordinate origin (x0, y0) = (0, 0). The position of
the center of mass is (x1, y1). The SiO2 centroid coordinates
obtained by CNN are translated in Equation (3).

(x0 − a, y0 − b) = (0, 0) ,

(xi − a, yi − b) =
(
x ′i , y

′
i
)
, (3)

where (x0, y0) is the central position of the crucible, a is the
translation unit of the horizontal axis, b is the translation unit
of the vertical axis, (xi, yi) is the centroid coordinate, (x ′i , y

′
i) is

the center of mass coordinate after translation transformation.
Table 2 shows the partial centroids (pixel width of x, pixel
width of y) and the transformed coordinates.
Based on the position of the object’s center of mass,

the track of tracking is visualized. Single mapping matrix is
used to map target position in time series, SiO2 trajectory

can be observed clearly in CCD. In computer vision, the
projection of 2D plane image is transformed to another plane
by the homography matrix. The classical mapping is from 2D
plane to camera video, which is defined as Equation (4). x, y
and z represent three dimensions of 3D coordinates: abscissa,
ordinate and vertical coordinate.

Q̃ =


x
y
z
1

 , q̃ =

 xy
1

 . (4)

There is a simplified representation of homography
expressed as q̃ = sHQ̃, where s is any scale, H is the
projection of parameter matrix and the physical transforma-
tion of object plane in CCD. The physical transformation is
expressed as the total influence of the correlation transforma-
tion part in the image.

W = [Z t] . (5)

In Equation (5), Z represents the matrix size, t represents
the column vector, and W is the physical transformation of
the object. If the parameter transformation in CCD camera
is defined as G, then the homography matrix is expressed as
Equation (6). Where fx , fy, cx and cy are four camera internal
parameters.

q̃ = sGWQ̃, G =

 fx 0 cx
0 fy cy
0 0 1

 . (6)

Homography studies the projection from one plane to
another, so after removing the z coordinate, it can be
expressed as Equation (7), where r1, r2 and r3 are three
camera external parameters. X ,Y and Z represent three
dimensions of 3D coordinates of mapping surface: abscissa,
ordinate and vertical coordinate. xy

1

 = sG [r1 r2 r3 t]


X
Y
0
1

 = sG [r1 r2 t]

XY
1

 . (7)
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FIGURE 4. Image target extraction process.

Let H = sG [r1 r2 t], then the homography matrix is
expressed as q = sHQ.

C. IMAGE FEATURE EXTRACTION
With the help of high temperature furnace, it’s easy to col-
lect the melting image of SiO2 at 1500 ◦C . The acquisition
interval is 1s. The image of dissolution process is opened by
the drawing software, and the size of each image is 1792 ×
1231. The PIL library in Python is used to intercept part of the
image containing SiO2 substance. Figure 4 shows the overall
process of target extraction.

We extracte the target from the captured image, and trans-
form into 2D array by RGB color histogram. HAC [47] firstly
calculate the distance between the sample points, merge the
closest points into the same class each time; then calculate the
distance between classes and combine the closest classes into
one category. Keep merging until synthesized a class. HAC is
used to cluster images containing SiO2 into 5 categories, and
count the number of pixel values of each category. Figure 5
shows the statistical results of pixel values.

Delaunay triangulation is used to obtain the convex hull of
the selected target point and the peripheral contour. As for
triangulation: suppose E is a finite set of points in a 2D real
field, edge e is a closed line segment composed of points
in the point set as endpoints, and E is the set of e. So the
triangulation of Vα , T = (Vα,E) is a planG. This plan meets
the following conditions:
• The edges in the floor plan don’t contain any points in
the point set except the endpoints.

• There are no intersecting edges.
• All faces in the plane plan are triangular, and the collec-
tion of all triangular faces is the convex hull of the scatter
set Vα .

One edge e is assumed in E (with two endpoints α
and β) satisfies the empty circle property, it can be called
delaunay edge. If a triangulation T of point set Vα only

FIGURE 5. Results of HAC for target image pixels.

FIGURE 6. Join discrete points into a Delaunay triangle.

contains delaunay edges, the triangulation is called delaunay
triangulation. If T is one triangulation of Vα , and the interior
of the circumferential of each triangle in T doesn’t contain
any point in Vα , thus T is a delaunay triangulation of Vα .
The delaunay triangular model formed by discrete points is
as shown in Figure 6.

The steps of delaunay triangulation are as follows:
• Generate a large triangle containing all the points (whose
fixed points are not in the set of points).

• Add a point P to the delaunay triangulated mesh, remove
all the triangles that contain the point.

• Connect the P to all the visible points (no other edges
will be intersected), and the resulting mesh will still
satisfy the delaunay triangulation condition.

• Remove all edges associated with large triangles.
After edge feature extraction by HAC and delaunay tri-

angulation, according to the outer diameter of the crucible
is 8mm, we deduce the length of a single pixel value, then
calculate the area of the captured image. The area of the
intercepted image is calculated and multiplied the proportion
of SiO2 area in the captured image, and then the area of silica
is gotten. Finally, the relationship between time and area is
established. Partial data at 1500 ◦C is taken as an example to
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calculate: the pixel value of the diameter is 1277, the length
represented by each lattice is 0.006265.

The relations of area and perimeter in the characteristic
parameters are expressed as: S = πR2, C = 2πR. According
to the relations of other characteristic parameters, R can be
expressed as R = 2S/C .
During the melting process of SiO2, the characteris-

tic parameters will change with its melting. The real-time
dynamic parameters of SiO2 are defined as generalized radius
Rn, perimeter Cn and area Sn. They represent the dynamic
changes of S, C and R in time series, but the morphology of
SiO2 crystal is relatively stable when it melts, and its density
basically remains unchanged, the characteristic parameters
in each time state still conform to the law of R = 2S/C .
Therefore, the generalized radius Rn in the time series can
be solved by the Equation (8).

R1 =
2S1
C1
, R2 =

2S2
C2
, . . . , Rn =

2Sn
Cn
. (8)

D. BEST MATCH FOR QUALITY CHANGE
The LSF finds the best function matching of data by mini-
mizing the sum squares of errors [48]. In this paper, the least
square algorithm is used to determine the change rule of SiO2
particle area S, perimeter C and generalized radius R with
time series. Data fitting is used to determine the mathematical
expressions of functions S(t), C(t) and R(t), so as to accu-
rately describe the melting process of SiO2.
The LSF can describe the function relationship between

discrete points. The commonly used function models
are exponential function y = aebx + k , logarithmic functio
y = bln+ a, power function y = axb+ k , polynomial func-
tion y =

∑
aix i. In order to find the optimal mathematical

expression, the goodness of fit is taken as the evaluation
index. The optimal expression is the function with the largest
fitting optimization. S(t), C(t) and R(t) are the characteris-
tics of melting change with time series. However, the direct
parameter reflecting the melting process of SiO2 is mass. For
the analysis of pure SiO2 particles, the volume is directly
proportional to the mass. Length, area, volume and mass are
all physical quantities under the unit system. Their transfor-
mation and estimation follow the general rule.

Dimensional analysis is a method to share the attributes of
physical quantities and establish causality [49]. This study is
taken as an example, the expressions of functions S(t), C(t)
and R(t) are known, the density of pure SiO2 particles is ρ.
According to dimensional analysis to determine the change
rule m(t) of SiO2 particle mass.

Let S(t), C(t), R(t), ρ and m(t) be f (S, C, R, ρ, M) = 0.
Their dimensional expressions are: [S] = L2, [C] = L, [R] =
L, [ρ] = ML−3 and [m] = M , where L and M are basic
dimensions, ρ is the density of SiO2, m is the quality of SiO2
and the dimensional matrix A is expressed as Equation (9),

A =

 2 1 1 −3 0
0 0 0 1 1
S C R ρ m

 . (9)

The linear equations of Equation (9) are expressed as Equa-
tion (10). {

2y1 + y2 + y3 − 3y4 = 0,
y4 + y5 = 0.

(10)

It can be seen in Equation (11).

m1 (t) = k1ρπR (t)3 ,

m2 (t) = k2ρπ
(
S (t)
π

) 3
2

,

m3 (t) = k3ρπ
(
C (t)
2π

)
. (11)

These are the three channels to obtain the mass change law
of SiO2 melting process. In order to reduce the error, the final
estimated result is the average value of melting rate estimated
by Equation (11).

III. RESULTS AND DISCUSSION
This section discusses the accuracy of CNN target tracking
after optimization. The melting rules of the characteristic
parameters of SiO2 is summarized. The final prediction hit
rate is 100%, which verify the validity of SiO2 visual analyt-
ical model.

A. MOTION TRACK OF CENTER OF MASS
The advantages of CNN combined with the stability of SVM.
The image features are extracted by using the trained convo-
lution layer and pooling layer, and they are trained in SVM for
classification operation. Its significance lies in using SVM to
replace the full connection layer in convolution network. The
experimental results show that the effect will be improved by
2%-3%, which is a considerable improvement and has a wide
range of significance.

The specific reasons for using convolution as feature
extraction and SVM as classifier are as follows:
• Due to the nature of convolution and pooling, the trans-
lation part of the image has no effect on the final feature
vector. Therefore, the extracted features are more diffi-
cult to over fit. Moreover, because of the invariance of
translation, it is meaningless to alter the translated char-
acters, so it is unnecessary to modify the samples again.

• The feature extracted by CNN is more scientific than
simple projection. It will not let feature extraction
become the bottleneck of improving accuracy.

• Nonlinear mapping is the theoretical basis of SVM
method. The inner product kernel function of SVM
can replace the nonlinear mapping of high-dimensional
space.

• Support vector is the training result of SVM,which plays
a decisive role in SVM classification decision.

• The goal of SVM is to partition the feature space into
the optimal hyperplane, and the idea of maximizing the
classification margin is the core of SVM method.

CNN is a kind of special multilayer neural network. Its
network structure has the characteristics of local connection
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Algorithm 1 The Predicting Process of CNN
1: Initialize original image set as X
2: Initialization noise threshold h
3: Calculate a pixel point of image set
4: if a pixel value of an original image set exceeds threshold then
5: remove the pixel value of an original image set
6: end if
7: Set edge detection operator as Sobel;
8: Set the coordinate system of x, y;
9: Calculate Image centroid

10: while eighborhood volume integrations completed <Maximum value of convolutable neighborhood do
11: for move convolution window do
12: Update nonlinear features by Equation (1);
13: end for
14: Output nonlinear characteristics x(1)

15: Calculate image local contrast
16: if Contrast standardization complete then
17: Output nonlinear characteristics x(2)

18: end if
19: Set pixel move position as (a, b);
20: Set pixel current position as (na, nb);
21: Set updated image set as X ′;
22: if sqrt (na-a) + sqrt (nb-b) < sqrt (blur radius) then
23: Output nonlinear characteristics x(3)

24: end if
25: Output nonlinear characteristics x(4)

26: end while
27: Calculate target trajectory
28: return X ′

and parameter sharing. Taking the network connection of
LetNet-5 as an example, it has 7 layers (excluding the input
layer). Each layer contains different training parameters. The
convolution layer is a convolution kernel of 5×5. With a bias
parameter, there are 26 training parameters. The subsampling
layer is a 2×2 input domain, each subsampling node has
only two training parameters. If the image of 32×32 pixels
are input, the final convolution layer of LetNet-5 is C3. The
center of the receiving domain is connected with a 20×20
region of the input image center. In this way, although the
training speed is accelerated, the image pixels collected by
CCD are 1792×1231. Because of the characteristics of CNN
computing, if the abovestructure is still used, the final data
calculation will be huge. It’s difficult to achieve the high
efficiency of target tracking.

The following changes are made to the calculation unit of
CNN image data. The configurable 2D convolution comput-
ing unit is used to realize the hardware acceleration require-
ment of the system. A 2D convolution computing unit is
constructed with multi-level pipeline structure. The block
kernel is recombined to realize convolution of any size. The
central area of the image collected by CCD is cut to 256×256.
The number of CNN input channels is set to 3, and the number
of output channels is set to 96. The convolution kernel size F
is 12×12, the step size S is 4, and the filling value P is 2. N is

the output size of CNN, for the output size of the target image,
the formula is N=(W-F+2P)/S+1=63. The number of neurons
with the size of 96×63×63 after convolution is 381024.

The convolution kernel of 12×12 is beneficial to the fea-
ture extraction of target edge region, but its disadvantage is
that the computational performance is reduced. If different
convolution kernels are used for the feature maps of the same
layer, the features of different scales can be obtained. If these
features are combined, the features obtained will be better
than the single convolution kernel. In order to avoid a large
number of extra parameters, a 1×1 convolution kernel is
introduced into the concept structure. The actual result is as
follows:

The actual image is a 256 dimensional input, which directly
passes through a 3×3×256 convolution layer to output a
256 dimensional feature map. Then the parameter quantity
is 256×3×3×256 = 589824. If the input of 256 dimensions
passes through a 1×1×64 convolution layer, then a 3×3×64
convolution layer, and finally a 1×1×256 convolution layer,
the output 256 dimension is 256×1×1×64 + 64×3×3×64 +
64×1×1×256 = 69632. This method can reduce the parame-
ters of the first operation to one ninth. CNN’s prediction steps
are shown in Algorithm 1.
Figure 7 is the mapping of image data to calculation

unit. The large convolution window can be divided into

VOLUME 8, 2020 171341



Y. Zhu et al.: Perspective and Prediction of the Rule of High Temperature Melting of SiO2 via Visual Analysis

TABLE 3. Comparison results of data fitting methods.

FIGURE 7. Optimization of CNN image to mapping unit.

several small convolution windows for many times calcula-
tion. This change greatly shortens the running time of the
algorithm. After the comparison and analysis of the following
algorithms (refer to Figure 8), it can be seen that the design
also increases the accuracy of the calculation, and has a
certain reference for other calculation intensive neighborhood
processing algorithms.

CCD camera collects image data, then extracts edge fea-
tures according to the image. Optimized CNN is used to
locate and track the center of mass. The single strain transfor-
mation is used to obtain the coordinate transformationmatrix.
The corresponding matrix is able to convert the dynamic
tracking of SiO2. The optimized CNN is used to analyze

the accuracy of target tracking. Refer to Figure 8 for target
positioning accuracy comparison.

The results of CNN tracking accuracy of SiO2 is compared
in Figure 8, the unified conclusion can be obtained: the center
of mass runs irregularly in the time sequence, but there is a
phenomenon of sticking to the wall. SiO2 particles will move
gradually and irregularly towards the edge in the intial center.
The final melting points are mostly in the sticking position,
but the target prediction of the latter is more consistent.
The actual data measured is combined with the experiment,
the accuracy is higher. Through further analysis of the posi-
tioning results of the latter, the horizontal and vertical pixel
value error is shown in Figure 9.

The coordinate error range in Figure 9 is within three pixel
values, and the prediction accuracy is 95%. It is proved that
the CNNhas a high accuracy in predicting the path of particle.
It can be used to acquire the real-time centroid position of
sequence image accurately. It improves the operation speed of
hierarchical clustering intelligent algorithm to extract target
features.

B. MELTING LAW OF CHARACTERISTIC PARAMETERS
The characteristic parameter of SiO2 particles in the extracted
sequence image by HAC are shown in Table 4 and Table 5.
The characteristic scatter points are analyzed and the appro-
priate function model should be determined. There are many
ways to fit data. In this experiment, the scatter distribution
of data is known. In order to compare the goodness of fit
of the least square method, the rational number approxima-
tion method without destroying the data distribution law is
selected. There are several performance indicators added,
such as root square derror (RMSE) [50], sum of squares due
to error (SSE), R2 and Adjusted R2 [51]. Figure 10, Figure 11
and Figure 12 are the renderings after the two methods are
fitted. In the fitting of three characteristic parameters, the four
performance indexes of the least square method are superior
to the rational number approximation method all the time.
Table 3 shows the comparison between the two fitting per-
formance indexes.

The applicability of the two methods is studied by com-
paring several performance indexes. So Gaussian function is
selected to fit scattered data by least square method. Accord-
ing to the characteristic parameters in Table 4 and Table 5,
the fitting toolbox in MATLAB is selected for Gaussian
function fitting to obtain the specific parameter values in the
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TABLE 4. Extraction results of SiO2 characteristic parameters.
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TABLE 5. (continued) Extraction results of SiO2 characteristic parameters.

FIGURE 8. CNN target tracking trajectory.

FIGURE 9. Coordinate pixel error.

Equation (11), (12) and (13). The functions for determining
S(t), C(t) and R(t) are as follows:

S (t) = 6.637 exp

[
−

(
t − 438.8
72.78

)2
]
, (12)

C (t) = 1.775 exp

[
−

(
t − 416.5

114

)2
]
, (13)

R (t) = 0.3127 exp

[
−

(
t − 408
116.9

)2
]
. (14)

Among them, the goodness of fit of function S(t) is 0.9289,
the goodness of fit of functionC(t) is 0.9529, the goodness of
fit of functionR(t) is 0.9536, and the effect is good. Figure 10,
Figure 11 and Figure 12 are the fitting effect pictures.
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FIGURE 10. Variation of S with time.

FIGURE 11. Variation of C with time.

FIGURE 12. Variation of R with time.

C. ESTIMATION OF ACTUAL MELTING RATE
Mass is the physical quantity directly reflect the actual melt-
ing rate of SiO2. The results of dimensional analysis are
combined with characteristic parameter expressions, then

FIGURE 13. Quality change prediction curve.

the regular function of actual melting process is estimated.
In order to eliminate the detection error, the mean value of
the three estimated functions is taken as the SiO2 quality
prediction function.

According to Equation (11), (12), (13) and (14), only the
solution coefficients k1, k2 and k3 are needed in Equation (11).
Based on the mass of SiO2 before entering the crucible,
the values of the three can be respectively calculated as:
6.637, 1.775 and 0.3127. In this process, select the quality
prediction curve with SiO2 density of 2.2 g/cm3 [52].
The mass change prediction curve 1 in Figure 13 consists

of curves 2, 3 and 4, which are expressed as Equation (15).
By derivation of the above Equation (15), the actual melting
rate function of silica is Equation (16).

m (t) = 0.01959 exp

[
−

(
t − 484.8
76.21

)2
]
, (15)

v (t) = −0.00542584 (t − 484.8) exp

[
−

(
t − 484.8
72.21

)2
]
.

(16)

The derivative of each point in the area change curve is
calculated and the area change rate curve of SiO2 is fitted.
It can be seen from Figure 13 that the area of SiO2 decreases
gradually over time, but the rate of change slows down with
the increase of time. Form the beginning to the end, it can be
seen that the predicted curve 1 is closer to the actual situation.
As there are two objectives for prediction of SiO2 quality
change, one is to obtain the melting rate in real time, the other
is to determine when SiO2 can completely melt. When the
prediction function is determined, its melting rate can be
obtained in real time. It’s necessary to focus on whether the
prediction function can accurately predict the end point, so as
to ensure that less heat can be consumed under the premise
of complete SiO2 melting.
Based on the target of quality change prediction, the final

prediction function is applied to predict the actual melting
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FIGURE 14. Prediction of melting process.

FIGURE 15. Relative error analysis.

end point. The actual melting rate of SiO2 in Figure 14 is
compared with the predicted melting rate, the results show
that the trend of the two is almost the same. Through the rel-
ative error analysis, Figure 15 shows that the average relative
error of SiO2 predicted melting rate is 1.02%, the maximum
relative error is less than 1.70%, and the accuracy is close to
100%, so that the validity of the visual analytical model can
be verified.

IV. CONCLUSIONS
The purpose of this article is to investigate the melting
behavior of solid iron tailings in high temperature molten
pool. In this investigation, the prediction formula of SiO2
actual melting rate was established by mathematical mod-
eling method. The formula is expressed as: v(t) = δ(t −
484.8)exp[−((t − 484.8)/72.21)2], where δ is -0.00542584.
Compared with the traditional research methods of iron tail-
ings, this method can accurately predict the 3D melting law
of iron tailings only according to the 2D parameter charac-
teristics under the time series images. Compared with the
real melting rate, the hit rate of the final SiO2 melting rate

prediction equation is 100%, which verifies the effectiveness
of the visual analysis method. This article reveals the objec-
tive law of solvent dissolution in high temperature molten
pool. The result solves the key problem of intelligent analysis
of mathematical model, and provides a way to establish the
matching function between iron tailings amount and compen-
sation heat. In addition, the deep application of the achieve-
ments needs to be explored. The results can be connected
with the metallurgical numerical simulation software, so as to
realize the dynamic precision simulation of slag dissolution
behavior. It offers theoretical support and technical support
for the improvement of the preparation process of high added
value slag cotton in the future.
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