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Improved Most Likely Heteroscedastic Gaussian
Process Regression via Bayesian

Residual Moment Estimator
Qiu-Hu Zhang and Yi-Qing Ni

Abstract—This paper proposes an improved most likely het-
eroscedastic Gaussian process (MLHGP) algorithm to handle a
kind of nonlinear regression problems involving input-dependent
noise. The improved MLHGP follows the same learning scheme
as the current algorithm by use of two Gaussian processes (GPs),
with the first GP for recovering the unknown function and the
second GP for modeling the input-dependent noise. Unlike the
current MLHGP pursuing an empirical estimate of the noise level
which is provably biased in most of local noise cases, the improved
algorithm gives rise to an approximately unbiased estimate of the
input-dependent noise. The approximately unbiased noise estimate
is elicited from Bayesian residuals by the method of moments. As
a by-product of this improvement, the expectation maximization
(EM)-like procedure in the current MLHGP is avoided such that
the improved algorithm requires only standard GP learnings to be
performed twice. Four benchmark experiments, consisting of two
synthetic cases and two real-world datasets, demonstrate that the
improved MLHGP algorithm outperforms the current version not
only in accuracy and stability, but also in computational efficiency.

Index Terms—Gaussian process regression, most likely
heteroscedastic Gaussian process, input-dependent noise, Bayesian
residual, method of moments.

I. INTRODUCTION

GAUSSIAN process (GP) has been proven to be a powerful
Bayesian nonparametric method for solving nonlinear

regression or multi-class classification problems [1]. It enables
the realization of a probabilistic prediction within an elegant
inference framework while holding excellent resilience to over-
fitting that often occurs in machine learning. In a standard GP
regression model, the noise level is typically presumed to be con-
stant throughout the input space. In many real-world problems
[2]–[6], however, the observation variability heavily depends on
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the input. The misuse of such a strong assumption may give
rise to a GP model with poor capability in the interpretation of
heteroscedastic data. Moreover, it is likely to invalidate statistical
hypothesis tests where the observed data is postulated to be
independent and identically distributed.

Over the past two decades, various heteroscedastic Gaussian
process (HGP) models [7]–[16] have been proposed to release
the constant-noise assumption and allow the noise level to be
variant across the input space. The HGP configuration typically
makes use of two GPs, with one for modeling the latent function
and the other for learning the input-dependent noise. A combi-
nation of the two GPs will generate a joint posterior distribution
over the latent function and the input-dependent noise, that is
non-Gaussian and no longer analytically intractable.

To obtain the numerical solution, we usually resort to Markov
chain Monte Carlo (MCMC) samplings [7], [8] or analytical ap-
proximations [9]–[17]. The MCMC samplings are often viewed
as a principled “gold standard” for inference in that the solutions
of the MCMC samplings can converge to the exact non-Gaussian
posterior when the sample size tends to infinity. However, the
MCMC methods can be prohibitively expensive in large datasets.
Rather, analytical approximations are recently more preferred as
they achieve a trade-off between computational accuracy and
efficiency. The expectation propagation (EP) approximations
[9]–[11] are much faster than MCMC samplings, but they remain
very costly for large-scale regression problems. The Laplace
approximation [12] is more straightforward, utilizing a Gaussian
distribution to approximate the joint posterior via the second-
order Taylor expansion. This method, however, may produce
a poor posterior approximation when it is highly skewed. A
better analytical approximation with computational cost com-
parable to the Laplace method, is the variational heteroscedastic
Gaussian process (VHGP) [13] in which the joint posterior is
approximated by a two-factor variational distribution. The most
likely noise approaches [14], [15] are deemed the most compu-
tationally attractive approximation, in which the noise posterior
is simply replaced by a point estimate at its most likely level
such that the predictive posterior distribution can be obtained
analytically. Nevertheless, the most likely noise approaches may
suffer from numerical inaccuracy and instability. For example,
the most likely heteroscedastic Gaussian process (MLHGP) [14]
as a typical representative of the most likely noise approaches,
is not guaranteed to converge but rather might oscillate due to
empirical estimation of the input-dependent noise. This flaw was
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later dealt with in the maximum a posteriori heteroscedastic
Gaussian process (MAPHGP) [15], by introducing marginal
likelihood of the data to penalize improper noise level. However,
the MAPHGP tends to overfit severely when there exist many
latent noise variables to learn. Other approximative approaches
are also available in the literature and interested readers may
refer to references [16]–[19].

While the most likely noise approaches have deficiency in
numerical inaccuracy and instability, their computational effi-
ciency is highly attractive as they require only standard GP
inference. Therefore, there has been much interest in the use
of the most likely noise approaches in practical applications
[20]–[25]. With the intent to overcome numerical inaccuracy
and instability of the most likely noise approaches, this study
develops an improved MLHGP algorithm in terms of the mo-
ment estimation of Bayesian residuals. After attesting to the
fact that the empirical estimate of the noise level in the cur-
rent MLHGP is biased for most input-dependent noises, an
approximately unbiased noise estimate is proposed based on the
method of moments for Bayesian residuals. This refinement in
the noise estimate can significantly benefit the most likely noise
approaches in algorithmic accuracy and stability when dealing
with regression problems with input-dependent noise. Moreover,
the expectation maximization (EM)-like learning procedure in
the current MLHGP is exempted such that the computational
cost of the improved algorithm is only twice that of a standard
GP. To validate the superiority and effectiveness of the proposed
MLHGP, benchmark examples using synthetic datasets and
real-world datasets are provided.

The rest of this paper is organized as follows. In Section II,
the GP regression model is briefed. In Section III, the current
MLHGP is introduced, followed by the improved algorithm
proposed in this study. In Section IV, the improved MLHGP
is validated by using four benchmark experiments in conjunc-
tion with detailed comparisons to the standard GP, VHGP and
MLHGP. Finally, conclusions and further lines of research are
presented in Section V.

II. GAUSSIAN PROCESS

The nonlinear regression is aimed at recovering an unknown
function f : Rd → R from a dataset D = {xi, yi}ni=1, where
xi ∈ Rd denotes the input vector of dimension d and yi ∈ R
denotes a scalar of the observed output such that

yi = f (xi) + εi with εi ∼𝒩
(
0, g2 (xi)

)
(1)

where the observation error εi is typically assumed to be inde-
pendently and normally distributed with mean zero and variance
g2(xi). The noise variance g2(xi) can be constant or varying
across the input space. For the sake of brevity, we denote here the
true function value fi = f(xi) and the noise standard deviation
gi = g(xi). The inputs, outputs, function values and noise stan-
dard deviations are then aggregated into X = (x1, . . . ,xn)

T,
y = (y1, . . . , yn)

T, f = (f1, . . . , fn)
T and g = (g1, . . . , gn)

T,
respectively. In this study, we consider the general regression
problems, mapping from an input xi to an output f(xi), which
do not involve specific application backgrounds such as robotic
control with initial conditions or output constraints.

The GP is a nonparametric Bayesian modeling for the un-
known function, that can be fully specified by a mean function
m(x) and a covariance function k(x,x′) [1]. A simplifying
assumption is to place a zero-mean GP prior over the function
value, given as

p (f |X) =𝒩 (0,K) (2)

where K is the covariance matrix with entries [K]ii calculated
from the covariance function k(xi,xj) at input pointsxi andxj .
Many covariance functions are available to define a GP prior,
such as squared exponential (SE) or Matérn kernels [1]. The
present study is mainly focused on the SE kernel that is infinitely
differentiable, expressed by

k (xi,xj) = η2exp
[‖xi − xj‖2/

(
2l2

)]
(3)

where ‖ · ‖ denotes the Euclidean distance between input loca-
tionsxi andxj , η is the signal amplitude, and l is the characteris-
tic length-scale. The SE kernel parameterized byθf = {η, l} is a
measure of similarity between two observations. The observed
output y and the function value f∗ at test input x∗ are jointly
Gaussian distributed as

[
y

f∗

]

∼𝒩

([
0

0

]

,

[
K+ S k∗
kT
∗ k∗∗

])

(4)

where S is the diagonal matrix of noise variances with entries
[S]ii = g2i , k∗ is the covariance vector calculated by k(x∗,xi)
between test input x∗ and training input xi, and k∗∗ is the prior
variance calculated from k(x∗,x∗) at x∗. The use of the condi-
tional identity of a multivariate Gaussian distribution results in
the posterior distribution of the function value f∗ at test input
x∗ as

p (f∗|x∗,θf ,g, D) =𝒩
(
μf∗ , σ

2
f∗

)
, where (5)

μf∗ = kT
∗ (K+ S)−1y (6)

σ2
f∗ = k∗∗ − kT

∗ (K+ S)−1k∗ (7)

The posterior distribution over the test output y∗ can simply
be obtained by adding the noise variance g2∗ at test location x∗
to the posterior variance of the function value f∗ as

p (y∗|x∗,θf ,g, g∗, D) =𝒩
(
μy∗ , σ

2
y∗

)
, where (8)

μy∗ = μf∗ = kT
∗ (K+ S)−1y (9)

σ2
y∗ = σ2

f∗ + g2∗ = k∗∗ − kT
∗ (K+ S)−1k∗ + g2∗ (10)

In realistic modeling situations, there is no access to either
the kernel parameters θf or the noise level g(x), and they
must be learned from the data. In the standard GP, the noise
level is assumed to be constant throughout the input space, and
thus we have the noise power g2(x) ≡ σ2

n and the noise matrix
S ≡ σ2

nI. The unknown parameters, including kernel parameters
θf and noise variance σ2

n are then collectively referred to as
hyperparameters of the GP model, denoted as θy = {θf , σ

2
n},

that can be learned by maximizing the log marginal likelihood
of the data

logp (y|X,θy) = − 1

2
yT

(
K+ σ2

nI
)−1 − 1

2
log

∣
∣K+ σ2

nI
∣
∣

− n

2
log (2π) (11)
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This is known as the type II maximum likelihood (ML-II)
estimate of the hyperparameters θy , which can be obtained by
an optimization algorithm [26] in pursuit of an acceptable local
maximum or a global optimum if possible.

In the HGP, another GP needs to be built for modeling the
log noise level zi = logg2i , with a separate covariance function
kz(x,x

′) parameterized by θz . As a result, two GPs are involved
in the HGP, with the first for recovering the unknown function
(the y-process) and the second for learning the input-dependent
noise level (the z-process). The resulting predictive posterior
distribution over test output y∗ is given by the following integral

p (y∗|x∗,θf ,θz, D)

=

∫∫
p (y∗|x∗,θf , z, z∗, D) p (z, z∗|x∗,θz, D) dzdz∗

(12)

where z = (z1, . . . , zn)
T are the log noise variances at training

inputsX , and z∗ is the log noise variance at test input x∗. Given
the noise levels (z, z∗), the integral in Eq. (12) is analytically
tractable and the posterior distribution of the test output y∗
remains Gaussian with the posterior mean and variance given
by Eqs. (9) and (10), respectively. Nevertheless, in regard to the
full posterior of the noise levels p(z, z∗|x∗,θz, D) the integral
is no longer solvable analytically and thus one has to employ
the MCMC samplings or analytical approximations as afore
mentioned. In the next section, after introducing the current
MLHGP, we will present an improved algorithm based on the
method of moments for Bayesian residuals.

III. HETEROSCEDASTIC GAUSSIAN PROCESS

The MLHGP [14] is very simple and computationally attrac-
tive in dealing with regression problems with input-dependent
noise, in that the full posterior distribution of the varying noise is
simply replaced by a point estimate at the most likely value such
that the predictive posterior over the test output can be treated an-
alytically. In the MLHGP, the noise posterior p(z, z∗|x∗,θz, D)
is approximated as

p (z, z∗|x∗,θz, D) ≈ δ (z̃, z̃∗) (13)

where (z̃, z̃∗) is the most likely log noise level, and δ is the
Dirac delta function with δ(z̃, z̃∗) = 1 when z̃ = z̃∗ and zero
otherwise. The integral in Eq. (12) is thus approximated as

p (y∗|x∗,θf ,θz, D)

≈
∫∫

p (y∗|x∗,θf , z, z∗, D) δ (z̃, z̃∗) dzdz∗

≈ p (y∗|x∗,θf , z̃, z̃∗, D) (14)

The most likely noise level is typically at the mode of its noise
posterior, given by

(z̃, z̃∗) = argmaxlog
(z,z∗)

p (z, z∗|x∗,θz, D) (15)

As the input-dependent noise is modeled by a GP as well, its
posterior is also normally distributed and thus the most likely

Algorithm 1: Most Likely Heteroscedastic Gaussian
Process.

1. Train a standard GP G1 on the training dataset
D = {xi, yi}ni=1 and estimate the posterior
distribution over training outputs
yi|xi,θy, D ∼𝒩(μyi

, σ2
yi
);

2. Estimate empirically noise variances
g2i = 1

2 [(yi − μyi
)2 + σ2

yi
] and build a new training

dataset D′ = {xi, zi}ni=1 with zi = logg2i ;
3. Train another standard GP G2 on the new dataset D′

and estimate log noise variances
zi|xi,θz, D

′ ∼𝒩(μzi , σ
2
zi
);

4. Train a heteroscedastic GP G3 on the dataset D with
the most likely noise variances g̃2i = eµzi to update the
posterior distribution over training outputs
yi|xi,θ

′
f , g̃

2, D ∼𝒩(μ′
yi
, σ′2

yi
);

5. If not converged, set G1 = G3 and go back to step 2.
Otherwise, make prediction on future observations
y∗|x∗,θ′

f , g̃
2, g̃2∗ , D ∼𝒩(μy∗ , σ

2
y∗).

noise level is simply given as

(z̃, z̃∗) = (μz, μz∗) (16)

where μz and μz∗ are respectively the posterior means of log
noise levels at training points X and test point x∗. The integral
in Eq. (12) is thus

p (y∗|x∗,θf ,θz, D) ≈ p (y∗|x∗,θf , z̃, z̃∗, D)

= p (y∗|x∗,θf ,μz, μz∗ , D) (17)

Hence, the predictive posterior distribution of the test output
is Gaussian, with its mean and variance given by Eqs. (9) and
(10), respectively.

A. Noise Estimation in Current MLHGP

The estimation of the most likely noise level is at the core of
the MLHGP approach. An empirical estimate of the noise level
is employed in the current MLHGP [14] as

g2i =
1

s

s∑

j=1

0.5(yi − yji )
2 (18)

where s is the sample size, and yji are samples from the posterior
predictive distribution of the training output yi that is Gaussian
with mean μyi

and variance σ2
yi

given in Eqs. (9) and (10) re-
spectively. In fact, the above empirical estimate can be simplified
by the Gaussian identity as

g2i =
1

2

[
(yi − μyi

)2 + σ2
yi

]
(19)

This simplification can not only reduce the computational
cost of the current MLHGP, but also can significantly en-
hance numerical stability of it. As such, a new training dataset
D′ = {xi, zi}ni=1 with zi = log{ 1

2 [(yi − μyi
)2 + σ2

yi
]} can be

built to train another GP for estimating the most likely noise
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variance, given by g̃2i = eµzi . The current MLHGP is delineated
in Algorithm 1.

The MLHGP is much simpler and computationally more
efficient compared to MCMC sampling methods and other
analytical approximations, but the algorithm is not guaranteed
to converge as the empirical estimate of the noise level given
in Eq. (19) is biased. The expectation of the empirical noise
estimate is

E

{
1

2

[
(yi − μyi

)2 + σ2
yi

]}

= E

{
1

2

[
(yi − μyi

)2 + σ2
fi
+ σ2

n

]}

= E

{
1

2

[
(yi − fi + fi − μfi)

2 + σ2
fi
+ σ2

n

]}

= E

{
1

2

[
(εi + fi − μfi)

2 + σ2
fi
+ σ2

n

]}

= E

{
1

2

[
ε2i + 2εi (fi − μfi) + (fi − μfi)

2 + σ2
fi
+ σ2

n

]}

=
1

2

[
g2i + (fi − μfi)

2 + σ2
fi
+ σ2

n

]
(20)

where μfi and σ2
fi

are respectively the posterior mean and
variance of the function value fi at training input xi, given by
Eqs. (6) and (7); σ2

n is the global noise variance estimated in
the y-process; and g2i is the true noise variance at xi. The item
(fi − μfi) being the difference between the true function value
and its expected value is termed herein the modeling error. When
the training data are enough and the first GP for learning the
function value is well defined, the modeling error (fi − μfi) and
the modeling variability σ2

fi
can be neglected. The expectation

of the empirical noise estimate is approximated as

E

{
1

2

[
(yi − μyi

)2 + σ2
yi

]}
≈ 1

2

(
g2i + σ2

n

)
(21)

When the noise level is fixed, the global noise variance σ2
n

estimated in the y-process can be a good approximation for each
local noise level g2i and thus

E

{
1

2

[
(yi − μyi

)2 + σ2
yi

]}
≈ g2i (22)

In such case, the empirical noise estimate in Eq. (19) can
be approximately unbiased. However, when the noise level is
input-dependent, the majority of local noise levels g2i will not
be equal to the estimated global noise variance σ2

n and thus we
have

E

{
1

2

[
(yi − μyi

)2 + σ2
yi

]}

= g2i (23)

Clearly, the empirical noise estimate in the current MLHGP is
biased for most of local noise cases if the noise level is varying
in the input domain.

B. Noise Estimation in Improved MLHGP

In this section, an approximately unbiased noise estimate is
proposed based on the moment estimation of regression resid-
uals. In Gaussian process regression, residuals ri are the dif-
ference between the observed outputs yi and the corresponding
posterior means μyi

at xi [27], [28],

ri = yi − μyi
(24)

These residuals are referred to as Bayesian residuals by con-
trast with classical residuals in ordinary least square regression
[29]; the latter are the difference between the observed outputs
yi and the corresponding point estimates ŷi. The Bayesian
residuals ri can be rewritten as

ri = yi − μyi
= yi − fi + fi − μyi

= εi + (fi − μfi) (25)

Apparently, each Bayesian residual ri comprises two items:
εi which is the observation error and (fi − μfi) which is the
modeling error. The observation error εi is a random variable,
while the modeling error (fi − μfi) is a deterministic variable.
Thus, each Bayesian residual ri is also a random variable, which
is normally distributed with mean μri = fi − μfi and variance
σ2
ri

= g2i ,

ri ∼𝒩
(
μri , σ

2
ri

)
(26)

The residual ri and the expected function value μfi are
available in the first GP, while the true function value fi and
the local noise variance g2i have to be estimated from the data.

Regression residuals can be utilized to estimate the input-
dependent noise in that the dispersion of the residual series
is controlled by the varying noise level. Assuming the input-
dependent noise can be depicted by a smooth function, one
can extend regression techniques originally for recovering the
underlying function f(xi) to estimate the noise function g(xi).
Typically, regression techniques are performed on the trans-
formed residuals zi = T(ri) such as the absolute residuals
zi = |ri| or the squared residuals zi = |ri|2, rather than the raw
residuals ri, to facilitate recognition of the dispersion pattern
of the residuals (z-function). Yet, the obtained z-function by
fitting a curve for the transformed residuals zi may not provide
an unbiased estimate for the noise function g(xi), depending
upon the adopted transformation function T(ri). Therefore, it
is necessary to calibrate the obtained z-function and make it
unbiased for the input-dependent noise. Otherwise, the input-
dependent noise level g(xi) could be globally underestimated
or overestimated.

The method of moments is a common practice for parameter
estimation in statistics [30] and it enables to provide an unbiased
estimate for the parameters of interest. For the input-dependent
noise, its local levels can be derived from statistical moments
of Bayesian residuals. Various moments, such as raw or central
moments, and raw or central absolute moments, of Bayesian
residuals are available to estimate the local noise levels. In
this study, the raw absolute moments of the residuals are pre-
ferred because each order of the raw absolute moments of the
residuals contains information about the noise power. The vth
raw absolute moment of the residual ri at training point xi is
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TABLE I
TYPICAL VALUES OF APPROXIMATE CORRECTION FACTOR

given by

E {|ri|v} = σv
ri
/s (v) = gvi /s (v) (27)

where the correction factor s(v) depends on the moment order
v, given by [31]

s (v) =
√
πψ

(−v/2, 1/2;−μ2
ri
/
(
2σ2

ri

))

/[
2v/2Γ ((v + 1)/2))

]
(28)

where ψ(·) is the Kummer’s confluent hypergeometric function
and Γ(·) is the gamma function. The local noise level gvi is thus
obtained as

gvi = E {|ri|v} s (v) (29)

Clearly, E{|ri|v}s(v) is an unbiased estimate of the local
noise level gvi at xi.

When the first GP in the y-process for learning the function
value is well defined, the modeling error μri = fi − μfi can be
neglected and we have ψ(−v/2, v/2; 0) = 1. The raw absolute
moment of the residual degenerates to the central absolute
moment of it. The correction factor can be approximated as

s (v) ≈ √
π/

[
2v/2Γ ((v + 1)/2))

]
(30)

Table I gives some typical values of the approximate correc-
tion factor. Particularly, the first raw absolute moment of the
residual (v = 1) is the absolute residual, while the second raw
absolute moment of the residual (v = 2) is the squared resid-
ual. An approximately unbiased estimate of the noise standard
deviation gi at training point xi is

gi = E {|ri|} s (1) ≈
√
π/2E {|ri|} (31)

Similarly, an approximately unbiased estimator of the noise
variance g2i at xi is

g2i = E
{
|ri|2

}
s (2) ≈ E

{
r2i
}

(32)

As a result, a new data D′ = {xi, zi}ni=1 with zi = |ri|v can
be built to train a second standard GP to estimate the most likely
noise levels g̃vi = μzis(v) at training point xi and g̃v∗ = μz∗s(v)
at test point x∗. Interestingly, it is seen that zi = |ri|v is just
what we need to transform the residuals ri before using a
regression technique to estimate the noise function g(xi). How-
ever, it should be noted that in the second GP, we are using a
Gaussian approximation to the transformed residuals zi = |ri|v
that are in general non-Gaussian and even non-negative. Such
approximation can be reasonable in the improved MLGHP as
we care only the mean function of the second GP (it defines

Algorithm 2: Improved Most Likely Heteroscedastic Gaus-
sian Process.

1. Train a standard GP G1 on the training dataset
D = {xi, yi}ni=1 and estimate the posterior
distribution over training outputs
yi|xi,θy, D ∼𝒩(μyi

, σ2
yi
);

2. Calculate regression residuals ri = yi − μyi
and build

a new training dataset D′ = {xi, zi}ni=1 with
zi = |ri|v;

3. Train another standard GP G2 on the new dataset D′

and estimate the input-dependent noise levels
zi|xi,θz, D

′ ∼𝒩(μzi , σ
2
zi
);

4. Update the most likely noise levels
g̃vi = max(0, μzis(v)) with
s(v) ≈ √

π/[2v/2Γ((v + 1)/2))];
5. Make prediction on future observations
y∗|x∗,θf , g̃, g̃∗, D ∼𝒩(μy∗ , σ

2
y∗).

the most likely noise levels), rather than the full distribution of
it. Thus, the most likely noise levels are required to be refined
to g̃vi = max(0, μzis(v)) or g̃v∗ = max(0, μz∗s(v)) to ensure a
nonnegative noise level. Besides the input-dependent noise level
being better estimated, the EM-like iteration algorithm required
in the current MLHGP for iteratively learning the function
value and the noise level is avoided. The improved MLHGP
is elucidated in Algorithm 2. In principle, any order of the raw
absolute moment of Bayesian residuals is acceptable to estimate
the input-dependent noise level, but in practice lower orders
(v = 1 or v = 2) are preferable because they are easy to compute
and numerically more stable.

IV. EXPERIMENTS

In this section, the performance of five GPs will be com-
pared, which are: GP—the standard Gaussian process, VHGP—
the variational heteroscedastic Gaussian process, MLHGP—
the current most likely heteroscedastic Gaussian process,
IMLHGP1—the improved MLHGP using absolute residual
(v = 1), IMLHGP2—the improved MLHGP using squared
residual (v = 2). The first GP is said to be homoscedastic,
while the other four GPs are heteroscedastic. The predictive
performance of the five GPs is assessed by using four bench-
mark experiments, consisting of two synthetic cases and two
real-world datasets, that have been employed to verify other
HGPs [7], [8], [14], [15].

A. Benchmark Experiments

The two synthetic benchmark experiments (U1 and U2) are
both one-dimensional nonlinear regression problems with input-
dependent noise. In the first synthetic experiment [7] the noise
rate increases linearly with the input; but in the second one [8]
the noise rate depends nonlinearly on the input. For the sake of
simplicity, the observed output yi is rewritten as

yi = fi + giei with ei ∼𝒩 (0, 1) (33)
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TABLE II
DESCRIPTION OF TWO SYNTHETIC BENCHMARK EXPERIMENTS

Fig. 1. Examples of training datasets in the two synthetic benchmark experi-
ments, with solid red lines depicting the true function values.

where fi is the true function value at input xi, gi is the true noise
standard deviation at the same location, and ei is a standard
normal random variable. More detailed information about the
two synthetic experiments is given in Table II.

For each of the synthetic experiments, 100 training datasets
were generated using the same program but different random
seeds, with each training dataset consisting of n = 500 samples
uniformly drawn from the input range [0,1]. Fig. 1 gives exam-
ples of the training datasets in the two synthetic experiments.
A test dataset with N = 1000 samples was also generated to
evaluate the performance of a trivial GP model.

Benchmark experiments were also conducted on Silverman’s
motorcycle accident dataset [2] and Sigrist’s lidar dataset [3].
The motorcycle dataset consists of 94 observations (Fig. 2(a)),
while the lidar dataset is composed of 221 observations
(Fig. 2(b)). For the two real-world datasets, 100 training datasets

Fig. 2. Real-world heteroscedastic datasets for benchmark experiments.

were generated, using 90% of the observations for training and
the remaining 10% for testing.

B. Predictive Performance Assessment

To quantify predictive performance of the five GPs in deal-
ing with input-dependent regression problems, the standardized
mean squared error (SMSE) with respect to the true function
values in relation to a trivial GP model is first calculated as

SMSE (f) =
1

N

N∑

i=1

(
μf∗,i − f∗,i

)2

var (f∗)
(34)

where μf∗,i is the posterior mean of the function value f∗,i at test
input x∗,i, var(f∗) is the variances of the true function values at
all test points X∗ = (x∗,i, . . . ,x∗,N )T, and N is the test dataset
size. As for real-world data, the true function values f∗,i may not
be available and one may have to use their noisy values y∗,i (the
testing outputs) as alternatives. In this regard, SMSE(f) should
be replaced by SMSE(y). Then the SMSE with respect to the
true noise standard deviation is computed by

SMSE (g) =
1

N

N∑

i=1

(
μg∗,i − g∗,i

)2

var (g∗)
(35)
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where μg∗,i is the posterior mean of the noise standard deviation
g∗,i at input x∗,i, and var(g∗) is the variances of the true noise
standard deviations at all test points. As for real-world data,
the SMSE(g) is not available. Finally, the average negative log
probability density (NLPD) of the test outputs in regard to a
trivial GP model is evaluated as

NLPD (y) = − 1

N

N∑

i=1

logp (y∗,i|x∗,i, D)

=
1

2N

N∑

i=1

log
(
2πσ2

y∗,i

) 1

N

N∑

i=1

(
y∗,i − μy∗,i

)2

2σ2
y∗,i

(36)

where μy∗,i and σ2
y∗,i are respectively the posterior mean and

variance of the test output y∗,i at x∗,i.
The SMSE(f), SMSE(g) and NLPD(y) are three quantities to

measure regression losses when a trivial GP model is preferred.
Lower losses indicate better predictive performance. In the next
section, the predictive performance of the five GPs on the four
benchmark experiments will be evaluated in detail through the
following criteria: the SMSE(f) loss on recovering the unknown
function; the SMSE(g) loss on recovering the noise standard
deviation if available; and the NLPD(y) loss on predicting the
future observation.

C. Results

For each benchmark experiment, the five GPs are successively
applied on the 100 training datasets to recover the unknown
function and the input-dependent noise. The hyperparameters
associated with the five GPs are all determined by a conjugate
gradient optimizer. As a local search strategy, the gradient-based
optimizer may yield a local optimum for the hyperparame-
ters. To reduce the risk of getting trapped in local minima, a
multi-starting point strategy [32] is adopted in conjunction with
the conjugate gradient optimizer for hyperparameter estima-
tion. New emerging nature-inspired metaheuristic algorithms
such as cuckoo search [33] and bat algorithm [34] would be
more promising in searching global optimum solution of the
hyperparameters.

For the two synthetic benchmark experiments, the average
function values, the noise standard deviations, the SMSE(f)
losses on recovering the noise-free function, the SMSE(g) losses
on recovering the noise standard deviation, and the NLPD(y)
losses on predicting the future observations are obtained, re-
spectively, as shown in Figs. 3 and 4 for U1 and Figs. 5 and 6
for U2. It can be observed that standard GP and HGPs exhibit
very similar performance on recovering the function values. The
average function values recovered by the five GPs are almost
identical, which are all very close to the true function values
as Figs. 3(a) and 5(a) show. The SMSE(f) losses in regard to
function recovery from the five GPs are nearly at the same level,
with similar medians and variabilities (boxplot widths) as shown
in Figs. 4(a) and 6(a).

Fig. 3. Average function values and noise standard deviations over 100 random
trials by the five GPs in U1.

By contrast, the examined HGPs significantly outperform the
standard GP on recovering the noise level and on predicting
future observations. As Figs. 3(b) and 5(b) show, the standard
GP tends to overestimate weaker noise but to underestimate
stronger noise in the two benchmark experiments. The improper
assumption is released in HGPs, giving rise to better predictive
performance on recovering the noise level and on predicting the
future observations as shown in Figs. 4(b–c) and 6(b–c).

The MLHGP outperforms the standard GP on recovering the
noise level and on predicting the future observations, whereas
its performance is very variable, resulting in larger and more
deconcentrated SMSE(g) and NLPD(y) losses than other HGPs.
In one training dataset case, the current MLHGP is likely to per-
form even worse than the standard GP, giving outlier SMSE(g)
and NLPD(y) losses larger than those from the standard GP. The
MLHGP tends to underestimate the overall noise level, and such
observation was also made by other researchers [18].

The improved MLHGPs, including IMLHGP1 (v = 1) and
IMLHGP2 (v = 2) clearly outperform the standard GP and
MLHGP on recovering the noise level and on predicting future
observations. They give the average noise standard deviations
that are much closer to the true noise level. Moreover, their
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Fig. 4. Performance test results of the five GPs in U1 by running 100 random
trials.

SMSE(g) and NLPD(y) losses are much smaller and more con-
centrated than MLHGP. The improved MLHGPs perform better
than the standard GP and MLHGP in both synthetic benchmark
experiments. Nevertheless, they do not necessarily outperform
VHGP. For example, VHGP exhibits the best performance on re-
covering the noise level and on predicting the future observations

Fig. 5. Average function values and noise standard deviations over 100 random
trials by the five GPs in U2.

in the first synthetic experiment, while the improved MLHGPs
outperform VHGP only in the second synthetic experiment.

For the benchmark experiments with real-world datasets, only
the SMSE(y) losses on recovering the noisy function and the
NLPD(y) losses on predicting future observations are available,
as shown in Fig. 7 for the motorcycle dataset and Fig. 8 for
the lidar dataset. It is observed that the standard GP and HGPs
exhibit similar performance on recovering the function values
even when the datasets come from the real world. The SMSE(y)
losses regarding the noisy function recovery obtained from the
five GPs are close to each other, with similar medians and
variabilities as shown in Figs. 7(a) and 8(a).

The examined HGPs again noticeably outperform the stan-
dard GP on predicting future observations, as shown in Figs. 7(b)
and 8(b). The NLPD(y) losses from the four HGPs are much
smaller than those from the standard GP. Even though the
motorcycle and lidar datasets are not massive, it is still able
to observe that the improved MLHGPs outperform the current
version on predicting future observations and their NLPD(y)
losses are even comparable to those from VHGP.

Table III provides the average training times of the five GPs
on the four benchmark experiments. It is found that the training
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Fig. 6. Performance test results of the five GPs in U2 by running 100 random
trials.

times of the five GPs can be quite different, though their basic
computational complexity all scales in the form of O(n3) with
n being the number of training data points. Among the five GPs,
the standard GP is found to be computationally the most efficient,
taking the least average time to obtain a trivial regression model.
The improved MLHGPs (IMLHGP1 and IMLHGP2) are also
very attractive, taking about twice the time of a standard GP.
The MLHGP is required to perform a sophisticated EM-like

Fig. 7. Performance test results of the five GPs in U3 by running 100 random
trials.

TABLE III
TRAINING TIMES OF FIVE GP MODELS FOR BENCHMARK EXPERIMENTS

(IN SECONDS)

The training times have been averaged over 100 random trials, running on a
Dell Precision T5810, with CPU Intel Xeon E5-1620 at 3.5GHz and memory
16.0 GB.

iteration learning procedure such that it costs more than seven
times the training time of a standard GP on the four benchmark
experiments. The VHGP is computationally the most expensive
among the five GPs, costing at least thirty times the training
effort of a standard GP. This can be attributed to the fact that there
are numerous unknown hyperparameters to be learned, includ-
ing not only model hyperparameters but also many variational
parameters.
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Fig. 8. Performance test results of the five GPs in U4 by running 100 random
trials.

V. CONCLUSION

In this paper, an improved MLHGP algorithm is proposed to
deal with a kind of nonlinear regression problems with input-
dependent noise. The improved model follows the same idea
in the current MLHGP that adopts a point estimate to replace
the full noise posterior distribution. The improved MLHGP,
however, affords an approximately unbiased estimate for the
most likely noise level, differing from the biased estimate in the
current model. The approximately unbiased noise estimate is
elicited by the method of moments for Bayesian residuals. This
refinement brings about a significant improvement in the noise
estimate and exempts the EM-like learning from the current
MLHGP.

To validate the feasibility and effectiveness of the improved
MLHGP, we have compared its performance with the standard
GP, the VHGP and the current MLHGP by addressing two
synthetic and two real-world benchmark experiments, in terms
of regression losses on function and noise recoveries, future
prediction and computational cost. The experiment results show
that the improved MLHGP clearly outperforms the current ML-
HGP in algorithmic accuracy, stability and computational cost.
Though the improved MLHGP may not necessarily outperform
the variational approach, it is much simpler in implementation
and more computationally efficient.

While the improved MLHGP algorithm is quite powerful for
pursuing regression problems with input-dependent noise, the
computational constraint of it remains a major hurdle to practical
applications where the datasets are extremely large. In addition,
there exist more challenging regression problems in practical
applications, such as non-Gaussian noises [8], output constraints
[35] and observation outliers [36]. It would be desirable in
the future to attempt sparse approximations or non-Gaussian
likelihoods in the face of these highly demanding applications.

REFERENCES

[1] C. K. Williams and C.E. Rasmussen, Gaussian Processes for Machine
Learning. Cambridge, MA, USA: MIT Press, 2006.

[2] B. W. Silverman, “Some aspects of the spline smoothing approach to non-
parametric regression curve fitting,” J. Roy. Statistical Soc., vol. 47, no. 1,
pp. 1–21, 1985.

[3] M. W. Sigrist, “Air monitoring by laser photoacoustic spectroscopy,” in: M.
W. Sigrist (Ed.), Air Monitoring by Spectroscopic Techniques, Chemical
Analysis Series, vol. 127, Hoboken, NJ, USA: Wiley, pp. 163–238, 1994.

[4] D. G. Altman, “Construction of age-related reference centiles using abso-
lute residuals,’’ Stat. Med., vol. 12, no. 10, pp. 917–924, 1993.

[5] J. M. Bland, “The half-normal distribution method for measurement error:
two case studies,” Dept. Health Sciences, York Univ., Technical Report,
2005. [Online]. Available: https://www-users.york.ac.uk/∼mb55/talks/
halfnor.pdf

[6] H. Shi, K. Worden, and E.J. Cross, “A cointegration approach for het-
eroscedastic data based on a time series decomposition: an application
to structural health monitoring,” Mech. Syst. Signal Process., vol. 120,
pp. 16–31, 2019.

[7] P. W. Goldberg, C. K. Williams, and C. M. Bishop, “Regression with
input-dependent noise: A Gaussian process treatment,” in Advances in
Neural Information Processing Systems, vol. 10, M. I. Jordan, M. J. Kearns,
and S. A. Solla, eds., Hoboken, NJ, USA: MIT Press, 1998, pp. 493–499.

[8] C. Y. Wang, “Gaussian process regression with heteroscedastic residuals
and fast MCMC methods,” Ph.D. dissertation, Dept. Statistics, Toronto
Univ., Toronto, Canada, 2014.

[9] L. Muñoz-González, M. Lázaro-Gredilla, and A. R. Figueiras-Vidal, “Het-
eroscedastic Gaussian process regression using expectation propagation,”
in Proc. IEEE Int. Workshop Mach. Learn. Signal Process., Santander,
Spain, 2011, pp. 1–6.

[10] L. Muñoz-González, M. Lázaro-Gredilla, and A.R. Figueiras-Vidal, “Divi-
sive Gaussian processes for nonstationary regression,” IEEE Trans. Neural
Netw. Learn. Syst., vol. 25, no. 11, pp. 1991–2003, Nov. 2014.

[11] V. Tolvanen, P. Jylänki, and A. Vehtari, “Expectation propagation for
nonstationary heteroscedastic Gaussian process regression,” in Proc. IEEE
Int. Workshop Mach. Learn. Signal Process., Reims, France, 2014, pp. 1–6.

[12] L. Muñoz-González, M. Lázaro-Gredilla, and A. R. Figueiras-Vidal,
“Laplace approximation for divisive gaussian processes for nonstationary
regression,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 38, no. 3,
pp. 618–624, Mar. 2016.

[13] M. Lázaro-Gredilla and M. K. Titsias, “Variational heteroscedastic Gaus-
sian process regression,” in Proc. 28th Int. Conf. Mach. Learn., Bellevue,
WA, USA, 2011, pp. 841–848.

[14] K. Kersting, C. Plagemann, P. Pfaff, and W. Burgard, “Most likely het-
eroscedastic Gaussian process regression,” in Proc. 24th Int. Conf. Mach.
Learn., New York, NY, USA, 2007, pp. 393–400.

[15] N. Quadrianto, K. Kersting, M. D. Reid, T. S. Caetano, and W. L. Buntine,
“Kernel conditional quantile estimation via reduction revisited,” in Proc.
9th IEEE Int. Conf. Data Mining, Miami, FL, USA, 2009, pp. 938–943.

[16] Q. V. Le, A. J. Smola, and S. Canu, “Heteroscedastic gaussian process
regression,” in Proc. 22nd Int. Conf. Mach. Learn., Bonn, Germany, 2005,
pp. 489–496.

[17] S. Urban, M. Ludersdorfer, and P. Van Der Smagt, “Sensor calibration and
hysteresis compensation with heteroscedastic gaussian processes,” IEEE
Sensors J., vol. 15, no. 11, pp. 6498–6506, 2015.

[18] M. Binois, R. B. Gramacy, and M. Ludkovski, “Practical heteroskedastic
Gaussian process modeling for large simulation experiments,” J. Comput.
Graph. Stat., vol. 27, no. 4, pp. 808–821, 2018.

[19] A. J. McHutchon, “Nonlinear modelling and control using Gaussian
processes,” Ph.D. dissertation, Dept. Eng., Cambridge Univ., Cambridge,
UK, 2014.

https://www-users.york.ac.uk/&sim;mb55/talks/halfnor.pdf


3460 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 68, 2020

[20] O. Menzer, A. M. Moffat, W. Meiring, G. Lasslop, E. G. Schukat-
Talamazzini, and M. Reichstein, “Random errors in carbon and water vapor
fluxes assessed with Gaussian Processes,” Agricultural Forest Meteorol.,
vol. 178, pp. 161–172, 2013.

[21] A. Boukouvalas, D. Cornford, and M. Stehlík, “Optimal design for corre-
lated processes with input-dependent noise,” Comput. Statist. Data Anal.,
vol. 71, pp. 1088–1102, 2014.

[22] M. Binois, R. B. Gramacy, and M. Ludkovski, “Practical heteroscedastic
gaussian process modeling for large simulation experiments,” J. Comput.
Graphical Statist., vol. 27, no. 4, 808–821, 2018.

[23] M. Binois, J. Huang, R. B. Gramacy, and M. Ludkovski, “Replication
or exploration? Sequential design for stochastic simulation experiments,”
Technometrics, vol. 61, no. 1, pp. 7–23, 2019.

[24] M. Chung et al., “Parameter and uncertainty estimation for dynamical
systems using surrogate stochastic processes,” SIAM J. Scientific Comput.,
vol. 41, no. 4, pp. A2212–A2238, 2019.

[25] S. Zhu, X. Luo, X. Yuan, and Z. Xu, “An improved long short-term
memory network for streamflow forecasting in the upper Yangtze River,”
Stochastic Environmental Research and Risk Assessment, 2020. [Online].
Available: https://doi.org/10.1007/s00477-020-01766-4

[26] J. Nocedal and S. J. Wright, Numerical Optimization, 2nd ed., New York;
Berlin, Germany: Springer, 2006.

[27] B. P. Carlin and T. A. Louis, Bayes and Empirical Bayes methods for Data
Analysis. London, U.K.: Chapman and Hall/CRC, 2010.

[28] A. Gelman, J. B. Carlin, H. S. Stern, D. B. Dunson, A. Vehtari, and D.B.
Rubin, Bayesian Data Analysis. London, U.K.: Chapman and Hall/CRC,
2013.

[29] J. O. Rawlings, S. G. Pantula, and D. A. Dickey, Applied Regression
Analysis: a Research Tool. New York; Berlin, Germany: Springer Science
and Business Media, 2001.

[30] R. V. Hogg, E. A. Tanis, and D. L. Zimmerman, Probability and statistical
inference, 8th ed., NJ, USA: Pearson/Prentice Hall, 2010.

[31] A. Winkelbauer, “Moments and absolute moments of the normal distribu-
tion,” 2014. [Online]. Available: http://arxiv.org/pdf/1209.4340.pdf

[32] H. P. Wan and Y. Q. Ni, “Bayesian multi-task learning methodology for
reconstruction of structural health monitoring data,” Structural Health
Monit., vol. 18, no. 4, pp. 1282–1309, 2019.

[33] V. Stojanovic, N. Nedic, D. Prsic, L. Dubonjic, and V. Djordjevic, “Ap-
plication of cuckoo search algorithm to constrained control problem of a
parallel robot platform,” Int. J. Adv. Manuf. Technol., vol. 87, pp. 2497–
2507, 2016.

[34] V. Stojanovic and N. Nedic, “A nature inspired parameter tuning approach
to cascade control for hydraulically driven parallel robot platform,” J.
Optim. Theory Appl., vol. 168, no. 1, pp. 332–347, 2016.

[35] V. Stojanovic and N. Nedic, “Robust identification of OE model with
constrained output using optimal input design,” J. Franklin Inst., vol. 353,
no. 2, pp. 576–593, 2016.

[36] V. Stojanovic and N. Nedic, “Joint state and parameter robust estimation
of stochastic nonlinear systems,” Int. J. Robust Nonlinear Control, vol. 26,
no. 14, pp. 3058–3074, 2016.

Qiu-Hu Zhang received the B.Eng. and M.Sc. de-
grees from the Hefei University of Technology, Hefei,
China, in 2009 and 2014, respectively. He is cur-
rently working toward the Ph.D. degree with The
Hong Kong Polytechnic University, Hong Kong. His
research interests include Bayesian machine learning,
Bayesian decision theory, and structural health mon-
itoring.

Yi-Qing Ni received the B.Eng. and M.Sc. degrees
from Zhejiang University, Hangzhou, China, in 1983
and 1986, respectively, and the Ph.D. degree from
The Hong Kong Polytechnic University, Hong Kong,
in 1997. He is currently a Chair Professor of Smart
Structures and Rail Transit, Department of Civil and
Environmental Engineering, The Hong Kong Poly-
technic University. He is the Director of National
Engineering Research Center on Rail Transit Electri-
fication and Automation (Hong Kong Branch) and a
Vice President of International Society for Structural

Health Monitoring of Intelligent Infrastructure (ISHMII). His research areas
cover structural health monitoring, sensors and actuators, signal processing, and
smart materials and structures.

https://doi.org/10.1007/s00477-020-01766-4
http://arxiv.org/pdf/1209.4340.pdf


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


