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ABSTRACT The rapid development and implementation of the Internet of Things (IoT) and Cyber-Physical
Systems (CPS) in the engineering and manufacturing field have embraced a virtual identity to ensure
nearly real-time adjustment. Warehouses are challenged to reassess its order fulfillment operations while
simultaneously being provided with the opportunity to develop its own cloud-based CPS with the aid of IoT
devices. Robotic Mobile Fulfillment System (RMFS) is a system controlling mobile robots, mobile storage
rack, putaway and picking workstations, charging stations, and wireless communication infrastructure in the
context of robotic-assisted warehouse. This paper addresses the value creation utilizing cloud-based CPS
in RMFS. By providing an analysis of cloud services and IoT enhancement, theoretical concepts from the
literatures are consolidated to solve the research que-stions on how RMFS offering better order fulfillment
can gain benefits in terms of operational efficiency and system reliability. The paper also proposes a cloud-
based CPS architecture, providing a comprehensive understanding on conflict avoidance strategy in the
multi-layers multi-deeps warehouse layout. This research presents six conflict classifications in RMFS and
provides a case study in the real-life context. Dock grid conflict is a new type of conflict appearing in multi-
deeps RMFS. A scenario analysis with real customer orders is applied to present the collision detection and
solution.

INDEX TERMS Robotic mobile fulfillment system, Cyber-physical systems, Internet of Things, collision
avoidance.

I. INTRODUCTION
The technological evolution in the Warehouse Man-
agement System (WMS) that foster the e-logistics
efficiencies has gained the attention of industrial practi-
tioners and researchers. The Amazon KIVA system is the
pioneer of Robotic Mobile Fulfillment System (RMFS) in
e-Commerce order fulfillment system. Figure 1 shows a
conceptual diagram of the RMFS including the autonomous
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mobile robot, wireless charging station, mobile storage
rack, positioning identifier (e.g. QR code), putaway and
picking station, wireless communication infrastructure, and
real-time swarm robots control center. All mobile robots
receive information, such as their robot dwell coordinates and
operational status, to identify the robots’ location. With the
aid of ICT advancement, near/real-time capture of sensing
data, and operation activities, the item location and order
status can be obtained, and the decision-making environment
under the framework of Cyber-Physical Systems (CPS) is
further supported. Manufacturers, retailers, and customers
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FIGURE 1. A Conceptual Diagram of the Robotic Mobile Fulfillment System [13].

are now seeking a digital-twin-enabled service innovation
on smart logistics service [1]. Logistics Service Providers
(LSPs) act as third-party agencies for data acquisition and
service providers in the logistics process and have to not
only satisfy the logistics requirements of the firms but also
meet customers’ expectations by gauging customers’ needs.
The smartness of real-time information systems is a critical
factor in the management of customer relationship between
firms and customers. The Internet-of-Things (IoT) solution
in smart warehouse offers an opportunity to gain knowledge
from customer requirements and support the communication
of real-time market data to firms through an agile supply
chain management [2]–[7]. The smartness of the warehouse
system could provide a value-added service, such as real-time
dispatch monitoring and estimation of delivery procedure,
and further support value co-creation along the supply chain,
such as last-mile logistics, responsiveness logistic design
and flexibility in logistics arrangement, in the context of e-
Commerce service innovation [8]–[11].

The integration of cloud computing and CPS real-time con-
trol and management allows us to closely monitor material,
activity, and information flow in the WMS. The computa-
tional capacity of cloud computing offers expendable com-
putational and storage resources. Furthermore, practitioners
can also offer an API (Application Programming Interface)
to external parties for information extraction. A more com-
plementary information flow in the WMS side can further
support the real-time tracking of the online sale platform
and last-mile delivery. In such cases, customers can have
a seamless order tracking with the recent advancement of

cloud-based CPS and digitalization of e-Commerce activities.
Cloud-based CPS in WMS not only increases customer sat-
isfaction but also provides data visualization and an analytics
platform to evaluate the warehouse efficiency and operational
performance.

Moreover, practitioners can gain advantages by adopting
a cloud-based CPS to evaluate and monitor the activities of
physical objects in the RMFS. The control system of the
RMFS is comprehensive as the back-end system has the
authorities to control the mobile robot’s actions and deter-
mine the path for order fulfillment. However, precise control
of the physical mobile robots in RMFS can be challenging
due to the time lag problem in wireless communication,
information overload, and lack of accuracy of multiple cri-
teria decision making from vague and incomplete data. The
emerging cloud-based CPS architecture can capture all the
activities and events in the RMFS and consolidate the data
in a centralized data sink, which offers a more efficient and
effective platform to reduce the discord between the physical
events and virtual machine via the Digital Twin.

This paper contributes a border discussion on the cloud-
based CPS in RMFS as well as a method to improve its
operational efficiency and error-free operation in the context
of cloud-based CPS. Zhang et al. [12] and Lee et al. [13]
propose a CPS-related architecture in the traditional Auto-
mated Guided Vehicles (AGV) warehouse and in RMFS.
Lee, et al. [13] illustrated the research gap in this area, since
the current literature hints only at the significant role of
RMFS to handle operation problems. A cloud-based CPS
architecture is needed in various situations, such as real-time
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conflict-free path, collision avoidance and charging schedul-
ing [14]. The adoption of cloud-based CPS can reduce the
local warehouse computational power and combine the Enter-
prise Resource Planning (ERP) in the cloud platform.

The conflict-free path planning problem through AGV in
the traditional warehouse has been widely discussed in the
literature [15]–[20]. However, the subjects of collision avoid-
ance and cloud-based CPS in the RMFS remain somewhat
unexplored. This is relevant to both theoretical and practical
research and is the inception motivation for the research
introduced in this paper. Therefore, this paper explores value
creation through cloud-based CPS in the RMFS to visualize
the potential physical mobile robotic collision via IoT. The
latest development in the field of the IoT and CPS show the
advantages of real-time control management while alleviat-
ing the costs incurred by the collision of mobile robots.

The research objective is to propose a cloud-based CPS
architecture applied to RMFS for value creation through
a virtual prototype. Value creation is approached from the
perspective of the difficulties of real-time control and mon-
itoring; therefore, it takes the advantages of CPS and IoT to
figure out the new types of collision appearing in RMFS.
Dock grid conflict is a new type of conflict appearing in
multi-deeps RMFS. This objective is achievedwith a compre-
hensive literature review, a real-life case study in traditional
warehouse transferred into the RMFS, aswell as by proposing
a conceptual framework that integrates relevant literature
with the operational evidence from a RMFS’s company.

Zhang, et al. [21] and Lee, et al. [13] outlined three
types of collision in traditional warehouses; they are head-
on collision, cross collision, and stay-on conflict. In our case
scenario, we found several conflicts that have not yet been
discovered before in literature. Furthermore, a cloud-based
CPS architecture offers a more efficient and effective solution
for the practical operations in RMFS, such as reducing the
space in the warehouse by storing the data in a cloud system.

After describing the general background of IoT, cloud-
based CPS, and RMFS, the state-of-the-art is presented in
Section 2 for the ease of architecture and collision illustration.
Section 3 illustrates the cloud-based CPS in RMFS. Section 4
describes a case study on RMFS and proposes a new type
of collision that appeared in the RMFS. The description of
the simulation results is also illustrated in Section 4. The
summary of the research and the concluding remarks are
given in Section 5.

II. LITERATURE REVIEW
A. ROBOTIC MOBILE FULFILLMENT SYSTEM
The literature review presented in this section reviewed the
most significant developments in the field of RMFS in the
context of recent research on the CPS, which is important to
the realization of the research objective.

Along with the rapid development of IoT technologies
and robotic intelligence, RMFS has entered the accelerated
development period [13]. Swarm intelligence has beenwidely

developed and adopted in the warehouse to enhance operation
efficiency and shorten the picking time.Most research studies
are focusing on operations, except for Lee, et al. [13] who
are providing a CPS system to solve the dynamic conflict
problem in RMFS and Mourtzis and Vlachou [22] who
included the contents for adaptive shop-floor scheduling and
condition-based maintenance.

The research areas can be divided into mobile robots’ path
planning and scheduling problems, ordering assigning and
picking problems, charging problems, collision and deadlock
problems, and mobile storage rack assignment and reposition
problem.

In a traditional warehouse, inbound operation, cross-
docking with value-added services, and outbound logistics
are the three aspects of activities. The different types of
queuing networks adopted in researches are continuing to
estimate the storage systems’ performance and minimize
the total throughput time in shuttle-based compact systems,
automated storage and retrieval systems, and autonomous
vehicle storage and retrieval systems [23]–[26]. This method
has also been adopted to evaluate the performances of
RMFS. Zou et al. [27] presented a semi-open queueing
networks and adopted a two-phase approximate approach
based on the handling speeds of workstations for perfor-
mance estimation of the RMFS. Lamballais et al. [28] used
a cross-class matching multi-class semi-open queening net-
work to find out the throughput performance while the inven-
tory is spread across the mobile storage racks in RMFS.
Roy et al. [29] analyzed the robot assignment strategies for
multiple storage zones based on multi-class closed queueing
network models and developed a two-stage stochastic model.
Yuan and Gong [30] built queue network models to describe
the RMFS with two protocols for sharing robots among pick-
ers by evaluation under the throughput time.

Despite evaluating the performance of RMFS by adopt-
ing the queuing network, the charging efficiency is crucial
in RMFS. Zou et al. [31] identified three types of charg-
ing strategies including plug-in charging, battery swapping,
and inductive battery charging. Different charging strategies
result in execution time and operational cost differences.
Zou, et al. [31] concluded results found that battery swap-
ping is cheaper than plug-in charging, battery costs are
relatively low, and inductive charging generates the best
retrieval throughput time in RMFS. Weidinger, et al. [32]
formalized the rack assignment as a specific interval schedul-
ing problem and proposed a matheuristic-dubbed adaptive
programming to solve the assignment problem in RMFS.
Krenzler, et al. [33] formulated a deterministic model to
solve the mobile storage rack repositioning problem under a
multiple pick station. Merschformann et al. [34] simulated
the pick and replenishment process and studied the order
assignment, mobile storage rack selection, and assignment
problems by evaluating multiple decision rules per problem.

Xie, et al. [35] proposed an efficient order picking method
through split orders in RMFS. Merschformann, et al. [36]
introduced an RMFS simulation framework, RAWSim-O, for
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supporting real-time decision problems, and Xie, et al. [37]
elaborated on the RMFS simulator connected to the enter-
prise resource planning system and connected with the
mobile robots and workstations through an XOR-bench.
Jin et al. [38] proposed a dynamic scheduling of the Amazon
Kiva System. Merschformann, et al. [39] presented a collec-
tion of path planning algorithms for real-time movement of
multiple mobile robots across the RMFS.

B. CLOUD-BASED CYBER-PHYSICAL SYSTEMS
The cloud-based CPS is the extension of the CPS. The CPS,
as a connection between the cyber layer and physical layer,
was first defined by the US National Science Foundation
in 2006 [12], [13], [40]–[47]. Lee [43] interpreted the CPS
definition as integrations of computation and physical pro-
cess. Poudel, et al. [48] introduced a real-time CPS for
power system security and control. Ma, et al. [49] applied
CPS in energy manufacturing industries. Schulze, et al. [50]
combined cooling tower management and CPS in man-
ufacturing companies. Kong, et al. [51] proposed a
CPS-enabled platform for solving the virtual e-Commerce
logistics chains. Lins, et al. [52] applied the CPS for the
monitoring of tool wear in the machining process. Liu and
Wang [53] studied a CPS application under a hazardous
manufacturing environment.

CPS in Industrial 4.0 is a dominant change in the manufac-
turing industry, as an enhancement of visibility, transparency,
predictability, and adaptability [44]–[46], [54], [55]. But still,
a cloud-based CPS including cloud computing facilitates the
provision of a pliable stack of enormous computing, stor-
age, and software services in an economical and scalable
manner [56]–[59]. Most works of literature on cloud and
CPS have made a great contribution considering the view
of separation except Wan, et al. [56], Wan, et al. [60],
Shu, et al. [59], and Zheng, et al. [61].Wan, et al. [56] consid-
ered a context-aware vehicular CPS with cloud support and
proposed an application scenario on context-aware dynamic
parking services. Wan, et al. [60] designed a new CPS, which
was adopted in vehicular networking, with the aid of mobile
cloud computing. Shu, et al. [59] proposed a cloud-based
CPS for complex industrial applications based on life cycle
management and included the industrial wireless networks
while virtualizing resource management. Zheng, et al. [61]
proposed a smart and connected product co-development in a
cloud-based environment through a data-driven CPS.

The functionality of CPS or the looked over trajectory plan-
ning for a traditional warehouse system has been explored by
numerous researchers [16], [19], [21], [62]–[65]. Combining
cloud computing and CPS with the adoption of RMFS will
facilitate the handling of massive data through IoT sensors
generated from a multi-layers warehouse or multiple ware-
houses for real-time monitoring and control, for example,
a nearly real-time collision avoidance.

Mainly, the CPS theoretical study is explored by the
researchers instead of applying real-life applications in ware-
house operations. Some conflict resolutions are found on

mathematical modeling and with high computational com-
plexity. For a long period of computational time, some solu-
tions may not well fit in a real-life situation. In summary,
in the context of cloud-based CPS, RMFS allows themonitor-
ing, control, and centralization of themobile robot andmobile
storage rack in support of IoT sensors during the physical
layer and assist with a digitalized environment for real-time
control and planning for enhancing the operation efficiency
in the cyber layer.

III. CLOUD-BASED CYBER PHYSICAL ROBOTIC MOBILE
FULFILLMENT SYSTEM
A. FRAMEWORK OF A 5C CPS-BASED ROBOTIC MOBILE
FULFILLMENT SYSTEM
Lee, et al. [45] proposed and developed a CPS 5C level
architecture to provide a guideline for deploying CPS for
manufacturing applications. The 5C architecture showed how
to construct a CPS from initial data acquisition to analytics
and the final value creation. Each layer of the 5C architec-
ture represents its responsibilities and cooperates with other
layers to input and output information and data, as shown in
Figure 2.

In the smart connection level, data acquisition for multi-
ple hardware devices were considered as the bottom layer.
Mobile robots, charging stations, mobile storage racks, and
workstations are embedded with sensors such as QR codes in
the RMFS. The selection of an appropriate sensor is important
for condition-based monitoring and helps obtain accurate
and transmittable data for real-time control. For the sensor
networks, the RMFS usually selects the Industrial Wireless
Networks (IWNs), wireless network, and Wi-Fi Network for
building up a tether-free communication. The sensor network
allows physical devices to self-connect and self-sense.

The second level is the conversion level, which brings
self-awareness to IoT devices in the case of RMFS. The
functionality of this layer is to convert the raw data, such
as status log, mobile robots’ speed, the mobile storage rack
location, the condition of workstations, and charging stations,
to useful information for obtaining device-related knowledge.

The cyber layer is to adopt virtualization, most likely
combined with the concept of Digital Twin (DT), to connect
the massive data gathering from the physical world to the
cyber world. The idea of constructing a ‘‘twin’’ refers to
creating multiple copies of a physical device in a virtual form
in cyberspace [66]–[69]. Simulations and predictions can be
conducted in a parallel virtual space to obtain invaluable
source of information.

The fourth level is the cognition level which provides
additional analytic knowledge to probable users through the
decision support system. The system is used for selecting the
best alternatives based on the information transmitted from
the third layer. Rational decisions are also made regarding
prioritizing and optimizing decisions from the cyber layer
for different situations. Collaborative diagnostics from his-
torical data and real-time data can be beneficial for better
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FIGURE 2. A Conceptual Framework of CPS, cloud-based CPS, and IEC 62264/ ISA 95.

human decision making, integrated simulation, and synthesis
in RMFS.

Finally, at the configuration level, the application of a cor-
rective and predictive judgment should be made as a supervi-
sory control from the cognition layer. Actions should bemade
through a feedback loop system from the cyber world to the
physical world to avoid operational disruption in the RMFS.
This stage also performs as a resilience control system.

B. AN IMPROVED FRAMEWORK OF A 5C CPS,
CLOUD-BASED CPS AND IEC 62264/WWWWW/ISA 95
The IEC 62264 international standard, named as the
enterprise-control system integration for manufacturing oper-
ations management, enables the enterprise system to control
the system integration and is proven by the International
Organization for Standardization (ISO); moreover, the ISA
95 international standard, by the International Society of
Automation, named it the international standard for the inte-
gration of enterprise and control systems, which was proven
by the American National Standards Institute (ANSI). Both
of these standards define amanufacturing operationsmanage-
ment model that includes the production control, scheduling,
maintenance management, or quality control [70].

Nagorny, et al. [71], Delsing, et al. [72], Mazak and
Huemer [73], and Cupek, et al. [74] contributed and built
up their research foundations on the IEC 62264 and ISA 95.
Nagorny, et al. [71] proposed a service and multi-oriented
manufacturing automation architecture under IEC 62264.
Delsing, et al. [72] discussed a service based on automation
architecture under ISA 95. Mazak and Huemer [73] proposed
an integrated modeling framework spanning over production
chains and value networks, based on ISA 95 and IEC 62264.
Cupek, et al. [74] presented an agent-based manufacturing
execution system based on ISA 95 standard with the aid of
CPS. A production system model has been developed for
controlling, and the conceptual levels of ISA 95 and IEC
62264 architecture address different aspects via the five lay-
ers, as shown in Figure 2 [70]–[72], [74].
A cloud-based CPS architecture can be classified based

on the 5C layer and included one aspect named cloud man-
agement through the cyber layer [75]. A cyber layer pro-
vides a communication link for cloud management as well
as cloud computing. Normally, the communication link is
in the form of standard network protocols such as Internet
Protocol Version 4 (IPv4), Internet Protocol Version 6 (IPv6),
Transmission Control Protocol (TCP), User Datagram Proto-
col (UDP), Message Queuing Telemetry Transport (MQTT),
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Constrained Application Protocol (CoAP), Advanced Mes-
sage Queuing Protocol (AMQP), and HyperText Transfer
Protocol (HTTP).

C. THE PHYSICAL LAYER OF CLOUD-BASED CPS IN THE
RMFS
The physical layer in the cloud-based CPS is defined as the
considerations of the RMFS system and includes the mobile
robots, mobile storage rack, charging station, and worksta-
tion with its inherent information and activities as discussed
previously and shown in Figure 3. A multi-sensor system is
acquired in the RMFS. The physical system provides infor-
mation through the QR code. The QR code is used for mobile
robot navigation, stored goods information for the mobile
storage rack, and recorded the responsible workers in the
workstation.

Mobile robots depend on data collection to transform real-
time data and to watch over the surrounding environment.
Data acquisition is the foundation for mobile robots to pro-
cess data. A camera is equipped on the bottom edge of the
mobile robot to scan the QR code that clings to the ground.
Therefore, the mobile robot can locate its own position in the
RMFS. Lidar is adopted to avoid emergencies and unexpected
collisions by observing the lengths between the mobile robot
and obstacles. A motor board commands the motion of the
mobile robot and surveils the simultaneous motion speed.
The Programmable Logic Controller is applied in normal and
extreme cases and embedded to handle the input and output
of sensors. All output of the sensors, including the sensors
embedded to the mobile storage rack, charging station, and
workstation, are consolidated to a micro-controller in each
physical item. All the data from the micro-controllers are
transmitted to the cloud server through a gateway. Edge com-
puting and Wireless Sensor Networks (WSNs) are preferred
for use in an RMFS multi-sensor system before being trans-
mitted to the cloud server.

1) EDGE COMPUTING
Edge is defined as any computing and network resources
along the path between data sources and cloud data cen-
ters [76]. Edge computing indicates an open platform with
numerous features such as networking, computing, storage,
and application, which are implemented at the network edge
near a device or data source and provide intelligent services
for smart manufacturing for an agile connection, real-time
processing, data cleaning, and privacy protection [76]–[82].
The reasons for adopting edge computing are ‘‘Push from
Cloud Services’’, ‘‘Pull from IoT’’ and ‘‘Change from Data
Consumer to Producer’’ [76]. The bandwidth of transmitting
the information is paused to compare it with the rapidly
developing data processing speed through IoT devices. In this
context, the raw data produced by IoTwill be consumed at the
edge of the network rather than transmitted to the cloud. For
example, Georgakopoulos, et al. [82] proposed to manufac-
ture and IoT and edge cloud computing roadmap. The edge
data centers support smart manufacturing plants for larger

storage capacity. The centers could shorten the processing
time, which saves unnecessary network bandwidth consump-
tion. Edge computing combines different information from
the physical layer’s IoT devices for centralized uploads to
cyberspace.

The monitoring and controlling of the physical operations
and offloading of workloads from the cloud system are done
by means of edge computing in RMFS. All the raw data
from sensors are consolidated into a micro-controller in each
device. All the data from themicro-controllers are transmitted
through the edge. The edge of the network acquiesces com-
puting offloading, data storage, caching, and processing in a
working environment of physical devices that automatically
sense and react in the RMFS so that the cloud system can
reduce its computing complexity, especially the multi-levels
RMFS. A centralized upload procedure can further ensure a
higher autonomy, security, and robustness that can be applied
in the RMFS system, including through multi-levels RMFS.

2) WIRELESS SENSOR NETWORK
The Wireless Sensor Network is set to transmit the
data obtained from the physical devices. With the recent
advancement of WSN and its applications, academicians
and industrial practitioners have enabled the development
of low-cost, low power, multifunctional sensor nodes that
are small-scale and communicate unbound within a particular
distance [83]–[91]. WSN consists of a large number of sensor
nodes providing raw data and various gateways centralized
for collecting data. The sensor nodes have the ability to
receive data and route the data back to the sink. In the RMFS,
sensor nodes are spatially appropriated for a demonstration
in the warehouse environment. The nodes are available for
self-organization and local computing. Mobile robots and
other physical devices in the RMFS serve as sensor nodes
in the WSN. The physical devices share information through
the embedded sensors with wireless communication devices.
An event-driven protocol is adopted in sensor nodes’ data
collection. Therefore, the overall picket sizeswill be declined,
and the consumption of energy will also fall off. In the
physical layer, a hierarchical topology is selected to organize
the nodes and gateways for getting a handle on the dynamic
structures in warehouses. The sink may liaise with the task
allocation node via the Internet.

The protocol stack consists of the physical layer, data link
layer, network layer, transport layer, and application layer.
The IoT networks normally engage in numerous radio tech-
nologies. The IoT cannot depend on the Web, which makes
use of a single standard messaging protocol, HTTP. After
comparing the MQTT, CoAP, AMQP and HTTP, four widely
adopted and emerging messaging protocols for IoT systems,
the AMQP was chosen as the communication protocol in a
WSN to normalize the data exchange in the RMFS, follow-
ing Naik [92]. The AMQP is a flimsy Machine-to-Machine
network protocol developed by John O’Hara at JPMorgan
Chase in London, UK, in 2003. The AMQP offers two pre-
liminary levels of Quality of Service (QoS) for the delivery of
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FIGURE 3. A Physical Layer of cloud-based CPS in RMFS.

messages, as follows: Unsettle Format and Settle Format. The
AMQP uses TCP as a default transport protocol and TLS/SS
and SAS for the security of applications. COAP obtains the
highest security with different approaches for TLS negoti-
ation and provisioning when compared to the other three
protocols. AMQP is the favorable choice for RMFS because
of the broad spectrum of services available for messaging,
such as reliable queuing and flexible routing and transac-
tions [92]. Efficient information updation and relatively low
power consumption are the advantages of AMQP.

D. THE CYBER LAYER OF CLOUD-BASED CPS IN THE
RMFS
The crucial features in cloud computing have been identi-
fied as flexibility, scalability of infrastructure, broad network
access, location independence, reliability, economies of scale,
and sustainability [93], [94]. Generally, the cloud service
delivery models are from the core of the cloud and have
certain characteristics such as on-demand self-service, multi-
tenancy, ubiquitous network, measured service, and rapid
elasticity [95]. Traditionally, four deployment models have
been described for cloud architecture solutions, including
Private cloud, Community cloud, Public cloud, and Hybrid
cloud. A hybrid cloud adopted in the RMFS system is ben-
eficial to the private cloud users for its internal warehouse

management and public cloud users for its customer order
tracking. Cloud management and information security are
significant for cloud computing. Security in the RMFS cloud
environment refers to a trusted third party that facilitates a
cryptographic separation of data and certificate-based autho-
rization. The cyber layer in cloud-based CPS concentrates on
the cloud service delivery models, which includes IaaS, PaaS,
and SaaS, as presented in Figure 4.

1) INFRASTRUCTURE-AS-A-SERVICE
IaaS refers to the cloud service model under the virtualization
technology and covers the cloud physical infrastructure layer,
virtualization layer, and virtualized resources layer [96]. Dig-
ital Twin (DT) is the adoption of virtual simulations and
storage in RMFS. DT has been widely adopted in product
design, manufacturing, and system simulation [66], [69]. The
idea of constructing a ‘‘twin’’ refers to producing a copy of a
part or product and using the concept for reasoning out other
instances of the same part or product [67], [68], [97], [98].
The main idea of DT is to create multiple copies of a phys-
ical object in a virtual form. In RMFS, a cloud-based CPS
IoT-based system processes a large amount of data, includ-
ing the information of mobile robots, mobile storage racks,
charging stations, and workstations. Undoubtedly, a trans-
mission time lag appeared in a loop of sending and
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FIGURE 4. A Cyber Layer of Cloud-based CPS in RMFS.

receiving information between the IoT sensor and the cloud-
based virtual prototype regardless of the accelerated growth
of the sensors and WSN. Therefore, creating a virtual pro-
totype in the cyber layer could simulate the nearly real-time
situations for reducing the collision and deadlock accidents
that appeared in the RMFS. The virtual prototype will also
reveal the service time and the run time using the simulation
progress.

2) PLATFORM-AS-A-SERVICE
PaaS refers to the adoption of a platform without installing
any supporting tools on its own local machine applica-
tion. PaaS covers the platform layers, API, and the services
layer and relies on the virtualized resources built on the
IaaS. After receiving the orders and goods in the RMFS,
the PaaS determines several criteria, including the system log,
lead time fulfillment, order fulfillment, cross-docking, and
materials management. The system log is used to generate

virtual outputs for further predictive analysis and manage-
ment strategies. All the operations are conducted into the
cloud system to reduce the power fluctuations that occurred
in the local server.

Lead time fulfillment is created based on the time interval
between the customer order requirement and the RMFS deliv-
ery. This lead time feature is defined by these mechanisms,
including the inventory policies and system performances,
backorder and lost-sales models, and the lead time informa-
tion sharing [99]–[102].

Order fulfillment inherits the characteristics of ‘‘assemble-
to-order’’, as opposed to conventional ‘‘make-to-stock’’
inventory planning systems [103]–[105]. This action triggers
a changed practice in the RMFS. The dynamics-change from
suppliers and manufacturers should be estimated for a coping
method.

Cross-docking is a function to transfer incoming ship-
ments straight to outbound logistics without storing it in
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FIGURE 5. An Example of Different Deeps and Layers in RMFS: (a) Single-Deep; (b) Double-Deep; (c) 3-Layers Multi-Deep.

the warehouse. Cross-docking inherited the characteristics of
just-in-time manufacturing and electronic data interchange
[106]–[108]. This practice will directly influence the oper-
ations in the RMFS. According to ABC analysis, category
A is the smallest category reserved for the biggest rev-
enues achieved, named as the VIP customer. This move
may lead to a cross-docking to reduce the dwell time in
the RMFS.

Materials management in the warehouse is used to keep
enough materials for maintenance purposes for the mobile
robots, moveable racks, and charging stations. Furthermore,
predictive maintenance could be measured under a long
period of operations in the RMFS [109].

The robotic control system is a centralized system to
summarize all the information from the physical layer and
decide the actions in various RMFS situations, including the
following points:

1) Charging Scheduling: The differences between the bat-
teries may affect the charging abilities such as the type
of materials and the Ampere hour. Adopting differ-
ent methods for the RMFS charging unquestionably
affects the total charging time, operations, and mate-
rial requirements, including plug-in charging, induc-
tive charging, and swap battery charging. There are
three types of battery charging most commonly used in
RMFS. Therefore, the action for choosing the charging
method in RMFS will affect the charging scheduling.
Plug-in charging is required for reducing the inventory
of batteries and avoiding a high installation cost in
small and medium RMFS. The charging requirement
will be induced by the mobile robot at certain residual
battery state-of-charge.

2) Collision Avoidance: Adaptive collision avoidance is
applied in the cloud-based robotic control system
for organizing the movements of the mobile robots
with or without carrying a moveable rack. In spite
of installing a laser sensor for obstacle detection,
resource competition still occurs in the contexts of
robot-as-a-service and swarm intelligence with the
dynamic layouts of multi-deep and layers in RMFS.
A conflict prognosis will promptly detect related
collisions and adopt specific collision avoidance
approaches to solve the competition circumstances.
Mobile robots are assumed to be fully equipped to
complete customer orders, and the avoidance of col-
lisions, such as the stay-on collision, cross collision,
node-occupancy collision, shelf-occupancy collision,
and newly collision that appeared in RMFS, is vital for
nearly real-time checks and responses in the physical
environment [13], [21], [110]–[112].

3) Path Planning: The path planning problem in RMFS
requires multi-robot cooperation. Different path plan-
ning algorithms aim to find paths to manage the cus-
tomer order without any collision or deadlock during
the operations [113]–[116]. Different layouts with a
number of mobile robots, moveable racks, worksta-
tions, charging stations, and warehouse-size will affect
the path planning performance. Normally, the through-
put rate, total path lengths, total search time, and com-
putation time are monitored in the RMFS path planning
module [39].

4) Rack Assignment and Rack Reposition: Rack assign-
ments in the RMFS should be dependent on the order
assignment problems. The goods classified from orders
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FIGURE 6. An Operation Logic of Double-Deep in RMFS.

with a high relevance should be put together or within
a close area to reduce the repeated travel commands.
For example, a machine learning approach considers
the demand correlation pattern for assigning the stor-
age location in the RMFS. Rack reposition is a new
approach compared to the AGV traditional warehouse
that operates at nighttime without fulfilling any orders.
The racks are repositioned the next day during opera-
tions preparation.

5) Deeps and Layers: In RMFS, there exists different
types of deeps and layers as presented in Figure 5.
The simplest is the single deep in Figure 5 (a). All the
mobile robots function without extra help and obtain
the moveable rack directly. Figure 5 (b) shows the
double-deep warehouse structure. The colored area
is represented by those moveable racks that require
mobile robot cooperation and involve swarm intelli-
gence. In normal cases, the system requires at least
two mobile robots to handle the assignment picking
up at the colored area rack. Figure 5 (c) describes
the terms of the multi-layer multi-deep scenario. The
colored area is shown as a 3-layer multi-deep scenario.
It requires at least three moving steps to pick up that
specific rack. Figure 6 shows the steps to obtain a
moveable rack under a double-deep situation. Rack
j is assumed for picking up to fulfill the customer
requirement. The robot i is ordered to pick up rack i
to a specific temporary zone, normally calculated by
moving the least distances and without blocking the
center path. Then, the robot j picks up the rack j. Rack
i will stay at the temporary zone instead of returning to
the original place.

3) SOFTWARE-AS-A-SERVICE
SaaS refers to internet-based service for end users that does
not require installation of the applications on the customers’
computers. This layer covers the applications and services
offered as a service for end users with administrative rights
in the RMFS. Cloud-based WMS is applied in SaaS and the
customer orders are created through the ERP system and
transmitted to WMS. WMS is included in the Transporta-
tion Management System (TMS) and the Inventory Manage-
ment System (IMS) in the RMFS for a preferable control
through the cloud layer. Based on the historical data stored
in WMS, further analysis includes customer order analysis
and checking the remaining useful life of the operation tools,
which could be done for predictive rack reassignment and
reposition.

IV. CASE STUDY
The case study is based on one case company operatingwithin
the multi-levels of the RMFS environment. The case study
allows researchers to study several new collision occurrences
in a real-life context, especially when the collisions differ-
ences between the AGV warehouse and RMFS are not well
defined in the literature. Since the purpose of this study is to
explore the practicalities for improved customer satisfaction
with the aid of cloud-based CPS and IoT, the context of the
research can be described by purposefully choosing the case
company that adopted and implemented the cloud-based CPS
and IoT solutions in the RMFS to abet the operation progress.
The nature of the investigation, as well as the nature of the
studied phenomenon, avoids the potential accidents in the
RMFS.
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The case company has shifted their current RMFS to a
cloud-based CPS. The category of the warehouse items are
pure cotton collection and their major customers are tex-
tile manufacturers. The case company has also redesigned
the warehouse layouts and information storage facilities
by adopting the new movable racks, mobile robots, and
cloud-based virtual prototypes best suited for the actual
RMFS needs after considering how the customer orders are
actually fulfilled. The company initially established them-
selves as Person-to-Goods. Over time, however, their focus
shifted towards polishing their offerings with complementary
‘‘Goods to Person’’ services that, with the aid of cutting-
edge technology, are moderately evolving into IoT-based
and cloud-based CPS-aided operations. Furthermore, another
significant factor that decided the selection of the particular
company was the success of their cloud-based CPS-aided
operations in the RMFS in terms of enhanced positive cus-
tomers’ satisfaction through feedback, operation efficiency,
and reduced human accidents. The case company has been
implementing the cloud-based CPS in multi-levels RMFS
over the course of about one year. The case company also
initiated a project with a highly reputed university to develop
the theoretical and conceptual foundations.

The IoT concept is adopted in the case company’s mobile
robots, mobile storage racks, workstations, and charging sta-
tions as a multi-sensor system. AMQP is chosen as the com-
munication protocol in aWSN to normalize the data exchange
in the case company. The data exchange process has two
parts: uploading and downloading. Uploading is an action
to transfer the physical real-time information to the cyber
layer’s cloud platform to conductmultiple analyses, including
path planning, collision avoidance, charging scheduling and
assignment, and rack assignment and reposition. Download-
ing is an action to provide a nearly real-time reaction to
the physical devices, in aid of edge computing. Therefore,
a cloud-based CPS in the case company can reduce its own
local computational power.

The case company is a large multi-level warehouse storing
the goods of the pure cotton collection shown in Table 1.
The focal areas have consolidated the related cotton to fulfill
the needs of the fast-fashion clothing industry through digital
content consumption in the context of e-Commerce. Social
media has become one of the remarkable platforms used by
the young generation to shop fast fashion brands. With an
increase in the complexity of customer orders, the warehouse
operation requirements have also increased. Table 2 shows
an example of the historical data O.

Previously, cloud storage in the warehouse operations was
a standard feature, but it was mainly adopted to support the
backup and storage services. The case company has now
introduced the cloud-based CPS to build up a robotic control
system and a virtual prototype under the cyber layer. The
recent development of IoT solutions also offers an opportu-
nity to standardize and consolidate the operations through
sensors in the RMFS. This information is transferred to a
cloud system, which comes up with a view of both the

TABLE 1. Storing products in the case company.

TABLE 2. An example of historical data.

operations level as well as the case company’s strategies
management. The crucial value creation logic of the case
company regarding the value chain induced by customers
is gradually changing. The value creation of the warehouse
has switched to include tangible and intangible products and
services for RMFS.

Figure 7 shows a rack map example as one of the RMFS
levels in the case company. The ones colored in red refers to
the moveable rack. The empty area refers to the blocked areas
such as for fulfilling the fire safety regulations and limits of
construction. The ones colored in green refers to the charging
station and the one named as WS represents the picking and
replenishing workstation.

The system implementation of the RMFS case company
is based on the Java language of the robotic control system
through the virtual prototype. The CPS integration in the
RMFS includes each type of grid with its ID and coordinates
stored in the cloud. Raw data collected through different
sensors, including the coordinates, status and current speed
of mobile robots, loading and unloading information, and
remaining battery level, were transmitted to the cloud-based
system through WSN. Customer orders are inputted into the
cloud-based WMS and the tasks delivered to the robotic con-
trol system for task allocation and path planning. A near-real-
time algorithm-designed path was transmitted to the adaptive
collision avoidance and other related modules to conduct
entire warehouse operations.

The RMFS is divided into different grids. In general,
the RMFS is classified into four areas, including picking and
replenishing the workstation area, aisle area, storage area, and
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FIGURE 7. A Rack Map for the RMFS: Employ: Blocked Area; Colored in Green: Charging Station; Colored in Write: Empty Path; Colored in Red:
Moveable Rack; Named as WS: Picking and Replenishing Workstation; Shape of rotation: Self-rotation area for mobile robot.

charging area. A QR code is used for mobile robot naviga-
tion and verifying its own location. Each QR code is clung
on the grid. The mobile robot identifies itself by scanning
the QR code stuck on the physical floor. The configuration
of each robot is assumed as 1030mm∗750mm∗295mm. The
moveable rack bottom is 315 mm from the ground. All the
racks have eight levels and the total volume is 32 cartons.
Therefore, the mobile robot can pass under the moveable rack
when it is free of loads. The specified load of a mobile robot
is 500kg. All the racks are within the affordable weights of
mobile robots.

The charging stations facilitate plug-in battery charging.
The battery is a lithium-based with a 30AH and the battery
size is 245mm∗175mm∗190mm. All the charging stations are
standardized with the same charging level. The battery of
mobile robots cannot become lower than a certain level, 37%
in this case, before the reserved battery is moved to the charge
station. The acceptable percentages of mobile robots charged
battery state-of-charge is 86%. After completing the charging
process, the mobile robot will directly pick up the required

rack instead of returning to the queueing from the workstation
if there is a new customer order.

RMFS supports the bi-directional movement. All mobile
robots can only execute one job at a time. The mobile robot
is accountable for two kinds of duties. The first one is to
travel from the source grid to the destination grid and lift up
the rack. The second duty of the loaded mobile robots is to
transport the rack with required goods from the source node
to the workstation. The worker in the workstation will pick up
the customer requirements and address the rack back to the
storage area. The path of a mobile robot occupied by the rack
is different from that of an empty mobile robot because of the
movement under the rack. The speed of a mobile robot is not
constant. The virtual prototype will consider the acceleration
and deceleration of mobile robots. Normally, three grids are
the standard buffer time for a mobile robot to go from full
speed to stop and from the stationary state to full speed state.
The rotation of a mobile robot itself is considered for turning
purpose. A total of four mobile robots can be operated in the
case company.
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FIGURE 8. An Example of Mobile Robots’ Multi-Path Conflict in RMFS: (a) Stay-on Conflict; (b) Head-on Conflict; (c) Cross-Conflict,
(d) Overtaking Conflict.

TABLE 3. Specific experiment settings.

To find out the different types of collision appearing in
RMFS, this paper conducts experiments on real-time oper-
ations to fulfill the customer orders. The experiment settings
are illustrated in Table 3. Six scenarios, which are organized
respectively under the different numbers of robots and orders,
are complied with the same configurations on a cloud-based
virtual prototype. The orders to fulfill are set to 10, 30, and
60 in order to estimate the peak and non-peak seasons in terms
of an hour.

A. DISCUSSION
1) TYPES OF COLLISION
The collision detection between every two mobile robots is
implemented continually every 0.5 seconds among all the
mobile robots based on their priorities. All the conflicts men-
tioned in the following can be solved by a Go-away strategy
for a nearly real-time conflict solution strategy.

There are in total four types of multi-path potential colli-
sions in the RMFS as shown in Figure 8: (a) Stay-on conflict,
(b) Head-on conflict, (c) Cross Conflict and (d) Overtaking
Conflict.

a) Stay-On Conflict: The stay-on conflict refers to when
two mobile robots rear-end. The most common situa-
tion in the RMFS is when robot j stops to rotate and turn
and robot i doesn’t spare enough time and distances for
deceleration.

b) Head-On Conflict: As for example shown in Figure 8,
the head-on conflict happens if two mobile robots that
may or may not be carrying racks travel in the same
path in the opposite direction. The head-on conflict
also includes the path in which the mobile robots travel
under the rack.

c) Cross-Conflict: The cross conflict happens when two
mobile robots are assigned an overlapping path. None
of them are prepared for an early deceleration, leading
to a crash.

d) Overtaking-Conflict: As for example shown in
Figure 8, robot j is ready to decelerate and robot i is
at full speed or acceleration mode to pick up rack i.
Therefore, it leads to rear-end.

There exists a new type of conflict in the case of multi-
layers multi-deeps circumstance, named as Dock Grid con-
flict, as shown in Figure 9: (a) Dock Grid, (b) Dock Grid
conflict, (c) Dock Grid cross-conflict.

a) Dock Grid: The dock grid refers to a grid reserved for
conducting the mobile robot’s cooperation. As shown
in Figure 9, a double-deep layer is considered. Robot
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FIGURE 9. An Example of Dock Grid Conflict in RMFS: (a) Dock Grid; (b) Dock Grid Conflict; (c) Dock Grid: Cross Conflict.

j is supposed to pick up rack j. Robot j can appear and
stop at any gird in green color whilewaiting tomove out
rack i. Still, it needs to put away rack i first. Therefore,
robot i picks up rack i to a specific temporary zone.

b) Dock Grid Conflict: The dock grid conflict happens
when there a dock grid doesn’t exist to conduct the
mobile robot’s cooperation, for example, when robot
i picks up rack i and robot j moves to the grid that is
supposed to be a dock grid. The traffic then appears to
be stuck by robot j, which leads to robot i not being able
to move away.

c) DockGrid Cross-Conflict:The dock grid cross-conflict
happens when robot k travels through the dock gird
while robot i and robot j are conducting cooperation
in a double-deep condition.

A dynamic path conflict happens as illustrated in
Figure 10. Four mobile robots are assigned to pick up dif-
ferent racks. First, robot i is assigned to pick up rack i.
Second, robot j is assigned to pick up rack j. Third, robot
k is assigned to pick up rack k . Fourth, robot m is in an
acceleration mode or full speed move for traveling. The four
actions are assigned nearly at the same time with priorities
for fulfilling the customer order. This situation will occur as
the four mobile robots are stopped to avoid collisions in the

absence of a proper collision solution in the robotic control
system.

Go-away strategy redirects robot i or robot j to another
adjacent node to allow one of the robots to remain unchanged
from its original path. Normally, the system assigns the
mobile robot in order of which mobile robot has enough grid
distances for deceleration and redirects that mobile robot to
the adjacent position for conflict avoidance. If both of the
mobile robots are at the same grid distances, this movement
will depend on the order placement priorities from the system.

2) SCENARIOS ANALYSIS
Table 4 shows the RMFS under an hour in different scenarios
withmultiple orders to fulfill. The results obviously show that
the virtual prototype in the robotic control system can detect
and solve the collision between mobile robots. The exper-
iments suggest mobile robots’ deployment. Adopting more
mobile robots will lead to an increase in conflicts especially in
the context of cross-conflicts. The total completion time may
not definitely decrease while applying more mobile robots in
the same situation. None of the conflicts happened under the
go-away strategies in nearly real-time scenarios.

A cloud-based CPS-enabled RMFS can be well-timed to
be in control of the real-time physical operations, as the
DT is synchronous with the physical layer in the CPS.
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FIGURE 10. An Example of Dynamic Path Conflict in RMFS: (a) First Order; (b) Second Order; (c) Third Order; (d) Fourth Order.

TABLE 4. Results for scenarios.

Collision detection is operated on the cloud after the path
planning module provides a solution for mobile robots.
A go-away strategy can directly solve the conflict appearing

in the RMFS. The total completion time is included in the
charging time of the mobile robots, if needed. Adopting more
mobile robots for operations may not be suitable because of
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the economies of scale and an increase in the chances of a
conflict.

V. CONCLUSION
The research presented in this paper explores the authoritative
potential behind cloud-based CPS in RMFS achieved via
IoT-aided applications and WSN. It primarily introduces and
facilitates the integration and deployment of cloud-based CPS
through the RMFS, thereby reducing accidents and enhancing
the flow of the operation for integration. Connected devices
and expeditious interchange of information will eventually
lead to increased warehouse efficiency and effectiveness,
a shift in economics, and a modified working environment,
which will finally evolve and intensify the competitiveness
of companies [117].

This paper proposes that cloud-based CPS can serve as
an extraordinary implement for the WMS in the future.
With a well-planned cloud-based CPS and IoT-aided strategy,
companies operating RMFS are able to create a substantial
value based on well-grounded data on sensor collections.
A customer-driven e-Commerce economy triggers a higher
expectation of the delivery of products, which leads to soar-
ing requirements of picking and packing in the warehouse.
Moreover, DT in the cloud can be created to enhance cus-
tomer satisfaction and reduce errors and accidents A cloud-
based CPS architecture with physical and cyber operations
is explored in this paper, with a particular attention to con-
flict avoidances. This paper introduces a cloud-based CPS to
provide a comprehensive understanding on how warehouses
can be better used to avoid conflict under the multi-layers
multi-deeps circumstances. The work presents six conflict
classifications in RMFS and provides a case study to illustrate
how cloud-based CPS helps in conflict avoidance with multi-
levels of RMFS.

The research could be extended in the future based on
three aspects. A key aspect is a relatively small number of
case companies. It is difficult to make a comparison with
other RMFS operating different goods for a possibility of
generalization. Second, the conflict solution in nearly real-
time is solved by a go-away strategy. Still, a detour strategy,
wait-before-startup strategy, directly re-modifying the path,
and re-dispatching the tasks are methods to solve the conflict
mentioned in this paper. However, none of them could solve
the conflict in a real-time situation [13]. Therefore, future
scope needs to be focused on for modifying the strategies that
can be adopted in cloud-based CPS RMFS. Third, this paper
combines a study of theoretical considerations and practical
evidence from a case company whose RMFS operations and
cloud server with CPS adoption were based on IoT devices.
Thus, the cloud-based CPS architecture provides a compre-
hensive blueprint of how a recent cloud system, CPS, and
IoT enhance operation efficiency. Artificial Intelligence is a
fascinating research area that draws knowledge from differ-
ent sources. In the context of RMFS, IoT devices generate
data that can assist decision-makers facing the dilemma of
conflicting criteria, with the aid of AI. Future research on

cloud-based CPS and RMFS should focus on uncovering the
path planning problem, storage assignment problem, RMFS
layout problem and their impacts on path conflicts, and cus-
tomer satisfaction.
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