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Optimal attitude tracking control
for an unmanned aerial quadrotor
under lumped disturbances

Li Ding1,2 and Yangmin Li2

Abstract

The robust control problem in attitude tracking of an unmanned aerial vehicle quadrotor is a challenging task due to strong

parametric uncertainties, large nonlinearities and high couplings in flight dynamics. In this paper, a continuous nonsingular

fast terminal sliding mode controller based on linear extended state observer is proposed for attitude tracking control of a

quadrotor under lumped disturbances. The proposed control method requires no prior knowledge of the attitude dynam-

ics. It can ensure rapid convergence rate and high tracking precision due to terminal sliding mode surface and fast reaching

law. The controller uses the linear extended state observer to reject the influence of both parametric uncertainties and

external disturbances. Meanwhile, the nonsingular fast terminal sliding mode control strategy is designed to ensure the

state variables to slide to desired points in finite time. To enhance the control performance, a self-adaptive fruit fly

optimization algorithm is applied to parameters tuning of the proposed controller. The effectiveness of the proposed

control approach is illustrated through numerical simulations and experimental verification.
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Introduction

As a typical aerial robot, quadrotor has major advan-
tages when used for aerial photography, environmental
monitoring and surveillance in dangerous and complex
environments.1–3 Indeed, quadrotors have gained much
attention in the academic community since their com-
plex nonlinear dynamic characteristics offer a challenge
for flight control designers. Much effort has been made
to search advanced robust control approaches, such as
model predictive control,4 adaptive control,5 backstep-
ping control,6 sliding mode control (SMC)7 and neural
network methods.8 In the formulation of aircraft con-
trol problem, there will always be a discrepancy
between the actual system and its mathematical
model used for the controller design. These discrepan-
cies or mismatches arise from lumped disturbances, i.e.
unknown environment effects, parameter drift and
unmodelled dynamics. The lumped disturbances will
bring extra difficulty for the above controller design,
which may greatly limit the application of controllers
in practice.

Developing disturbance estimation techniques
would be a good choice to alleviate the restriction
faced by the traditional robust controller design.
The main idea of disturbance estimation techniques is
to use an effective disturbance observer to estimate the
lumped disturbances of the system and compensate
them in control law.9 A disturbance observer can
improve the tracking performance for the controllers
and show satisfactory disturbance attenuation and
robustness against uncertainties. Hence, many control
methods have combined disturbance observer to
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process the undesirable effects caused by lumped dis-
turbances, especially in quadrotor control issue. Dong
et al.10 combined backstepping control and nonlinear
disturbance observer for high-performance trajectory
tracking control of a quadrotor. Similarly, Chen
et al.11 constructed a nonlinear disturbance observer
separately from backstepping controller to reject exter-
nal disturbances. The effectiveness and robustness
of these controllers had been verified in simulation.
But it is also noticed that the nonlinear disturbance
observer always has an unsatisfactory practical appli-
cation due to the complex structure. Furthermore,
Ma et al.12 used a high-gain disturbance observer to
enhance the robustness of a fault tolerant controller
for quadrotor model uncertainties. However, this
method requires rather high control energy to achieve
fast-tracking and disturbance rejection performance.
To overcome the above disadvantages, this paper
uses the linear extended state observer (LESO) as a
disturbance observer to estimate the lumped disturban-
ces. With a simple structure, LESO relies only on an
observer bandwidth to decide the ability of disturbance
estimation.13

SMC uses a discontinuous control signal to ensure
the outputs converge to the sliding mode surface. But
the discontinuity of SMC may cause undesirable tran-
sient control performance, such as larger overshoot,
longer settling time and stronger chattering. SMC
with different structures has been already proposed to
mitigate the effects of the above disadvantages, such as
integral SMC,14 fuzzy SMC,15 backstepping SMC,16

etc. However, these methods mainly improve the struc-
ture of SMC to reject lumped disturbances, which may
induce serious control chattering. Recently, several
reports about integrating SMC and disturbance
observer had drawn the attention of researchers. In
Song et al.17 a multivariable high-order SMC with
fixed-time extended state observer (ESO) approach
was proposed to solve the attitude tracking problem
for a quadrotor system with uncertain modelled exog-
enous disturbance and unknown parameters. In Rios
et al.18 a continuous SMC combined with sliding mode
observer approach was proposed to design a robust
controller for quadrotors, where the sliding mode
observer is applied to reject the external disturbances
and uncertainties. In Wang et al.19 a real-time robust
control scheme provided the efficient performance of a
quadrotor using a disturbance-observer-based adaptive
SMC method. It is necessary to highlight that the
above works can provide a bounded tracking error
for disturbances acting on the quadrotor dynamics,
also ensuring the tracking error converges to zero. In
the same vein, terminal SMC (TSMC) and its evolved
versions have been known as one of the important
techniques for achieving finite-time stability and

giving rise to high steady-state tracking precision per-
formance. For tracking control of a quadrotor, TSMC
based on three kinds of disturbance observers was pre-
sented in Anwar and Malik.20 However, the TSMC
faces the singularity problem and has a slow conver-
gence speed. To overcome these defects, an attitude
control was developed for quadrotors using continuous
nonsingular fast terminal SMC (NFTSMC) and ESO
techniques,21 which provides a bounded tracking error.
A similar asymptotic tracking controller for a quadro-
tor was developed in Ke et al.22 based on NFTSMC
and high gain disturbance observer methods. Unlike
the above works, this paper will integrate the advan-
tages of both NFTSMC and LESO, which naturally
breaks through their engineering application limita-
tions. Different from general robust control methods,
the proposed continuous nonsingular fast terminal slid-
ing mode controller based on linear extended state
observer (NFTSMC-LESO) provides an active
approach to process disturbances, which can improve
the robustness of the closed-loop system. Moreover, a
continuous hyperbolic tangent function called Tanh is
introduced to reduce the chattering, which has robust-
ness to unbounded disturbances.23

Whether the aim is to design a robust controller or
improve the design of a quadrotor system, a perfor-
mance index must be selected and calculated. Then
the system is treated as an optimized mathematical
object since the control parameters are adjusted so
that the index can reach an extremum value, commonly
a minimum value. The best control performance is
defined as the one that minimizes the index of control-
ler. In this paper, we try to investigate a quantitative
performance index that adequately represents the per-
formance of the control system. Additionally, a self-
adaptive fruit fly optimization algorithm (AFOA) is
introduced to find the suboptimal or optimal control
parameters. As one of the most important artificial
intelligence algorithms, AFOA has the advantages of
less parameters, easy implementation, fast calculation
speed and strong ability of local search.24 Meanwhile,
the self-adaptive operator can help AFOA to jump out
of local optimum.

Motivated by the above controller and observation,
we have developed a robust attitude control strategy
for a quadrotor. The main contributions of this paper
are threefold. (1) The composition and the principle of
the continuous NFTSMC-LESO are studied. More
specially, a LESO is used to estimate and compensate
the lumped disturbances. A continuous nonsingular
fast terminal sliding mode surface is proposed to
ensure the fast convergence to zero of the tracking
error dynamics. (2) An improved fruit fly optimization
algorithm is proposed to adjust the parameters of our
controller. A self-adaptive operator is introduced to
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help traditional algorithm jump out of local optimum.
Then through step response test comparison and per-
formance analysis, it is verified that the improved algo-
rithm is feasible and effective. (3) The simulation and
real application of the proposed controller are studied
in attitude tracking control of an X450 quadrotor air-
craft. The results prove that the proposed controller
has better control performance and anti-interference
ability. To the best of our knowledge, no reports on
NFTSMC-LESO attitude control technique for quad-
rotor are available until now.

The outline of this paper is as follows. The attitude
modelling of X450 quadrotor by the Euler–Lagrange
method is described in ‘Attitude dynamics’ section.
In ‘LESO-based controller design’ section, a robust
control strategy and stability analysis are presented.
Parameters tuning of the control system based on
AFOA is illustrated in ‘Parameters tuning based on
AFOA’ section. Three simulation cases are performed
to demonstrate the effectiveness of the proposed
controller in ‘Numerical simulation’ section. An exper-
imental validation with flight tests is provided in
‘Experimental results’ section. Finally, some conclu-
sions and contributions are summarized in
‘Conclusion’ section.

Attitude dynamics

The X450 quadrotor is actuated by the angular veloc-
ities of four electric motors as depicted in Figure 1.

Define the thrust and torque produced by each motor
as fmi

ði ¼ 1; 2; 3; 4Þ and miði ¼ 1; 2; 3; 4Þ, respectively.
The combination of the motors generates the main

thrust U1, the roll torque U2, the pitch torque U3 and
the yaw torque U4, which are described as

U1 ¼ kTðX2
1 þ X2

2 þ X2
3 þ X2

4Þ ¼
X4
i¼1

fmi

U2 ¼ kTðX2
2 � X2

4Þl ¼ ðfm2
� fm4

Þl
U3 ¼ kTðX2

3 � X2
1Þl ¼ ðfm3

� fm1
Þl

U4 ¼ kMðX2
2 þ X2

4 � X2
1 � X2

3Þ

8>>>>>>><
>>>>>>>:

(1)

where Xiði ¼ 1; 2; 3; 4Þ is the angular velocity. fmi
is cal-

culated by the term kTX
2
i . mi is equal to the term kM

multiplied by the square of the angular velocity. The

identification process of kT and kM can be found in our
previous work.25

The model of the attitude dynamics is obtained by
Euler–Lagrange equations, which is expressed as26

€/ ¼ U2=Ixxþ _h _wðIyy � IzzÞ=Ixx þ d1
€h ¼ U3=Iyyþ _/ _wðIzz � IxxÞ=Iyy þ d2
€w ¼ U4=Izzþ _/ _hðIxx � IyyÞ=Izz þ d3

8>><
>>: (2)

where ð/; h;wÞ are the Euler angles (roll, pitch and yaw)
and diði ¼ 1; 2; 3Þ denotes the external disturbance.

Without loss of generality, the aforementioned
external disturbance acting upon the quadrotor is

chosen as crosswind,27 as shown in Figure 2. A cross-
wind will occur perpendicular to the aircraft but paral-
lel to the ground. The crosswind can overturn the

aircraft or change the direction of forwarding motion.
If the aircraft is disturbed by the crosswind, an addi-
tional force fwi

ði ¼ 1; 2; 3; 4Þ acting over each rotor will

be generated. In that case, the total thrust influenced by
the crosswind is further described by

fTi
¼ fmi

þ fwi
¼ 2qAV̂iVp (3)

where fTi
ði ¼ 1; 2; 3; 4Þ is the total thrust and Vp is the

induced velocity of a propeller. V̂iði ¼ 1; 2; 3; 4Þ is the

total induced velocity, which is governed by

V̂i ¼ ðVwi
cosaþ VpÞ2 þ ðVwi

sinaÞ2
h i1=2

(4)

where a is the angle between the propeller axis and the

direction of crosswind. For simplicity and obvious rea-
sons for the aerodynamics, we choose a ¼ 908, i.e. theFigure 1. The reference frames and vectors of X450 quadrotor.
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axis of wind is perpendicular to the Z-axis, and equation

(4) becomes V̂i ¼ ½Vp
2 þ Vwi

2�1=2. Vwi
ði ¼ 1; 2; 3; 4Þ

denotes the crosswind velocity, which is a random variable.
Substituting (4) into (3), one gets

fwi
¼ 2qAV2

p 1þ V2
wi

V2
p

 !1
2

� fmi
(5)

In addition, the motor torque is opposed by aerody-

namic drag, such that

mdrag ¼ qAV2
wi
=2 (6)

Wind gusts acting on the aircraft adopt the form of

torque. Hence, the detailed information of the wind

gusts in (2) is given by

Ixxd1

Iyyd2

Izzd3

2
64

3
75 ¼

ðfw4
� fw2

Þl
ðfw3

� fw1
ÞlX4

i¼1
mdragi

2
664

3
775 (7)

Other physical parameters of the X450 quadrotor

are listed in Table 1.

LESO-based controller design

Linear extended state observer

Equation (2) is recalled and rewritten as follows28

€/ ¼ b2U2þf2ð/; _/; h; _h;w; _w;w2Þ
€h ¼ b3U3þf3ð/; _/; h; _h;w; _w;w3Þ
€w ¼ b4U4þf4ð/; _/; h; _h;w; _w;w4Þ

8>><
>>: (8)

where wi is the external disturbance and fi is the uncer-
tain function, also known as the lumped disturbance.
Also b2 ¼ 1=Ixx, b3 ¼ 1=Iyy, b4 ¼ 1=Izz.

Taking roll channel as an example, the controller
design is developed as follows

_x1 ¼ x2

_x2 ¼ fþ bu

y ¼ x1

8><
>: (9)

where x1 ¼ /, x2 ¼ _/, f also represents the lumped
disturbances, b is equal to b2, u is equal to U2.

System (9) in state-space form can be rewritten as

_x¼AxþB1uþB2f

y¼Cx

(
(10)

where x ¼ ½x1; x2�T, u ¼ u, y ¼ ½y1; y2�T, f ¼ f are the
state variable, control input, measured output and dis-

turbances, respectively. A ¼ 0 1
0 0

� �
, B1 ¼ 0

b

� �
, B2 ¼

0
1

� �
and C ¼ 1 0

0 1

� �
are given system matrices.

Remark 1. The lumped disturbance f is another form
of the term fðx;wðtÞ; tÞ, which contains parametric
uncertainties, external disturbance and complex non-
linear dynamics.

Remark 2. System (10) represents a general class of
system compared with (9) since the former is not con-
fined to integral chained form, also may be subject to
lumped disturbances.

Assumption 1. Assume that the lumped disturbance f is
differentiable and bounded. It means kfk < 1, k _fk < 1
and their bounds are defined as supt>0 kfk ¼ fb,
supt>0 k _fk ¼ hb.

An effective approach to estimate the lumped dis-
turbances is to add an extended state term to the

Figure 2. Mechanical analysis of the propeller under crosswind.

Table 1. Physical parameters of X450 quadrotor.

Parameter Explanation Value

l Distance between the propel-

ler and the centroid of X450

0.2 m

m Mass of X450 1.923 kg

g Gravitational acceleration

constant

9.8 m/s2

A Propeller area 0.0113 m2

q Air density 1.29 kg/m3

kT Thrust constant 1.45� 10–6

kM Torque constant 2.31� 10–5

Ixx Rotational inertia around x-axis 0.094 kg �m2

Iyy Rotational inertia around y-axis 0.094 kg �m2

Izz Rotational inertia around z-axis 0.086 kg �m2
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observer. Specifically, (10) can be modified to the fol-

lowing form

_�z ¼�A�zþ�BuþEh

y ¼ �C�z

(
(11)

where �z ¼½x1; x2; x3�T, h ¼ _f, and x3 ¼ f is the extended

state. The system matrices �A, �B, �E and �C are desig-

nated as

�A ¼
0 1 0

0 0 1

0 0 0

2
64

3
75; �B ¼

0

b

0

2
64
3
75; E ¼

0

0

1

2
64
3
75; �C ¼½ 1 0 0 �

(12)

Let the LESO for (11) be defined as follows

_̂�z ¼�A�̂zþ�BuþLðy�ŷÞ
ŷ ¼�C�̂z

(
(13)

where �̂z ¼½x̂1; x̂2; x̂3�T is an estimation of the state var-

iable �z. Matrix L is the observer gain, which can be

obtained by a pole placement method29

L ¼
l1
l2
l3

2
4

3
5 ¼

11xo

12x
2
o

13x
3
o

2
4

3
5 (14)

where xo > 0 is the so-called observer bandwidth.

1iði ¼ 1; 2; 3Þ is chosen such that kðsÞ ¼ s3 þ 11s
2 þ

12sþ 13 is Hurwitz. And 1i satisfies

1i ¼
3!

i!ð3� iÞ! ; i ¼ 1; 2; 3 (15)

Define the estimation error of LESO as

e�z¼�z��̂z (16)

Subtracting (13) from (11), one gets

_e�z ¼ð�A�L�CÞe�z � Eh ¼ Ae � Eh (17)

where Ae ¼
�11xo 1 0

�12x
2
o 0 1

�13x
3
o 0 0

2
64

3
75 .

Assumption 2. The estimation error in (16) is bound-

ed, and it satisfies e��z ¼ supt>0 je�zðtÞj.
Remark 3. The LESO is bounded input and bound-

ed output and all the eigenvalues kðsÞ of Ae are in the

left half plane. An appropriate observer gain L is
chosen to ensure Ae Hurwitz under Assumption 1.

Remark 4. Assume the derivative of lumped distur-

bance _f in (10) satisfies the condition limt!1 k _fk ¼ 0,
the estimation error will approach zero asymptotically.

Proof. For any eigenvalue ki < kj(i < j, and i; j ¼
1; 2; 3), one obtains

jkI3 � Aej ¼
Y3
i¼1

ðkþ kiÞ (18)

From (17), we know that Ae has three unique eigen-
values. Therefore, there exists an invertible real matrix
T that satisfies

Ae ¼ Tdiagð�k1;�k2;�k3ÞT�1 (19)

By using the exponential form, (19) can be
rewritten as

eAet ¼ Tdiagðe�k1t; e�k2t; e�k3tÞT�1 (20)

For any t > 0, it follows that

keAetkm1 � bhbe
�k1t (21)

where b is a weight function. It should be noticed that
m1 norm of a square matrix is equal to the product of
its order value and maximum element.

Solution of the error in (17) is calculated as

e�zðtÞ ¼ eAete�zð0Þ þ
Z t

0

eAeðt�sÞEhðsÞds (22)

Obviously, the error is state-stable with
Assumption 1. Moreover, according to the compatibil-
ity between m1 norm and vector norm of a complex
field, one gets

ke�z ðtÞk � keAetkke�zð0Þkþk
Z t

0

eAeðt�sÞEhðsÞdsk
� keAetkm1ke�zð0Þk

þ
Z t

0

keAeðt�sÞk
m1

kEkkhðsÞkds

� bhbe
�k1tke�zð0Þk þ

Z t

0

bhbe
�k1ðt�sÞds

� bhbe
�k1tke�zð0Þk þ bhb

k1
ð1� e�k1tÞ (23)

where e�zð0Þ is the initial condition. Since
limt!1 e�k1t ¼ 0, the system asymptotically reaches

ke�zðtÞk � bhb
k1

(24)
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Remark 5. Assume the first derivative of lumped dis-

turbance satisfies limt!1 k _fk ¼ limt!1 hb ¼ 0, the esti-

mation error will tend to zero asymptotically, i.e.

limt!1 ke�zðtÞk ¼ 0.

Design of NFTSMC-LESO control law

SMC is deemed as one of the important nonlinear con-

trol techniques with the ability to process the coupling

disturbances and strong nonlinearities.30 It can be

divided into two subparts: the design of a stable sliding

mode surface and the design of a control law to compel

the system states into the chosen surface.
Consider a continuous NFTSM surface defined as31

s ¼ eþ bj _ejctanhð _eÞ ¼ eþ bsigð _eÞc ¼ 0 (25)

where b > 0, 1 < c < 2. The tracking error e is equal to

xr minus x̂1. The first derivative _e is equal to _xr minus

x̂2. xr and _xr are the referenced signal and its first deriv-

ative, respectively.
Remark 6. In (25), we use the hyperbolic tangent

function Tanh to approximate the Signum function,

for avoiding the chattering.
Lemma 1. The first derivative of (25) can be calcu-

lated as _s ¼ _e þ bcj _ejc�1€e although the Tanh operator

and absolute value are involved.
Proof. The proof process of Lemma 1 can be found

in Yu et al.28

Substituting the first derivative of (24) into (8), one

obtains an equivalent input

ue ¼ b�1½b�1c�1sigð _eÞ2�c þ €xr � x̂3� (26)

where €xr is the second derivative of the referenced

signal.
To ease chattering and reconcile the need for fast

finite-time convergence, we design a fast terminal slid-

ing mode type as the reaching law32

_s ¼ �k1s� k2sigðsÞp (27)

where 0 < p < 1 and k1 and k2 are constant.
Then, the reaching input is defined as

ur ¼ b�1ðk1sþ k2sigðsÞpÞ (28)

Hence, the NFTSMC-LESO is obtained by combin-

ing the equivalent input and reaching input

u ¼ ue þ ur (29)

Stability analysis for NFTSMC

Lemma 2. For a Lyapunov function, it satisfies the fol-
lowing inequality

_V þ nVþ qVd � 0 (30)

where n,q > 0, then the settling time is described as

Ts � n�1ð1� dÞ�1lnð1þ nq�1V1�d
0 Þ (31)

where V0 is the initial value.
The proof process of Lemma 2 can be found in

Nekoukar and Erfanian.33

Consider the Lyapunov function

V ¼ 1

2
sTs (32)

and its first derivative is

_V ¼ sT _s (33)

Combining (29) and (9), the first derivative of the
proposed sliding mode surface is rewritten as

_s ¼ _e þ bcj _ejc�1ðb�1c�1sigð _eÞ2�c

�k1s� k2sigðsÞp þ x̂3 � fÞ (34)

Then

_V ¼ bcj _ejc�1ðx̂3 � fÞ � �k1s
2 � �k2sigðsÞpþ1 (35)

where �ki ¼ bcj _ejc�1kiði ¼ 1; 2Þ.
Equation (33) can also be described as the following

forms

_V ¼ �½�k1 � bcj _ejc�1ðx̂3 � fÞs�1
i
s2 � �k2jsjpþ1 (36)

_V ¼ ��k1s
2 � ½�k2 � bcj _ejc�1ðx̂3 � fÞsigðsÞ�p�jsjpþ1

(37)

For (36), if �k1 � bcj _ejc�1ðx̂3 � fÞs�1 is positive defi-
nite, then the finite time stability of the sliding mode
surface is guaranteed

ksk � jbcj _ejc�1ðx̂3 � fÞj=�k1 ¼ jx̂3 � fj=�k1 ¼ D1 (38)

Similarly, if �k2 � bcj _ejc�1ðx̂3 � fÞsigðsÞ�p is positive,
the analysis of (37) is given by

ksk � ½jbcj _ejc�1ðx̂3 � fÞj=�k2�1=p ¼ ðjx̂3 � fj=�k2Þ1=p ¼ D2 (39)
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According to the feature of (37) and (38), the sliding

mode surface can converge into the following region in

finite time

ksk � D ¼ minðD1;D2Þ (40)

Since ksk � D, the NFTSM surface in (24) can be

rewritten as

eþ b� s

sigð _eÞc
� �

sigð _eÞc ¼ 0 (41)

when b� s
sigð _eÞc is positive, (41) holds the form of

NFTSM. And the first derivative of tracking error con-

verges into the region

j _ej � ðD=bÞ1=c (42)

in finite time. Combining (41) and (42) yields

jej � bj _ejcþjsj � 2D (43)

the tracking error will converge into the region in

finite time.
This implies that the system state will slide to the

desired equilibrium area asymptotically under the pro-

posed control law NFTSMC-LESO.
Remark 7. Equations (28) and (40), once the larger

parameters k1 and k2 are selected, the smaller boundary

D will be obtained. However, it will also cause satura-

tion of actuators and damage to the components in the

system.

Parameters tuning based on AFOA

Basic principle of FOA

FOA is a swarm intelligence optimization algorithm first-

ly proposed by Pan et al.,34 which can obtain global opti-

mization using the food search mechanism of the fruit fly.

During the searching process, the fruit flies search for

food sources in several points and fly toward the point

according to greatest odour intensity. Then the rest of

fruit flies swarm are called upon to fly towards the

point. The detailed steps of FOA are described as follows:

1. Parameter initialization. Initial the group size Gs,

maximum iteration Tmax and swarm location range

ðXaxis;YaxisÞ.
2. Stochastic distance calculation. Give stochastic dis-

tance and direction to individual fruit fly for finding

food through the smell

Xi ¼ Xaxis þ SV

Yi ¼ Yaxis þ SV

(
(44)

3. Odour intensity calculation. Since the food loca-

tion is unknown, the distance between the original

location and fruit fly is estimated with an evaluation

index of the odour intensity

Disti ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2

i þ Y2
i

p
Ei ¼ 1=Disti

(
(45)

4. Objective function calculation. Substitute evalua-

tion index Ei into an objective function to calculate the

odour intensity of the individual location of a fruit fly.

Moreover, the best individual with maximal odour

intensity will be found out

Smelli ¼ FunctionðEiÞ
½BestSmell BestIndex � ¼ maxðSmellÞ

(
(46)

5. Population evolution. Keep maximal odour inten-

sity and X, Y coordinates, all the fruit flies will fly

towards this location

Smellbest ¼ bestSmell

Xaxis ¼ XðBestIndexÞ
Yaxis ¼ YðBestIndexÞ

8><
>: (47)

6. Termination criterion. FOA will stop when the

maximum iteration is reached. Otherwise, the algo-

rithm repeats Steps (2) to (5) and judge whether the

odour intensity is higher than that in the previous iter-

ation. If yes, implement Step (6).

Self-adaptive operator

The step size in traditional FOA is fixed, which may be

trapped into local optimum.35 The convergence rate

and iteration precision depend on the step size.

Hence, a self-adaptive operator is introduced to pro-

vide a variable step size for FOA, which is given by

hi ¼ xm

BestSmelli�1
e�s� T

Tmaxð Þl þ hmin (48)

where xm 2 ð0; 1Þ is an adjustment factor, BestSmelli�1

is the optimal odour intensity in the last iteration, s 2
ð0; 1Þ is a limited factor, T is the current iteration, hmin

is the minimal step size and l is a positive constant.
Furthermore, (44) can be rewritten as

Xi ¼ Xaxis þ hi � ð2 � rand � 1Þ
Yi ¼ Yaxis þ hi � ð2 � rand � 1Þ

�
(49)

where rand is a random constant between 0 and 1.
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With the self-adaptive operator, AFOA has a large
random step size at the early iteration to avoid prema-
ture convergence. At the subsequent iteration, small
step size will enhance its local optimization ability.

Numerical simulation

In this section, evaluation of the proposed controller
NFTSMC-LESO is presented through three cases. The

Simulink model is established using the nonlinear
model of a quadrotor defined in (2). And the proposed
controller is applied on the aircraft to check the control
performance.

Case 1: Parameters tuning. A performance index is a

mathematical quantitative measure of the control per-
formance. In this case, we select a performance index
called integral of time multiplied by the squared error
(ITSE) as the objective function of the AFOA, which is
proposed in Rene and Marta36 and given as follows

Fc ¼
Z T

0

tðeðtÞÞ2dt (50)

where eðtÞ is tracking error in the time domain. The
upper limit T is chosen as a finite time so that the inte-
gral reaches a steady-state.

Remark 8. In the NFTSMC-LESO (29), the initial
conditions are set as c ¼ 1:5, p ¼ 0:5. Therefore, only
12 control parameters will be adjusted by the AFOA.

As a standard test input signal, the step signal Hr ¼
½ 1 �1 0:5 �rad is chosen as the referenced command,
and the initial attitude angles and attitude velocities are
set to 0 rad and 0 rad/s. Meanwhile, the parameters of
AFOA are set as follows: Gs ¼ 20, Tmax ¼ 100,
xm ¼ 0:8, s ¼ 0:2, l ¼ 10, hmin ¼ 1. For comparisons,
the controller is also adjusted by improved genetic
algorithm (IGA)37 and FOA. Wind gusts simulated
using (7) are added to the attitude dynamics of quad-
rotor. The variables Vwi

and Vp are selected as random

sequences. Figures 3 to 7 portray the results of Case 1.
The cost values in Figure 3 are normalized with the
objective functions. The minimum cost value of
AFOA is 0.002, which is 14.3% of that from FOA
(0.014), and 40% of that from IGA (0.005). It can be
summarized that AFOA is superior to FOA and IGA.
It can also be observed that the searching process with
ITSE index has an ability of in-depth data mining, and
the AFOA can help NFTSMC-LESO to obtain a
desired tracking performance, as shown in Figure 5.
Furthermore, the so-called lumped disturbances, wind

gusts are accurately estimated by LESO, as shown in
Figure 4. Figures 6 and 7 also give the responses of
angular velocities and control laws. The optimal con-
trol parameters adjusted by ITSE index are listed in

Table 2. The role of Case 1 is to provide a set of prob-
able control parameters for manual tuning in the real
application.

Case 2: Anti-disturbance analysis. The goal of this
case is to compare the ability of anti-disturbance

Figure 3. Iteration curves.
AFOA: adaptive fruit fly optimization algorithm; IGA: improved
genetic algorithm.

Figure 4. Disturbances and their estimation: (a) roll loop; (b)
pitch loop; (c) yaw loop.
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between the LESO and ESO in the presence of variable
disturbances. Taking the pitch angle as an example, we
still choose the step signal as the referenced command.
All control parameters are the same as those provided
in Case 1. The structure and control parameters of the
ESO are given in Appendix 1. The coefficient of corre-
lation provides an effective measure of observer robust-
ness, and reflects observer sensitivity or correlation
between disturbances. The robustness index is given by

Robustness ¼
XN

i¼1
ðfi � �fÞðf̂i � �̂

fÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
ðfi � �fÞ2

XN

i¼1
ðf̂i � �̂

fÞ2
q � 100%

(51)

where �f is the mean value of the lumped disturbance fi,
and

�̂
f is the mean value of the disturbance estimation f̂i.

The bigger the robustness value, the stronger the ability
of disturbance rejection will be.

In this case, wind gusts with different amplitudes are

considered to test the ability of anti-disturbance of the

two observers. The simulation runs for 10 s, and the

results are shown in Figure 8. As a result, the robust-

ness values of the observers will decrease with the

increased amplitude of the lumped disturbance. When

the amplitude belongs to the interval [0.01,1], the

robustness of ESO is stronger than that of LESO.

Alternatively, the robustness of LESO becomes stron-

ger than that of ESO when the amplitude belongs to

the interval [10,100]. Hence, the LESO is more suitable

for dealing with big amplitude of disturbances; a sim-

ilar conclusion can be found in Li et al.38

Case 3: Performance comparison. The workability of

the NFTSMC-LESO compared to two other control-

lers named SMC based on LESO (SMC-LESO) and

linear active disturbance rejection control (LADRC)

are discussed in this case. The parameters of the two

controllers are listed in Appendix 2, which are also

adjusted by AFOA. Control parameters of

NFTSMC-LESO are the same as those provided in

the previous case. We employ the wind gusts described

in Case 1 into the closed-loop system to show the per-

formance of those controllers under disturbances, but

Figure 6. Angular velocities response.

Figure 7. Attitude control laws.

Figure 5. Attitude response.

Table 2. Optimal control parameters using ITSE index.

Parameter Value Parameter Value

xo�/ 506.11 k1�h 436.01

b/ 0.06 k2�h 275.85

k1�/ 688.53 xo�w 497.07

k2�/ 151.88 bw 0.01

xo�h 485.48 k1�w 324.63

bh 0.02 k2�w 105.32

Figure 8. Robustness of ESO and LESO.
ESO: extended state observer; LESO: linear extended state
observer.
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the amplitude of the disturbances increases 10 times.

Take the roll angle as an example, and the referenced

signal is defined as

/r ¼
0; t 2 ½0; 5Þ
0:1cosð0:25pt� 1:25pÞ; t 2 ½5; 10�

(
(52)

the results are depicted in Figures 9 and 10.

The responses of roll angle have the same trend as

the referenced signal based on the three controllers in

Figure 9. From the enlarged graph, it is clear that

NFTSMC-LESO has a better performance in response

speed and trajectory precision than the other control-

lers when the referenced signal has a drastic change.

Figure 10 shows the input signals, from which it can

be seen that the developed approach has a smoother

control curve and can avoid the chattering effectively.
To further analyze the tracking performance intui-

tively and precisely, Table 3 presents a set of statistical

indicators which includes root mean square error

(RMSE), maximum error (ME), mean error (MeanE)

and robustness. The RMSE value of NFTSMC-LESO

is 66.67% and 81.16% of those of SMC-LESO and
LADRC, respectively. Similar results can be calculated
with ME and MeanE. It is obvious that the trajectory
precision of NFTSMC-LESO is higher than that of the
other two controllers. Additionally, the observer band-
width xo is sensitive to the noise and sampling rate.
The larger the observer bandwidth, the sooner the dis-
turbance is observed, but the bigger initial overshoot is
also generated, as concluded in Yu et al.28 Big over-
shoot will cause the decline of the robustness. In the
process of parameters tuning, only the tracking error
rather than robustness is chosen as the performance
index. According to the table, the robustness value of
NFTSMC-LESO is slightly weaker compared to
LADRC, which may be acceptable for attitude control.
The result shows that the proposed controller has a
relatively superior control performance under lumped
disturbances.

Figure 9. Roll angle response.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Figure 10. Input of roll channel.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Figure 11. X450 quadrotor experimental platform.
APM: Auto Pilot Mega.

Table 3. Performance comparison of controllers.

Controller NFTSMC-LESO SMC-LESO LADRC

RMSE 0.0056 0.0084 0.0069

ME 0.1006 0.1027 0.1005

MeanE 0.0002 0.0011 0.0007

Robustness 98.5372% 96.9951% 99.1008%

LADRC: linear active disturbance rejection control; ME: maximum error;

MeanE: mean error; NFTSMC-LESO: nonsingular fast terminal sliding

mode control based on linear extended state observer; RMSE: root mean

square error; SMC-LESO: sliding mode control-linear extended state

observer.
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Experimental results

The proposed controller is tested on an X450 quadro-

tor experimental platform depicted in Figure 11. The

platform contains an X450 quadrotor, two wireless

routers, a ground station, an open-source flight control

module called Auto Pilot Mega (APM) and a Futaba

remote control unit. The APM is employed to generate

the commands to control the angular speeds of four

propellers. An inertial measurement unit installed on

the APM is used to measure attitude angles and angu-

lar speeds. The quadrotor communicates with the

ground station via a pair of wireless routers at a fre-

quency of 50Hz. Before the experiment, the control

algorithms are embedded into the APM directly from

Matlab/Simulink through a plug-in called APM2

Simulink Blockset.39 It is pointed out that the GPS

module is not used in the experiment for closed-loop

attitude control.
The quadrotor is installed on a universal joint

bracket with a negative 70� initial angle. The connec-

tion restricts the translational motion of the aircraft.

During the experiment, a pilot operates the aircraft

flying in hover by Futaba controller. Then, the

Futaba is switched into the automatic flight mode for
desired trajectories tracking using NFTSMC-LESO.
Lastly, the hovering operation is activated again to
keep the quadrotor from striking the bracket. Three
kinds of wind gusts with fixed speeds are added into
the experiments through an electric fan. And the initial
angle of the fan is 90�, i.e. the central line of the fan is
perpendicular to the central line of the propeller hub of
quadrotor when the aircraft flies in hovering. We select
three kinds of referenced trajectories for attitude track-
ing control experiments. To show the efficiency of the
proposed controller, a comparison between NFTSMC-
LESO with SMC-LESO, and LADRC is performed.
The collected experimental data lasts 10 s, and the
results are shown in Figures 12 to 17. It can be
observed from Figures 12 to 14 that all the three con-
trollers can make the attitude angles track the refer-
enced trajectories in spite of mechanical vibration and
unmeasured wind gusts. Since all three controllers use
the same DOB technology, the results demonstrate that
the attitude responses obtained by NFTSMC-LESO
ensure faster convergence and higher precision than
the other controllers. As the wind speed increases, the
proposed controller still performs good tracking per-
formance and robustness.

Furthermore, the attitude tracking error described
by RMSE is presented in Table 4 to evaluate the
three controllers. For roll angle, the RMSE value of
NFTSMC-LESO is 35.37% and 54.12% than those
of SMC-LESO and LADRC, respectively. For pitch
angle, the percentages are 47.25% and 55.19%, respec-
tively. For the yaw angle, the percentages are 46.81%
and 52.55%, respectively. It is obvious that the quad-
rotor equipped with NFTSMC-LESO controller tracks
the desired commands with higher precision. These
results also verify the conclusions given in ‘Numerical
simulation’ section.

The input torques of the three controllers are
depicted in Figures 15 to 17. From the results, it can

Figure 12. The tested roll angle response when Vw ¼ 1:25m=s.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Figure 13. The tested pitch angle response when
Vw ¼ 2:75m=s.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Figure 14. The tested yaw angle response when
Vw ¼ 3:75m=s.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.
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be observed that NFTSMC-LESO requires smaller

rotational torques than the other two controllers.

This implies that both disturbances and chattering

have been significantly reduced by the proposed con-

troller. In addition, from Figures 15 and 17, LADRC

requires larger rotational torques to reject the lumped

disturbances when the aircraft tracks non-smooth tra-

jectories. This implies that the SMC structures of

NFTSMC-LESO and SMC-LESO are superior to the

control structure of LADRC.

Conclusion

In this paper, a novel NFTSMC-LESO controller is

designed and investigated for the attitude tracking con-

trol of a quadrotor. The new controller is model-free

and can guarantee rapid convergence rate and high

accuracy control performance subjected to lumped dis-

turbances. Stability of the closed-loop system is ana-

lyzed based on Lyapunov function. Simulation cases

and experiments are conducted to demonstrate the

effectiveness of our proposed controller. Some results

are summarized into the following points: (1) The pro-

posed controller can ensure a satisfactory attitude track-

ing control performance both in simulations and

experiments. (2) For parameters tuning, AFOA based

on ITSE index can obtain a set of optimal control param-

eters for NFTSMC-LESO controller. (3) Compared with

ESO, the LESO is more suitable for dealing with big

amplitude of disturbances. (4) Under lumped disturban-

ces, the proposed controller performs a better control

than the existing SMC-LESO and LADRC.
In future, we will use the NFTSMC-LESO method

to design the position tracking control for the quadro-

tor. Furthermore, outdoor flight experiments will be

carried out to test the performance of the control tech-

nology in the presence of real wind gusts.
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Figure 16. The response of pitch torque.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Figure 15. The response of roll torque.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Figure 17. The response of pitch torque.
LADRC: linear active disturbance rejection control; NFTSMC-
LESO: nonsingular fast terminal sliding mode control based on
linear extended state observer; SMC-LESO: sliding mode con-
trol-linear extended state observer.

Table 4. RMSE of the three controllers.

RMSE / h w

NFTSMC-LESO 0.0197 0.0266 0.0330

SMC-LESO 0.0557 0.0563 0.0705

LADRC 0.0364 0.0482 0.0628

LADRC: linear active disturbance rejection control; NFTSMC-LESO:

nonsingular fast terminal sliding mode control based on linear extended

state observer; RMSE: root mean square error; SMC-LESO: sliding mode

control-linear extended state observer.
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Appendix 1. The structure of ESO

The ESO is designed as

e ¼ z1 � y

_z1 ¼ z2 � b1e

_z2 ¼ z3 � b2 falðe; a1; dÞ þ b0u

_z3 ¼ �b3 falðe; a2; dÞ

8>>>><
>>>>:

(53)

where ziði ¼ 1; 2; 3Þ is the observed vectors of the state
variable xiði ¼ 1; 2; 3Þ. biði ¼ 1; 2; 3Þ is gain and e is
the variable error. fal is a saturation function that
can eliminate the chattering. The mathematical

description of fal is given by

falðe; a; dÞ ¼
e

d1�a ; jej � d

jejasignðeÞ; jej > d

(
(54)

where d is a positive parameter between 0 and 1.

Appendix 2. The parameters of SMC-

LESO and LADRC

Both SMC-LESO and LADRC have the LESO defined

in (12). Their control laws are given as follows

uSMC�LESO ¼ 1

b
ð�kS� c _e þ €xr � x̂3Þ (55)

uLADRC ¼ xc
2ðxr � x̂1Þ � 2xcx̂2 � x̂3

b
(56)

The relevant control parameters are listed in Tables

5 and 6.

Table 5. Optimal control parameters for SMC-LESO.

Parameter Value Parameter Value

xo�/ 504.43 c/ 1.5512

xo�h 377.50 ch 5.9390

xo�w 161.69 cw 1.0448

k/ 230.07 kw 114.40

kh 320.47 / /

Table 6. Optimal control parameters for LADRC.

Parameter Value Parameter Value

xo�/ 809.173 xc�/ 269.21

xo�h 673.475 xc�h 204.92

xo�w 630.92 xc�w 338.05
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