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ERROR ESTIMATES FOR A PARTIALLY PENALIZED IMMERSED FINITE
ELEMENT METHOD FOR ELASTICITY INTERFACE PROBLEMS

Ruchi Guo1, Tao Lin1,* and Yanping Lin2

Abstract. This article is about the error analysis for a partially penalized immersed finite element
(PPIFE) method designed to solve linear planar-elasticity problems whose Lamé parameters are piece-
wise constants with an interface-independent mesh. The bilinear form in this method contains penalties
to handle the discontinuity in the global immersed finite element (IFE) functions across interface edges.
We establish a stress trace inequality for IFE functions on interface elements, we employ a patch idea
to derive an optimal error bound for the stress of the IFE interpolation on interface edges, and we
design a suitable energy norm by which the bilinear form in this PPIFE method is coercive. These key
ingredients enable us to prove that this PPIFE method converges optimally in both an energy norm
and the usual 𝐿2 norm under the standard piecewise 𝐻2-regularity assumption for the exact solution.
Features of the proposed PPIFE method are demonstrated with numerical examples.
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1. Introduction

In this article, we discuss a partially penalized immersed finite element (PPIFE) method that uses an interface-
independent mesh to solve the isotropic linear planar-elasticity interface problems:

− div 𝜎(u) = f , in Ω− ∪ Ω+, (1.1a)
[u]Γ = 0, on Γ, (1.1b)
[𝜎(u)n]Γ = 0, on Γ, (1.1c)
u = g𝐷, on 𝜕Ω𝐷, (1.1d)
𝜎(u)n = g𝑁 on 𝜕Ω𝑁 , (1.1e)

where 𝜕Ω = 𝜕Ω𝐷 ∪ 𝜕Ω𝑁 with |𝜕Ω𝐷| ≠ 0, and 𝜎(u) = (𝜎𝑖𝑗(u))16𝑖,𝑗62 is the stress tensor given by

𝜎𝑖𝑗(u) = 𝜆(∇ · u)𝛿𝑖𝑗 + 2𝜇𝜖𝑖𝑗(u), with 𝜖𝑖𝑗(u) =
1
2

(︂
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖

)︂
(1.2)
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being the strain tensor. Without loss of generality, we assume that the elastic object Ω ⊂ R2 is a polygonal
region whose edges are parallel to either the 𝑥-axis or the 𝑦-axis, and Ω is partitioned by a smooth interface
curve Γ into two subdomains Ω− and Ω+ occupied by different elastic materials such that the Lamé parameters
are piecewise constants on Ω:

𝜆 =
{︂

𝜆− if 𝑋 = (𝑥1, 𝑥2)𝑇 ∈ Ω−,
𝜆+ if 𝑋 = (𝑥1, 𝑥2)𝑇 ∈ Ω+,

𝜇 =
{︂

𝜇− if 𝑋 = (𝑥1, 𝑥2)𝑇 ∈ Ω−,
𝜇+ if 𝑋 = (𝑥1, 𝑥2)𝑇 ∈ Ω+.

(1.3)

Traditional finite element methods or discontinuous Galerkin (DG) finite element methods require interface-
fitted meshes to solve the elasticity system (1.1) with discontinuous Lamé parameters [13,15,29,50]; otherwise,
they might perform unsatisfactorily, see [5,6,11] for discussions about interface-fitted meshes for some interface
problems. However, there are applications of elasticity interface problems that can benefit from numerical
methods based on interface-independent meshes, for example, the shape optimization [45] and its applications
in optimal design (elasticity compliance optimization) [2, 48] and inverse problems (elastography) [3, 32], to
name just a few. In fact, in [23], the PPIFE method to be discussed has already been applied to an elastography
type inverse problem through the shape optimization methodology such that large shape variations in the
optimization can be handled accurately and efficiently on a fixed mesh. The goal of the present article is
to establish a theoretical foundation for this PPIFE method with the linear or bilinear vector IFE spaces
constructed in [21] on interface-independent meshes for solving the interface problems of the linear planar-
elasticity system.

A fair number of studies have been carried out on developing numerical methods for solving the elasticity
interface problems on interface-independent meshes. Among related literatures, two types of techniques are
used in the finite element formulation around the interface to enforce the jump conditions. The first approach
constructs suitable shape functions on elements around the interface according to the behaviors of the exact
solutions so that they can produce good approximation, for example, the multiscale finite element method
[12, 17], the extended finite element method [16, 46], and the partition of unity method [40, 47], as well as the
immersed finite element (IFE) method to be discussed in this article. The other approach employs the standard
polynomials as the shape functions but modifies the finite element weak formulation around the interface, such
as the unfitted finite element methods [7,27,28]. Also, we refer readers to [4,51,52] for finite difference methods
based a Cartesian mesh.

Among those methods based on interface-independent meshes, we think the IFE method and the unfitted
finite element method have a closer relationship than to other methods in the sense that a finite element
solution generated by either of these two methods is a standard polynomial when restricted on each non-interface
element, but a macro polynomial (i.e., a piecewise polynomial) on each interface element defined according to
the subelements partitioned by the interface curve. However, the IFE method and the unfitted finite element
method use essentially different ways to patch two polynomials together to form the macro polynomial on
each interface element. An unfitted finite element method uses two sets of polynomial shape functions on each
interface element and uses a Nitsche’s type penalty in the finite element scheme to glue them together according
to the jump conditions. An IFE method employs one set of Hsieh–Clough–Tocher type [8, 14] macro shape
functions on each interface element constructed to satisfy the jump conditions in an approximate sense, i.e., the
IFE shape functions on each interface element satisfy interface jump conditions approximately on a line segment
determined by the interface inside the interface element. This essential difference leads to different degrees of
freedom around the interface for these two methods. Both the total number and location of degrees of freedom of
an IFE space are fixed and independent of the interface, and an IFE space is actually isomorphic to the standard
𝐻1-conforming finite element space defined on the same mesh. Hence the size and algebraic structure of the
resulted linear system keep unchanged regardless of the interface shape and location on a chosen fixed mesh.
This feature of IFE methods can benefit some applications especially those involving moving interface and the
related implementation, for example, the method of lines [42] can be readily adopted for using an IFE method
to solve problems with a moving interface [31,37], and the shape optimization methodology can naturally work
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together with IFE methods to solve some interface inverse problems so that the numerical interface can be
adjusted in the optimization procedure on a fixed mesh [22,23].

On the other hand, the need to use IFE shape functions instead of just using generic FE polynomials does make
the application of an IFE method slightly more complicated than unfitted finite element methods. Basically,
one needs to create and implement IFE shape functions as well as the local IFE matrix and vector assembling
programs to be used on interface elements. Nevertheless, the implementation of the local IFE matrix and vector
assembling programs on an interface element follows the same procedure as their FE counterparts except that the
involved integrals have to be computed on subelements because IFE shape functions are piecewisely defined. We
also note that standard local FE matrix and vector assembling programs are employed on most of the elements
in a mesh for an IFE method because interface elements form a small subset in a mesh fine enough.

Like all IFE spaces available in the literature, the IFE space to be used in the present article is also dis-
continuous across interface edges in a mesh [1, 18, 21]. To reduce the adverse effects from this discontinuity, we
follow the idea of [38] to apply suitable penalties (interior penalities) at all interface edges in a so called partially
penalized IFE (PPIFE) method, which, in a certain sense, can be considered as an extension of the one in [38]
for scalar elliptic interface problems to interface problems of an elliptic system. A similar idea of using penalties
to handle the discontinuities of basis functions is also employed in [19,26,33], but the penalties in these articles
are added on both interface edges and non-interface edges of interface elements since their basis functions may
not be continuous across those two types of edges. The local IFE functions in this article are determined by the
Lagrange type degrees of freedom at mesh nodes [21] such that they are used to form the global IFE functions
continuous at mesh nodes, and consequently, the IFE functions are continuous across all the non-interface edges.
This continuity allows us to use penalties only on interface edges. We note that the ghost penalties [9], i.e.,
the higher-order penalties, are also employed around the interface to enhance the robustness for some unfitted
mesh methods, we refer readers to [7,10] for more discussions about this penalty technique applied to the scalar
elliptic interface problems and elasticity interface problems, respectively.

The contributions of the present article include two fundamental estimates. The first is a trace inequality on
interface elements for the stress of the elasticity IFE functions in the vector form in which the constant in the
bound is independent of the interface location. Trace inequalities on interface elements are important tools in
the error analysis of unfitted mesh methods. For example, a special trace inequality for penalties on interface
with certain weights depending on the measure of subelements has been developed for showing stability in the
unfitted finite element method [7,27,28]. The second estimate is about the optimal approximation capabilities of
the vector IFE space for elasticity in terms of a specially designed energy norm involving the stress on interface
edges. An estimate for the flux of the IFE interpolation is established in [38] for the scalar IFE space with an
excessive 𝐻3-regularity assumption, and we seek new techniques based on the patch element idea [25, 26] to
avoid this strong regularity assumption. More importantly, these fundamental estimates enable us to show that
the proposed PPIFE method can converge optimally in the energy norm and in the usual 𝐿2 norm under the
standard piecewise 𝐻2-regularity assumption for the exact solution. To our best knowledge, this is the first IFE
method for the planar-elasticity interface problems whose optimal error bounds have been theoretically proved.

The vector IFE functions employed in this article are based on a unified construction framework through
a Sherman–Morrison system [18, 21] which is advantegeous for implementation since the structure of their
formulas does not depend on how the interface cuts each element. Recently, this construction framework has
been extended to the construction of IFE functions for solving the scalar elliptic interface problems [20] in three-
dimensional space. We therefore believe that the proposed PPIFE scheme based on the vector IFE functions in
[21] is readily extendable to the 3-D elasticity interface problems, but of course, the related analysis in three-
dimensional space is more challenging, and we hope the work presented in this article can shed light on both
the development and analysis of IFE methods for 3-D elasticity interface problems.

This article is organized as follows. In the next section, we introduce some basic notations and describe the
PPIFE method for the elasticity interface problems (1.1). In Section 3, we establish a stress trace inequality
for the elasticity IFE functions. In Section 4, we show an optimal error bound on interface edges for the IFE
interpolation, and then prove the optimal approximation capability of the IFE space in terms of an energy
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norm. In Section 5, we show that the bilinear form in this PPIFE method is both coercive and bounded, and
these results facilitate the proof of the fact that the PPIFE solution converges to the exact solution optimally
in the energy norm and 𝐿2 norm. In the last section, we present numerical examples to demonstrate features of
this PPIFE method.

2. Notations and the PPIFE method

In this section, we first introduce a few basic notations to be used in this article. We recall the IFE spaces based
on linear and bilinear polynomials, respectively, for the linear elasticity interface problems. We then describe the
PPIFE method that uses these IFE spaces to solve the elasticity interface problems with interface-independent
meshes.

2.1. Some basic notations

Throughout this article, on every measurable subset ̃︀Ω ⊆ Ω, we denote the standard Sobolev space by 𝑊 𝑘,𝑝(̃︀Ω)

with the norms ‖ · ‖𝑊 𝑘,𝑝(̃︀Ω), 𝑘 > 1, 1 6 𝑝 < ∞. For any tensor w = (𝑤𝑖𝑗)𝑚,𝑛
𝑖,𝑗=1 ∈

[︁
𝑊 𝑘,𝑝(̃︀Ω)

]︁𝑚×𝑛

, we define the
associated norm as

‖w‖𝑊 𝑘,𝑝(̃︀Ω) =
𝑚,𝑛∑︁
𝑖,𝑗=1

‖𝑤𝑖𝑗‖𝑊 𝑘,𝑝(̃︀Ω). (2.1)

In the case ̃︀Ω ∩ Γ ̸= ∅, we let ̃︀Ω𝑠 = ̃︀Ω ∩ Ω𝑠, 𝑠 = ±, and introduce a split Sobolev space and the associated
norms

PW𝑘,𝑝(̃︀Ω) =
{︁
v ∈

[︁
𝑊 1,𝑝(̃︀Ω)

]︁2
: v|̃︀Ω𝑠 ∈

[︁
𝑊 𝑘,𝑝(̃︀Ω𝑠)

]︁2
, 𝑠 = ±; [v]Γ = 0, and [𝜎(v)n]Γ = 0

}︁
, (2.2a)

‖v‖PW𝑘,𝑝(̃︀Ω) = ‖v‖PW𝑘,𝑝(̃︀Ω−) + ‖v‖PW𝑘,𝑝(̃︀Ω+). (2.2b)

We note that for every v ∈ PW𝑘,𝑝(̃︀Ω), the definition above implicitly requires that the 0th and 1st traces of
v are well defined on Γ. In particular, if 𝑝 = 2, we have the Hilbert spaces 𝐻𝑘(̃︀Ω) and PH𝑘(̃︀Ω) with the norms
‖ · ‖𝐻𝑘(̃︀Ω) and ‖ · ‖PH𝑘(̃︀Ω), respectively. In our analysis, we assume that the exact solution u to the interface
problem (1.1a)–(1.1e) has a piecewise 𝐻2 regularity, i.e., u ∈ PH2(Ω). This assumption can be satisfied under
certain conditions on the interface, and a related regularity analysis can be found in [34,41].

To facilitate a clear presentation of the main ideas in our analysis, we follow the tradition to discuss only
the interface problem with a homogeneous boundary condition, i.e., g𝐷 = 0 on 𝜕Ω𝐷 and g𝑁 = 0 on 𝜕Ω𝑁 , and
we assume the interface does not meet the boundary. The PPIFE method and its related error analysis to be
presented are readily extendable to handle more general cases.

In this article, we consider an interface independent Cartesian triangular or rectangular mesh 𝒯ℎ of Ω, and
we use 𝒩ℎ and ℰℎ to denote the collections of its nodes and edges, respectively. An element is called an interface
element if its interior has non-empty intersection with the interface; otherwise, it is called a non-interface
element. For example, if an element has some edge exactly matching a linear portion of an interface but its
interior has empty intersection with the interface, then it is still considered as a non-interface element in the
proposed IFE method. Also, if an element has some edge partially matching the interface and its interior also
intersects the interface, then it is an interface element but only the portion of the interface inside the element
will be considered for this interface element. By this description of an interface element, following [18, 30, 36]
with suitable rotations and without loss of generality, we can assume that, when the mesh is sufficiently fine, i.e.,
the interface is locally flat enough inside each interface element, there are only two possible interface element
configurations shown in Figures 1 and 2 for rectangular and triangular elements, respectively. Furthermore, in
this mesh, we let 𝒯 𝑖

ℎ (ℰ 𝑖
ℎ) and 𝒯 𝑛

ℎ (ℰ𝑛
ℎ ) be the sets of interface and non-interface elements (edges), respectively.

We also denote the set of interior interface edges by ℰ̊ 𝑖
ℎ, let ℰ̊𝑛

ℎ be the set of interior non-interface edges, and we
obviously have ℰ̊ℎ = ℰ̊ 𝑖

ℎ ∪ ℰ̊𝑛
ℎ , here ℰ̊ℎ is the set of interior edges of the mesh.
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Figure 1. Rectangular (bilinear) elements.

Figure 2. Triangular (linear) elements.

With the mesh 𝒯ℎ, we introduce the following space

Vℎ =
{︁
v : v|𝑇 ∈

[︀
𝐻1(𝑇 )

]︀2
, ∀𝑇 ∈ 𝒯ℎ, v is continuous at each 𝑁 ∈ 𝒩ℎ,

v is continuous across each 𝑒 ∈ ℰ̊𝑛
ℎ , v|𝜕Ω𝐷

= 0
}︁

.
(2.3)

On every 𝑒 ∈ ℰ̊ℎ shared by two elements 𝑇 1
𝑒 and 𝑇 2

𝑒 , we adopt the following standard notations for the average
and jump over 𝑒 for every g ∈ Vℎ:

{g}𝑒 =
(g|𝑇 1

𝑒
)|𝑒 + (g|𝑇 2

𝑒
)|𝑒

2
, and [g]𝑒 = (g|𝑇 1

𝑒
)|𝑒 − (g|𝑇 2

𝑒
)|𝑒. (2.4)

For the simplicity of presentation, we may drop 𝑒 if there is no danger of causing any confusion.

2.2. IFE spaces and the PPIFE method

In this section, we first recall the linear and bilinear IFE spaces developed in [21] for the linear elasticity
interface problems. Then we present the PPIFE method for solving elasticity interface problems. For each
element 𝑇 ∈ 𝒯ℎ, according to whether 𝑇 is triangular or rectangular, we let Π𝑇 = [P1(𝑇 )]2 or [Q1(𝑇 )]2, and let
ℐ𝑇 = {1, 2, 3} or ℐ𝑇 = {1, 2, 3, 4}. On each interface element 𝑇 ∈ 𝒯 𝑖

ℎ , we let 𝑙 be the line segment determined by
the intersection points 𝐷 and 𝐸 of the interface and 𝜕𝑇 , see Figures 1 and 2 for illustrations. Let n̄ = (�̄�1, �̄�2)𝑇

and t̄ = (�̄�2,−�̄�1)𝑇 be the normal vector and tangential vector to 𝑙. Then 𝐿(𝑋) = 0 with 𝐿(𝑋) = (𝑋−𝐷) · n̄ is
the equation for the line passing 𝑙. Without causing any confusion, we let 𝑙 partition 𝑇 into 𝑇− and 𝑇+. On 𝑇 ,
recall the elasticity IFE functions [21] as piecewise vector linear or bilinear polynomials in the following format:

𝜑𝑇 (𝑋) =

{︃
𝜑−𝑇 (𝑋) ∈ Π𝑇 , if 𝑋 ∈ 𝑇−,

𝜑+
𝑇 (𝑋) ∈ Π𝑇 , if 𝑋 ∈ 𝑇+,

(2.5)



6 R. GUO ET AL.

with 𝜑+
𝑇 (𝑋) and 𝜑−𝑇 (𝑋) satisfying approximate jump conditions{︃

𝜑−𝑇 |𝑙 = 𝜑+
𝑇 |𝑙, (for the linear case),

𝜑−𝑇 |𝑙 = 𝜑+
𝑇 |𝑙, 𝑑(𝜑−𝑇 ) = 𝑑(𝜑+

𝑇 ), (for the bilinear case),
(2.6)

𝜎+(𝜑+
𝑇 )(𝐹 ) n̄ = 𝜎−(𝜑−𝑇 )(𝐹 ) n̄, (2.7)

where 𝐹 is a point on 𝑙 specified in [21] and 𝑑(𝜓) is a vector formed by the coefficients of the second degree
term 𝑥𝑦 in a vector bilinear polynomial 𝜓. According to Theorem 5.1 and Remark 5.3 in [21], there is a unique
IFE function 𝜑𝑖,𝑇 that satisfies (2.5)–(2.7) and

𝜑𝑖,𝑇 (𝐴𝑗) =
[︂

𝛿𝑖,𝑗

0

]︂
, 𝑖 = 1, · · · , |ℐ𝑇 |, or 𝜑𝑖,𝑇 (𝐴𝑗) =

[︂
0,

𝛿𝑖−|ℐ𝑇 |,𝑗 ,

]︂
, 𝑖 = |ℐ𝑇 |+ 1, · · · , 2|ℐ𝑇 |. (2.8)

It is easy to verify that these IFE functions are linearly independent; hence, we call them the IFE shape
functions on the interface element 𝑇 , and we use them to define the local IFE spaces on each 𝑇 ∈ 𝒯 𝑖

ℎ as follows:

Sℎ(𝑇 ) = Span{𝜑𝑖,𝑇 : 1 6 𝑖 6 2|ℐ𝑇 |}. (2.9)

On each non-interface element 𝑇 ∈ 𝒯 𝑛
ℎ , we simply let the local IFE space be Sℎ(𝑇 ) = Π𝑇 and adopt the

standard local Lagrange vector shape functions on 𝑇 as the IFE shape functions. Similar to [38], the global IFE
space is then constructed by enforcing the continuity at nodes:

Sℎ(Ω) =
{︀
v : v|𝑇 ∈ Sℎ(𝑇 ), ∀𝑇 ∈ 𝒯ℎ; v is continuous at each 𝑁 ∈ 𝒩ℎ; v|𝜕Ω𝐷

= 0
}︀
. (2.10)

We highlight that the degrees of freedom for the local IFE space 𝑆ℎ(𝑇 ) is 2|ℐ𝑇 | which is the same as the
standard local finite element space, and on a given mesh, the degrees of freedom of the global IFE space
Sℎ(Ω) is also the same as the usual 𝐻1 finite element space constructed with linear or bilinear polynomials.
Furthermore, we note that Sℎ(Ω) ⊂ Vℎ, but Sℎ(Ω) ⊂ 𝐻1(Ω∖(∪𝑇∈𝒯 𝑖

ℎ
𝑇 )) because an IFE function in Sℎ(Ω) can

be discontinuous across an interface edges 𝑒 ∈ ℰ̊ 𝑖
ℎ, and this discontinuity leads to challenges to the error analysis

of the IFE method to be described.
Now, we describe the PPIFE scheme for the elasticity interface problem (1.1a)–(1.1e). As usual, by the

Green’s formula, we have

−
∫︁

𝑇

(div 𝜎(u)) · vd𝑋 =
∫︁

𝑇

∇v : 𝜎(u)d𝑋 −
∫︁

𝜕𝑇

(𝜎(u)n) · vd𝑠, ∀v ∈ Vℎ, ∀𝑇 ∈ 𝒯ℎ, (2.11)

where ∇ = (𝜕𝑥1 , 𝜕𝑥2) is the gradient operator as a row vector. Then, summing (2.11) over all the elements and
using the continuity of v ∈ Vℎ on all the non-interface edges 𝑒 ∈ ℰ̊𝑛

ℎ , we have

∑︁
𝑇∈𝒯ℎ

∫︁
𝑇

∇v : 𝜎(u)d𝑋 −
∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

{𝜎(u)n𝑒} · [v]d𝑠 =
∫︁

Ω

f · vd𝑋, (2.12)

where n𝑒 is from 𝑇 1
𝑒 to 𝑇 2

𝑒 which are the two elements sharing the edge 𝑒. The regularity assumption for u
satisfying (1.1a)–(1.1e) yields the continuity across all the edges, and thus∫︁

𝑒

{𝜎(v)n𝑒} · [u]d𝑠 = 0, and
∫︁

𝑒

[u] · [v]d𝑠 = 0, ∀𝑒 ∈ ℰ̊ 𝑖
ℎ. (2.13)
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Adding these vanishing terms in (2.13) to (2.12) leads to a weak form for (1.1a)–(1.1e):

𝑎ℎ(u,v) = 𝐿𝑓 (v), ∀v ∈ Vℎ, (2.14)

where 𝑎ℎ(u,v) =
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

2𝜇𝜖(u) : 𝜖(v)d𝑋 +
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

𝜆(∇ · u)(∇ · v)d𝑋

−
∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

{𝜎(u)n𝑒} · [v]d𝑠 + 𝜃
∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

{𝜎(v)n𝑒} · [u]d𝑠 +
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌

ℎ

∫︁
𝑒

[u] · [v]d𝑠, (2.15)

and 𝐿𝑓 (v) =
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

f · vd𝑋, (2.16)

and 𝜌 is a stabilizing parameter for the scheme. According to the weak form (2.14) and the fact the IFE space
Sℎ(Ω) is a subspace of Vℎ with the optimal approximation capability [21], we consider the IFE method for the
isotropic planar-elasticity interface problem (1.1) as finding uℎ ∈ Sℎ(Ω) such that

𝑎ℎ(uℎ,vℎ) = 𝐿𝑓 (vℎ), ∀vℎ ∈ Sℎ(Ω). (2.17)

We note that the bilinear form in (2.15) contains penalties imposed only on the interface edges, and this feature
suggests us to call this IFE method the partially penalized IFE (PPIFE) method. We highlight that not only
the location but also the purpose of the penalties are different from those in the unfitted finite element method
[7, 15, 27, 28]. The PPIFE method uses these penalties to alleviate the adverse effects of the discontinuities in
IFE functions on interface edges, while the unfitted finite element method employs the penalties on the interface
to enforce the jump conditions. For the PPIFE method, we emphasize that the jump conditions have already
been enforced in the IFE functions themselves by (2.6) and (2.7).

In this article, we will consider the PPIFE schemes associated with the three popular choices for the parameter:
𝜃 = −1, 0, 1, and following the convention in the literature [38, 44], we call the corresponding PPIFE method
the symmetric, incomplete, and non-symmetric PPIFE (SPPIFE, IPPIFE and NPPIFE) methods, respectively.

3. A trace inequality for vector IFE functions

In this section, we derive a trace inequality for the elasticity IFE functions on each interface element 𝑇 ∈ 𝒯 𝑖
ℎ .

According to the description in Section 2.1, with suitable rotations, there are only two interface configurations
for both the rectangular and triangular interface elements, see Figures 1 and 2. Without loss of generality, the
rest of our discussions in this section are all based on the interface element configurations in Figures 1 and 2.

We recall from [21] that, for each local elasticity IFE function 𝜑𝑇 specified by (2.5)–(2.7), its two component
polynomials 𝜑±𝑇 ∈ Π𝑇 are related with each other according to

𝜑−𝑇 − 𝜑
+
𝑇 = c0𝐿(𝑋), (3.1)

with the coefficient vector c0 expressed as

c0 =
(︀
𝐾−)︀−1

�̂�(𝜑+
𝑇 )(𝐹 )n̄, (3.2a)

with 𝐾𝑠 = 𝑄𝒫𝑠𝑄𝑇 and 𝑄 = [n̄, t̄], 𝒫𝑠 =
[︂

𝜆𝑠 + 2𝜇𝑠 0
0 𝜇𝑠

]︂
, 𝑠 = ±, (3.2b)

where 𝐹 is the same point in (2.7), and �̂�(v) = (�̂�𝑖𝑗(v))16𝑖,𝑗62 for every v ∈
[︀
𝐻1(𝑇 )

]︀2 in which �̂�𝑖𝑗 is defined
according to (1.2) but with the 𝜆 and 𝜇 replaced by �̂� = 𝜆+ − 𝜆− and �̂� = 𝜇+ − 𝜇−.

Since IFE functions are macro polynomials (piecewise polynomials) in the format given in (2.5) which are
not in

[︀
𝐻2(𝑇 )

]︀2 for an interface element 𝑇 in general, the first order trace inequality commonly used in error
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estimation for finite element methods can not be applied to IFE functions on the whole element 𝑇 directly.
Nevertheless, an IFE function 𝜑𝑇 in the macro polynomial format of (2.5) is in fact somewhat close to a simple
polynomial in the sense that its two component polynomials 𝜑±𝑇 ∈ Π𝑇 are closely related to each other by (3.1),
and this suggests a possibility for us to derive a first order trace inequality for IFE functions used in the present
article.

We start from recalling the following trace inequalities for polynomials [49]:

∀𝑣 ∈ P𝑘(𝑚), ∀𝑡 ∈ 𝜕𝑚, |𝑣(𝑡)| 6 𝑘 + 1√︀
|𝑚|

‖𝑣‖𝐿2(𝑚), for a 1-d segment 𝑚; (3.3)

∀𝑣 ∈ P𝑘(𝑇 ), ∀𝑒 be an edge of 𝑇, ‖𝑣‖𝐿2(𝑒) 6

√︃
(𝑘 + 1)(𝑘 + 2)

2
|𝑒|
|𝑇 |
‖𝑣‖𝐿2(𝑇 ), for a 2-d triangle 𝑇. (3.4)

First, we establish a few estimates about c0𝐿(𝑋) which, according to (3.1) and the discussion above, is a key
for deriving the special trace inequality for IFE functions needed in the error analysis. We note that 𝜎−(c0𝐿)
is a constant matrix independent of the spatial variable 𝑋.

Lemma 3.1. There exists a constant 𝐶 independent of the interface location and Lamé parameters such that

‖𝜎−(c0𝐿)‖ 6 𝐶

|𝑙|1/2
‖�̂�(𝜑+

𝑇 )n̄‖𝐿2(𝑙). (3.5)

Proof. Let c0 = (𝑐1
0, 𝑐

2
0)𝑇 . Using the formula 𝐿(𝑋) = n̄ · (𝑋 −𝐷) with n̄ = (�̄�1, �̄�2)𝑇 , we have

𝜎−(c0𝐿) =
[︂

(𝜆− + 2𝜇−)𝑐1
0�̄�1 + 𝜆−𝑐2

0�̄�2 𝜇−(𝑐1
0�̄�2 + 𝑐2

0�̄�1)
𝜇−(𝑐1

0�̄�2 + 𝑐2
0�̄�1) (𝜆− + 2𝜇−)𝑐2

0�̄�2 + 𝜆−𝑐1
0�̄�1

]︂
. (3.6)

Given any unit vector r = (𝑟1, 𝑟2)𝑇 , using (3.2a) and (3.6), we obtain

𝜎−(c0𝐿)r =
[︂

𝜆−𝑟1 + 2𝜇−�̄�1r · n̄ 𝜇−(2�̄�1�̄�2𝑟1 + �̄�2
2𝑟2 − �̄�2

1𝑟2)
𝜆−𝑟2 + 2𝜇−�̄�2r · n̄ −𝜇−(2�̄�1�̄�2𝑟2 + �̄�2

1𝑟1 − �̄�2
2𝑟1)

]︂
(𝒫−)−1𝑄𝑇 �̂�(𝜑+

𝑇 )(𝐹 )n̄. (3.7)

Rewrite (3.7) as 𝜎−(c0𝐿)r = 𝛬(r)�̂�(𝜑+
𝑇 )(𝐹 )n̄. Then, taking r = n̄, t̄, we have

𝛬(n̄) = 𝐼2, and 𝛬(t̄) =

[︃
𝜆−

𝜆−+2𝜇− �̄�2 �̄�1

−𝜆−

𝜆−+2𝜇− �̄�1 �̄�2

]︃
𝑄𝑇 , (3.8)

where 𝐼2 is the 2-by-2 identity matrix. Hence, we have ‖𝜎−(c0𝐿)n̄‖ = ‖�̂�(𝜑+
𝑇 )(𝐹 )n̄‖, and a direct computation

yields

‖𝜎−(c0𝐿)t̄‖ 6 ‖𝛬(t̄)‖𝐹 ‖�̂�(𝜑+
𝑇 )(𝐹 )n̄‖

=

√︃(︂
1 +

(𝜆−)2

(𝜆− + 2𝜇−)2

)︂
(1 + 2�̄�2

1�̄�
2
2)‖�̂�(𝜑+

𝑇 )(𝐹 )n̄‖

6
√

3‖�̂�(𝜑+
𝑇 )(𝐹 )n̄‖,

(3.9)

where ‖ · ‖𝐹 denotes the Frobenius norm. Therefore, for every unit vector r, we have

‖𝜎−(c0𝐿)r‖ 6
(︀
‖𝜎−(c0𝐿)n̄‖2 + ‖𝜎−(c0𝐿)t̄‖2

)︀1/2
6 2‖�̂�(𝜑+

𝑇 )(𝐹 )n̄‖. (3.10)

Using (3.10) with r = e1 and e2 where e𝑖 is the 𝑖th unit vector in R2, we obtain

‖𝜎−(c0𝐿)‖ 6 ‖𝜎−(c0𝐿)e1‖+ ‖𝜎−(c0𝐿)e2‖ 6 4‖�̂�(𝜑+
𝑇 )(𝐹 )n̄‖. (3.11)

In addition, on the line 𝑙, without loss of generality, we can assume
⃒⃒
𝐷𝐹

⃒⃒
> |𝑙|/2. Then, applying the standard

1-D trace inequality (3.3) to (3.11) with 𝑚 = 𝐷𝐹 , we obtain (3.5). �
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As discussed in the following lemma, the estimate given by (3.5) can be refined so that its bound is expressed
in terms of the IFE function 𝜑𝑇 (𝑋) and the ratios of the Lamé parameters in the two subelements of 𝑇 ∈ 𝒯 𝑖

ℎ .
We denote 𝜆𝑀 = max{𝜆+, 𝜆−}, 𝜆𝑚 = min{𝜆+, 𝜆−} and define 𝜇𝑀 and 𝜇𝑚 similarly.

Lemma 3.2. There exists a constant 𝐶 independent of the interface location and Lamé parameters such that

‖𝜎−(c0𝐿)‖ 6 𝐶

ℎ1/2|𝑙|1/2

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇𝜖(𝜑𝑇 )‖𝐿2(𝑇 ) +
𝜆𝑀√
𝜆𝑚

‖
√

𝜆∇ · 𝜑𝑇 ‖𝐿2(𝑇 )

)︂
(3.12)

for every IFE function 𝜑𝑇 on an interface element 𝑇 satisfying one of the following conditions:

(a): 𝑇 is a Type 1 rectangular interface element illustrated in Figure 1.
(b): 𝑇 is a Type 1 triangular interface element illustrated in Figure 2 such that |𝐴1𝐷| 6 ℎ/2 or |𝐴1𝐸| 6 ℎ/2.
(c): 𝑇 is a Type 2 triangular interface element illustrated in Figure 2 such that |𝐴2𝐷| 6 ℎ/2 or |𝐴2𝐸| 6 ℎ/2.

Proof. Assume 𝑇 is an interface element satisfying the condition (a), we note that |△𝐴4𝐸𝐷| >
√

2ℎ|𝑙|/4 because
the distance from 𝐴4 to 𝑙 is greater than

√
2ℎ/2. Then we apply the standard trace inequality (3.4) to the term

on the right hand side of (3.5) on the triangle △𝐴4𝐸𝐷 to obtain

‖𝜎−(c0𝐿)‖ 6 𝐶|𝑙|1/2

|𝑙|1/2 |△𝐴4𝐸𝐷|1/2
‖�̂�(𝜑+

𝑇 )‖𝐿2(△𝐴4𝐸𝐷)

6
𝐶

|𝑙|1/2ℎ1/2

(︀
‖(𝜇+ − 𝜇−)𝜖(𝜑+

𝑇 )‖𝐿2(𝑇+) + ‖(𝜆+ − 𝜆−)∇ · 𝜑+
𝑇 ‖𝐿2(𝑇+)

)︀
(3.13)

6
𝐶

|𝑙|1/2ℎ1/2

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇𝜖(𝜑𝑇 )‖𝐿2(𝑇 ) +
𝜆𝑀√
𝜆𝑚

‖
√

𝜆∇ · 𝜑𝑇 ‖𝐿2(𝑇 )

)︂
,

which implies (3.12).
For an interface element 𝑇 satisfying the condition (b) such that |𝐴1𝐸| 6 ℎ/2, i.e., |𝐴3𝐸| > ℎ/2. In such a

case, we note that |△𝐴3𝐸𝐷| >
√

2ℎ|𝑙|/8. Then, following similar arguments used for 𝑇 satisfying the condition
(a), we can obtain (3.12) by applying the standard trace inequality (3.4) to the term on the right hand side of
(3.5) on the triangle △𝐴3𝐸𝐷. Similar arguments apply when |𝐴1𝐷| 6 ℎ/2.

When 𝑇 is an interface element satisfying condition (c), estimate (3.12) can be proved similarly. �

By Lemma 3.2, we can develop a stress trace inequality for IFE functions in the following theorem.

Theorem 3.3. On every interface element 𝑇 and its interface edge 𝑒 whose normal is n𝑒, the following inequal-
ity holds for every IFE function 𝜑𝑇 (𝑋):

‖ℎ1/2𝜎(𝜑𝑇 )n𝑒‖𝐿2(𝑒) 6 𝐶𝑡

(︁
‖
√︀

2𝜇𝜖(𝜑𝑇 )‖𝐿2(𝑇 ) + ‖
√

𝜆∇ · 𝜑𝑇 ‖𝐿2(𝑇 )

)︁
, (3.14)

where 𝐶𝑡 6 max
{︁

𝜇𝑀√
𝜇𝑚

, 𝜆𝑀√
𝜆𝑚

}︁ ̃︀𝐶𝑡 with ̃︀𝐶𝑡 independent of the interface location and Lamé parameters.

Proof. We present our arguments for the rectangular and triangular elements separately.

Rectangular interface elements. Assuming that 𝑇 is a Type 1 rectangular interface element illustrated in Figure 1,
without loss of generality, we only consider the interface edge 𝑒 = 𝐴1𝐴2 = 𝐴1𝐷 ∪ 𝐷𝐴2 with 𝐴1𝐷 ⊂ 𝑇− and
𝐷𝐴2 ⊂ 𝑇+. On the first piece 𝐴1𝐷 of 𝑒, applying the trace inequality (3.4) on △𝐴1𝐷𝐴3 to the polynomial
component 𝜑−𝑇 , we have

‖ℎ1/2𝜎(𝜑𝑇 )n𝑒‖𝐿2(𝐴1𝐷) = ‖ℎ1/2𝜎−(𝜑−𝑇 )n𝑒‖𝐿2(𝐴1𝐷) 6 𝐶‖𝜎−(𝜑−𝑇 )‖𝐿2(△𝐴1𝐷𝐴3)

6 𝐶(‖𝜎−(𝜑−𝑇 )‖𝐿2(△𝐴1𝐷𝐸) + ‖𝜎−(𝜑−𝑇 )‖𝐿2(△𝐴3𝐸𝐷))

6 𝐶(‖𝜎−(𝜑−𝑇 )‖𝐿2(𝑇−) + ‖𝜎−(𝜑+
𝑇 )‖𝐿2(△𝐴3𝐸𝐷) + ‖𝜎−(c0𝐿)‖𝐿2(△𝐴3𝐸𝐷)),

(3.15)
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where we have used the relation (3.1) between 𝜑−𝑇 and 𝜑+
𝑇 in the last inequality. The second term in the last

inequality of (3.15) can be bounded by

‖𝜎−(𝜑+
𝑇 )‖𝐿2(△𝐴3𝐸𝐷) 6 𝐶

(︀
‖𝜇−𝜖(𝜑+

𝑇 )‖𝐿2(△𝐴3𝐸𝐷) + ‖𝜆−∇ · 𝜑+
𝑇 ‖𝐿2(△𝐴3𝐸𝐷)

)︀
6 𝐶

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇+𝜖(𝜑+
𝑇 )‖𝐿2(𝑇+) +

𝜆𝑀√
𝜆𝑚

‖
√

𝜆+∇ · 𝜑+
𝑇 ‖𝐿2(𝑇+)

)︂
.

(3.16)

For the third term in the last inequality of (3.15), we note that 𝜎−(c0𝐿) is a constant tensor and |△𝐴3𝐸𝐷| 6
𝐶ℎ|𝑙|. Then Lemma 3.2 implies

‖𝜎−(c0𝐿)‖𝐿2(△𝐴3𝐸𝐷) = |△𝐴3𝐸𝐷|1/2‖𝜎−(c0𝐿)‖

6 𝐶

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇𝜖(𝜑𝑇 )‖𝐿2(𝑇 ) +
𝜆𝑀√
𝜆𝑚

‖
√

𝜆∇ · 𝜑𝑇 ‖𝐿2(𝑇 )

)︂
.

(3.17)

On the second piece 𝐷𝐴2 of 𝑒, applying the standard trace inequality (3.4) to the polynomial component 𝜑+
𝑇

on △𝐷𝐴2𝐴3, we have

‖ℎ1/2𝜎(𝜑𝑇 )n𝑒‖𝐿2(𝐷𝐴2) = ‖ℎ1/2𝜎+(𝜑+
𝑇 )n𝑒‖𝐿2(𝐷𝐴2) 6 𝐶‖𝜎+(𝜑+

𝑇 )‖𝐿2(△𝐷𝐴2𝐴3)

6 𝐶

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇+𝜖(𝜑+
𝑇 )‖𝐿2(𝑇+) +

𝜆𝑀√
𝜆𝑚

‖
√

𝜆+∇ · 𝜑+
𝑇 ‖𝐿2(𝑇+)

)︂
.

(3.18)

Therefore (3.14) for the Type 1 rectangular interface element follows from (3.15)–(3.18) through the triangular
inequality.

When 𝑇 is a Type 2 rectangular interface element illustrated in Figure 1, we can simply apply the trace
inequality (3.4) on △𝐴1𝐷𝐸 and △𝐷𝐴2𝐸:

‖ℎ1/2𝜎(𝜑𝑇 )n𝑒‖𝐿2(𝐴1𝐷) = ‖ℎ1/2𝜎−(𝜑−𝑇 )n𝑒‖𝐿2(𝐴1𝐷) 6 𝐶‖𝜎−(𝜑−𝑇 )‖𝐿2(△𝐴1𝐷𝐸)

6 𝐶

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇−𝜖(𝜑−𝑇 )‖𝐿2(𝑇−) +
𝜆𝑀√
𝜆𝑚

‖
√

𝜆−∇ · 𝜑−𝑇 ‖𝐿2(𝑇−)

)︂
,

(3.19)

‖ℎ1/2𝜎(𝜑𝑇 )n𝑒‖𝐿2(𝐷𝐴2) = ‖ℎ1/2𝜎+(𝜑+
𝑇 )n𝑒‖𝐿2(𝐷𝐴2) 6 𝐶‖𝜎+(𝜑+

𝑇 )‖𝐿2(△𝐷𝐴2𝐸)

6 𝐶

(︂
𝜇𝑀√
𝜇𝑚

‖
√︀

2𝜇+𝜖(𝜑+
𝑇 )‖𝐿2(𝑇+) +

𝜆𝑀√
𝜆𝑚

‖
√

𝜆+∇ · 𝜑+
𝑇 ‖𝐿2(𝑇+)

)︂
,

(3.20)

which lead to (3.14) through the triangular inequality. In all the inequalities above, the generic constants 𝐶 are
independent of the interface location and Lamé parameters.
Triangular interface elements. Assuming 𝑇 is a Type 1 triangular interface element illustrated in Figure 2,
without loss of generality, we also only need to consider the interface edge 𝐴1𝐴2. If |𝐴1𝐸| 6 ℎ/2, by Lemma 3.2,
estimate (3.12) holds. Then (3.14) follows from arguments similar to those for (3.15)–(3.18). If |𝐴1𝐸| > ℎ/2,
the proof reduces to the application of the standard trace inequality (3.4) on △𝐴1𝐷𝐸 and △𝐷𝐴2𝐸, and (3.14)
follows from arguments similar to those for (3.19) and (3.20). The result for a Type 2 triangular interface element
illustrated in Figure 2 can be proven similarly. �

Remark 3.4. We highlight that the relation (3.1) together with the estimate (3.12) suggests the “closeness”
of the two component polynomials in an IFE function, i.e., the difference of the two component polynomials of
an IFE function is always bounded by an energy norm of the IFE function itself. On each interface element,
although an IFE function is a piecewise polynomial, by this “closeness”, its two component polynomials behave
collectively like a standard polynomial, which, we believe, is the foundation that the stress trace inequality given
in (3.14) can hold and is also the fundamental spirit in its proof.
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4. Approximation capabilities in an energy norm

In this section, we consider the approximation capabilities of the elasticity IFE spaces, i.e., given a function u,
how well its interpolation 𝐼ℎu in the IFE space can approximate u. Recall from [21], the local IFE interpolation
𝐼ℎ,𝑇 : PH2(𝑇 )/[𝐻2(𝑇 )]2 → Sℎ(𝑇 ), ∀𝑇 ∈ 𝒯ℎ is defined in the following:

𝐼ℎ,𝑇 u(𝑋) =

{︃∑︀
𝑖∈ℐ𝑇

[𝜓𝑖,𝑇 (𝑋),𝜓𝑖+|ℐ𝑇 |,𝑇 (𝑋)]u(𝐴𝑖), ∀u ∈ [𝐻2(𝑇 )]2 if 𝑇 ∈ 𝒯 𝑛
ℎ ,∑︀

𝑖∈ℐ𝑇
[𝜑𝑖,𝑇 (𝑋),𝜑𝑖+|ℐ𝑇 |,𝑇 (𝑋)]u(𝐴𝑖), ∀u ∈ PH2(𝑇 ) if 𝑇 ∈ 𝒯 𝑖

ℎ ,
(4.1)

where 𝜓𝑖,𝑇 , 𝑖 ∈ ℐ𝑇 are the standard Lagrange vector shape functions and 𝜑𝑖,𝑇 , 𝑖 ∈ ℐ𝑇 are the IFE shape
functions given by (2.8). Similar interpolations are also used in discussions of IFE spaces for other interface
problems, see e.g., [18, 39, 53]. For every u ∈ PH2(Ω), its global IFE interpolation 𝐼ℎu over the domain Ω is
defined piecewisely by 𝐼ℎ,𝑇 u,∀𝑇 ∈ 𝒯ℎ in the usual way. Our goal here is to extend the results in [21] to show
the optimal approximation capabilities of the elasticity IFE spaces in the following energy norm:

|||v|||2ℎ =
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

2𝜇‖𝜖(v)‖2d𝑋 +
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

𝜆‖∇ · v‖2d𝑋

+
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌

∫︁
𝑒

‖ℎ−1/2[v]‖2d𝑠 +
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌−1

∫︁
𝑒

‖ℎ1/2{𝜎(v)n𝑒}‖2d𝑠.
(4.2)

To gauge the error of the IFE interpolation 𝐼ℎu by the energy norm (4.2), we need to estimate the errors of the
IFE interpolation 𝐼ℎu on interface edges. Similar edge estimate is obtained in [38] for elliptic interface problems
by assuming a 𝐻3(Ω±) regularity for the function interpolated. Here, inspired by the ideas presented in [25,26],
we circumvent the excessive 𝐻3 assumption by carrying out a related analysis on a patch or macro-element
around each interface element so that an error bound in the optimal order can be derived under the usual 𝐻2

regularity assumption for u. We also note that the interpolation operator in [26] is based on projection and a
discontinuous Galerkin formulation is used around the interface, but here we use the Lagrange type interpolation
because the IFE functions are continuous at mesh nodes.

4.1. Multipoint taylor expansions

In this subsection, we establish a group of multipoint Taylor expansions for vector functions satisfying the
jump conditions (1.1b) and (1.1c) on the patch of each interface element which will be used to investigate the
approximation capability of the IFE spaces by deriving error estimates for the related Lagrange interpolation.
Specifically, for each interface element 𝑇 ∈ 𝒯 𝑖

ℎ , its patch or macro-element is the following set:

𝜔𝑇 =
⋃︁{︁

𝑇 ′ ∈ 𝒯ℎ : 𝑇 ′ ∩ 𝑇 ̸= ∅
}︁

. (4.3)

In addition, we assume the patch of each interface element has the following property:

Patch Assumption. For every interface element 𝑇 , let 𝑒 be one of the interface edge of 𝑇 . Then for 𝑠 = ±, there
exists a triangle 𝑇 𝑠

𝑒 ⊂ Ω𝑠 ∩ 𝜔𝑇 and two constants 𝐶1, 𝐶2 independent of the interface location such that 𝑒∩ 𝑇 𝑠

is one edge of 𝑇 𝑠
𝑒 and

𝐶1|𝑒 ∩ 𝑇 𝑠|ℎ 6 |𝑇 𝑠
𝑒 | 6 𝐶2|𝑒 ∩ 𝑇 𝑠|ℎ. (4.4)

In fact, (4.4) can be guaranteed if the height of the auxiliary triangle 𝑇 𝑠
𝑒 corresponding to the edge 𝑒 ∩ 𝑇 𝑠

has the length 𝒪(ℎ), and we note that this Patch Assumption can be easily satisfied when the mesh size ℎ is
sufficient small such that the interface is locally flat enough. Figure 3 provides illustrations for how 𝑇 𝑠

𝑒 , 𝑠 = ±
are identified for an interface edge 𝑒 = 𝐴1𝐴2 in the patch 𝜔𝑇 of an interface element 𝑇 = △𝐴1𝐴2𝐴3 with
𝐴1 ∈ Ω− and 𝐴2 ∈ Ω+, where 𝑇−𝑒 = △𝐴1𝑃𝐷, 𝑇+

𝑒 = △𝐴2𝑄𝐷 when 𝑇 is of Type 1, and 𝑇−𝑒 = △𝐴1𝐷𝐴3,
𝑇+

𝑒 = 𝐴2𝐷𝑃 when 𝑇 is of Type 2, respectively. The auxiliary triangles 𝑇 𝑠
𝑒 , 𝑠 = ± do not have to be formed by
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Figure 3. The patch for a triangular interface element 𝑇 = △𝐴1𝐴2𝐴3.

nodes in the mesh 𝒯ℎ. For example, the point 𝑃 in Type 1 in Figure 3 can be a point in 𝜔𝑇 ∩Ω− so long as its
perpendicular distance to the line passing 𝑒 is 𝒪(ℎ).

The multi-point Taylor expansion presented in the following is essentially the same as the one used in [21]
except that the arguments are used on the patch whose area is larger than the interface element itself. In the
discussions from now on, for any two tensors 𝐴 = (𝑎𝑖𝑗)𝑚,𝑛

𝑖,𝑗=1 and 𝐵 = (𝑏𝑖𝑗)𝑚,𝑛
𝑖,𝑗=1, we let 𝐴 : 𝐵 =

∑︀𝑚,𝑛
𝑖,𝑗=1 𝑎𝑖𝑗 𝑏𝑖𝑗 ,

and we will adopt the following Kronecker product and vectorization operations:

𝐴⊗𝐵 =

⎡⎢⎣ 𝑎11𝐵 · · · 𝑎1𝑛𝐵
...

. . .
...

𝑎𝑚1𝐵 · · · 𝑎𝑚𝑛𝐵

⎤⎥⎦ , Vec(𝐴) = [𝑎11, · · · , 𝑎𝑚1, · · · , 𝑎1𝑛, · · · , 𝑎𝑚𝑛]𝑇 . (4.5)

For each interface element described by vertices 𝐴𝑖, 𝑖 ∈ ℐ𝑇 , without loss of generality, we partition the index
set ℐ𝑇 into two sub-index sets ℐ+

𝑇 = {𝑖 : 𝐴𝑖 ∈ 𝑇+} and ℐ−𝑇 = {𝑖 : 𝐴𝑖 ∈ 𝑇−}. Let 𝑙 be the line determined by
two intersection points 𝐷 and 𝐸 of Γ and 𝜕𝑇 with the normal vector n̄ = (�̄�1, �̄�2)𝑇 . The interface Γ and the
line 𝑙 partition the patch 𝜔𝑇 into sub-patches 𝜔𝑠

𝑇 , 𝑠 = ± and �̂�𝑠
𝑇 , 𝑠 = ±, respectively. Let ̃︀𝜔𝑠

𝑇 = 𝜔𝑠
𝑇 ∩ �̂�𝑠

𝑇 , 𝑠 = ±.
Then ̃︀𝜔𝑇 = (̃︀𝜔+

𝑇 ∩𝜔−𝑇 )∪ (̃︀𝜔−𝑇 ∩𝜔+
𝑇 ) is the sub-patch sandwiched between 𝑙 and Γ. In addition, following the idea

in [21,24], we consider the following set

𝜔int
𝑇 =

⋃︁
{𝑙𝑡 ∩ 𝜔𝑇 : 𝑙𝑡 is a tangent line to 𝜔𝑇 ∩ Γ}. (4.6)

For every vertex 𝐴𝑖 of 𝑇 and each point 𝑋 ∈ 𝜔𝑇 ∖𝜔int
𝑇 , the line segment 𝐴𝑖𝑋 intersects Γ ∩ 𝜔𝑇 either with

no point or only one point. In the first case, 𝐴𝑖 and 𝑋 must be on the same side of Γ, while in the second case,
they are on different sides. In order to describe the Taylor expansions, we further define 𝜔*,𝑠𝑇 = �̃�𝑠

𝑇 ∖𝜔int
𝑇 , 𝑠 = ±,

and 𝜔*𝑇 = 𝜔𝑇 ∖(𝜔*,−𝑇 ∪ 𝜔*,+𝑇 ).
Following Lemma 3.4 in [21], we can show that |𝜔*𝑇 | 6 𝐶ℎ3 provided that the mesh size is small enough. This

geometric feature allows us to employ a second order expansion on 𝜔*,𝑠𝑇 , 𝑠 = ±, but a first order expansion on
𝜔*𝑇 because |𝜔*𝑇 | 6 𝐶ℎ3 can compensate the lower order accuracy of the first order expansion.

For every 𝑋 ∈ 𝜔*,𝑠𝑇 , let 𝑌𝑖(𝑡, 𝑋) = 𝑡𝐴𝑖 + (1 − 𝑡)𝑋, 𝑡 ∈ [0, 1], 𝑖 ∈ ℐ, and let 𝑡𝑖 = 𝑡𝑖(𝑋) ∈ [0, 1] be such that̃︀𝑌𝑖 = 𝑌𝑖(𝑡𝑖, 𝑋) is on the curve Γ∩ 𝑇 if 𝑋 and 𝐴𝑖 are on different sides of Γ. Besides, we let n( ̃︀𝑋) be the normal
vector to Γ at every ̃︀𝑋 ∈ Γ ∩ 𝜔𝑇 , and denote ̃︀𝑋⊥ as the projection of ̃︀𝑋 onto 𝑙. Following Lemmas 3.1 and 3.2
in [18], given any ̃︀𝑋 ∈ Γ ∩ 𝜔𝑇 , we can show the following geometric estimate:

‖ ̃︀𝑋 − ̃︀𝑋⊥‖ 6 𝐶ℎ2, ‖n( ̃︀𝑋)− n̄‖ 6 𝐶ℎ. (4.7)
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In the discussions from now on, 𝑠 and 𝑠′ take opposite signs, i.e., whenever 𝑠 = ±, then 𝑠′ = ∓, and vice
versa. Following the same procedure used for the results in Theorem 5.5 in [21], we can establish the following
multi-point Taylor expansions for 𝐼ℎ,𝑇 u− u:

𝜕𝑥𝑑
(𝐼ℎ,𝑇 u(𝑋)− u(𝑋)) =

∑︁
𝑖∈ℐ𝑠′

(︀
𝜕𝑥𝑑

Φ𝑖,𝑇 (𝑋)
)︀
(E𝑠

𝑖 + F𝑠
𝑖 ) +

∑︁
𝑖∈ℐ

(︀
𝜕𝑥𝑑

Φ𝑖,𝑇 (𝑋)
)︀
R𝑠

𝑖 , ∀𝑋 ∈ 𝜔*,𝑠𝑇 , 𝑠 = ±, (4.8)

𝜕𝑥𝑑𝑥𝑑′ 𝐼ℎ,𝑇 u(𝑋) =
∑︁

𝑖∈ℐ𝑠′

(︀
𝜕𝑥𝑑𝑥𝑑′Φ𝑖,𝑇 (𝑋)

)︀
(E𝑠

𝑖 + F𝑠
𝑖 ) +

∑︁
𝑖∈ℐ

(︀
𝜕𝑥𝑑𝑥𝑑′Φ𝑖,𝑇 (𝑋)

)︀
R𝑠

𝑖 , ∀𝑋 ∈ 𝜔*,𝑠𝑇 , 𝑠 = ±, (4.9)

𝜕𝑥𝑑
𝐼ℎ,𝑇 u(𝑋) =

∑︁
𝑖∈ℐ

(︀
𝜕𝑥𝑑

Φ𝑖,𝑇 (𝑋)
)︀ ̃︀R𝑖, ∀𝑋 ∈ 𝜔*𝑇 , (4.10)

𝜕𝑥𝑑𝑥𝑑′ 𝐼ℎ,𝑇 u(𝑋) =
∑︁
𝑖∈ℐ

(︀
𝜕𝑥𝑑𝑥𝑑′Φ𝑖,𝑇 (𝑋)

)︀ ̃︀R𝑖, ∀𝑋 ∈ 𝜔*𝑇 , (4.11)

where 𝑑, 𝑑′ = 1, 2, Φ𝑖,𝑇 = [𝜑𝑖,𝑇 ,𝜑𝑖+|ℐ𝑇 |,𝑇 ] and

R𝑠
𝑖 (𝑋) =

∫︁ 1

0

(1− 𝑡)
d2

d𝑡2
u𝑠(𝑌𝑖(𝑡, 𝑋))d𝑡, 𝑖 ∈ ℐ𝑠, (4.12)

R𝑠
𝑖 (𝑋) = R𝑠

𝑖1(𝑋) + R𝑠
𝑖2(𝑋) + R𝑠

𝑖3(𝑋), 𝑖 ∈ ℐ𝑠′ ,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
R𝑠

𝑖1(𝑋) =
∫︀ 𝑡𝑖

0
(1− 𝑡) d2

d𝑡2 u
𝑠(𝑌𝑖(𝑡, 𝑋))d𝑡,

R𝑠
𝑖2(𝑋) =

∫︀ 1

𝑡𝑖
(1− 𝑡) d2

d𝑡2 u
𝑠′(𝑌𝑖(𝑡, 𝑋))d𝑡,

R𝑠
𝑖3(𝑋) = (1− 𝑡𝑖)((𝐴𝑖 −𝑋)𝑇 ⊗ 𝐼2)·

(𝑀𝑠(̃︀𝑌𝑖)− 𝐼4)
∫︀ 𝑡𝑖

0
d
d𝑡Vec (∇u𝑠(𝑌𝑖(𝑡, 𝑋))) d𝑡,

(4.13)

E𝑠
𝑖 (𝑋) =

(︁
(𝐴𝑖 − ̃︀𝑌𝑖)𝑇 ⊗ 𝐼2

)︁(︁
𝑀𝑠(̃︀𝑌𝑖)−𝑀

𝑠
)︁

Vec(∇u𝑠(𝑋)), (4.14)

F𝑠
𝑖 (𝑋) = −

(︁
(̃︀𝑌𝑖 − ̃︀𝑌 ⊥

𝑖 )𝑇 ⊗ 𝐼2

)︁(︁
𝑀

𝑠 − 𝐼4

)︁
Vec(∇u𝑠(𝑋)), (4.15)

̃︀R𝑖(𝑋) =
∫︁ 1

0

d
d𝑡

u(𝑌𝑖(𝑡, 𝑋))d𝑡 (4.16)

and 𝑀
−

=
(︁
𝑁

+
)︁−1

𝑁
−

, 𝑀
+

=
(︁
𝑁
−)︁−1

𝑁
+

, with

𝑁𝑠( ̃︀𝑋) =

⎡⎢⎢⎣
(𝜆𝑠 + 2𝜇𝑠)�̃�1( ̃︀𝑋) 𝜇𝑠�̃�2( ̃︀𝑋) 𝜇𝑠�̃�2( ̃︀𝑋) 𝜆𝑠�̃�1( ̃︀𝑋)

𝜆𝑠�̃�2( ̃︀𝑋) 𝜇𝑠�̃�1( ̃︀𝑋) 𝜇𝑠�̃�1( ̃︀𝑋) (𝜆𝑠 + 2𝜇𝑠)�̃�2( ̃︀𝑋)
−�̃�2( ̃︀𝑋) 0 �̃�1( ̃︀𝑋) 0

0 −�̃�2( ̃︀𝑋) 0 �̃�1( ̃︀𝑋)

⎤⎥⎥⎦ , 𝑠 = ±, (4.17)

𝑁
𝑠

=

⎡⎢⎣ (𝜆𝑠 + 2𝜇𝑠)�̄�1 𝜇𝑠�̄�2 𝜇𝑠�̄�2 𝜆𝑠�̄�1

𝜆𝑠�̄�2 𝜇𝑠�̄�1 𝜇𝑠�̄�1 (𝜆𝑠 + 2𝜇𝑠)�̄�2

−�̄�2 0 �̄�1 0
0 −�̄�2 0 �̄�1

⎤⎥⎦ , 𝑠 = ±. (4.18)

4.2. Estimates for the interpolation error

In this subsection, using the expansions in the previous subsection, we derive various estimates for errors of
the IFE interpolation, especially the one in the energy norm. First of all, we prove the following estimate for
the IFE interpolation on 𝜔𝑇 .
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Theorem 4.1. Assume the mesh 𝒯ℎ is sufficiently fine, then there exists a constant 𝐶 independent of the
interface location such that the following estimate holds on the patch 𝜔𝑇 of every interface element 𝑇 :

‖∇(𝐼ℎ,𝑇 u− u)‖𝐿2(𝜔𝑇 ) + ℎ‖∇2(𝐼ℎ,𝑇 u− u)‖𝐿2(𝜔𝑇 ) 6 𝐶ℎ(‖u‖PH2(𝜔𝑇 ) + ‖u‖PW1,6(𝜔𝑇 )) (4.19)

provided that u ∈ PH2(𝜔𝑇 ).

Proof. The proof essentially follows from the same arguments as those for Theorems 5.7 and 5.8 in [21]. Consider
the estimation on 𝜔*,𝑠𝑇 first. According to ‖𝑋−𝐴𝑖‖ 6 𝐶ℎ, 𝑖 ∈ ℐ for any 𝑋 ∈ 𝜔𝑇 , we can use Lemmas 4.1 and 4.2
in [21] to show that

‖R𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 ) 6 𝐶ℎ2‖u‖PH2(𝜔𝑇 ), 𝑠 = ±, ∀𝑖 ∈ ℐ. (4.20)

Because of (4.7), we have ‖𝑀𝑠(̃︀𝑌𝑖)−𝑀
𝑠‖ 6 𝐶ℎ, 𝑖 ∈ ℐ, 𝑠 = ±, and thus

‖E𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 ) 6 𝐶‖(𝐴𝑖 − ̃︀𝑌𝑖)‖‖𝑀𝑠(̃︀𝑌𝑖)−𝑀
𝑠‖‖∇u𝑠‖𝐿2(𝜔*,𝑠

𝑇 ) 6 𝐶ℎ2‖u‖PH2(𝜔𝑇 ). (4.21)

Using (4.7) again, for 𝑖 ∈ ℐ, 𝑠 = ±, we have

‖F𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 ) 6 𝐶‖̃︀𝑌𝑖 − ̃︀𝑌 ⊥
𝑖 ‖‖𝑀

𝑠 − 𝐼4‖‖∇u𝑠‖𝐿2(𝜔*,𝑠
𝑇 ) 6 𝐶ℎ2‖u‖PH2(𝜔𝑇 ). (4.22)

By applying the estimates given in (4.20)–(4.22) with the bounds for the IFE shape functions, i.e.,
|𝜑𝑖,𝑇 |𝑊 𝑘,∞(𝜔𝑇 ) 6 𝐶ℎ−𝑘, 𝑘 = 1, 2 given by Theorem 5.2 in [21] to the multi-point Taylor expansions (4.8)
and (4.9), we have

‖𝜕𝑥𝑑
(𝐼ℎ,𝑇 u− u)‖𝐿2(𝜔*,𝑠

𝑇 ) 6 𝐶ℎ−1

⎛⎝∑︁
𝑖∈ℐ𝑠′

(‖E𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 ) + ‖F𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 )) +
∑︁
𝑖∈ℐ

‖R𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 )

⎞⎠
6 𝐶ℎ‖u‖PH2(𝜔𝑇 ), 𝑑 = 1, 2, 𝑠 = ±, (4.23)

‖𝜕𝑥𝑑𝑥𝑑′ (𝐼ℎ,𝑇 u− u)‖𝐿2(𝜔*,𝑠
𝑇 ) 6 𝐶ℎ−2

⎛⎝∑︁
𝑖∈ℐ𝑠′

(‖E𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 ) + ‖F𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 )) +
∑︁
𝑖∈ℐ

‖R𝑠
𝑖‖𝐿2(𝜔*,𝑠

𝑇 )

⎞⎠
+ ‖𝜕𝑥𝑑𝑥𝑑′u‖𝐿2(𝜔*,𝑠

𝑇 ) 6 𝐶‖u‖PH2(𝜔𝑇 ), 𝑑, 𝑑′ = 1, 2, 𝑠 = ±. (4.24)

For the estimation on 𝜔*𝑇 , following the same arguments used for Lemma 4.3 and Theorem 5.8 in [21] and
using the estimate |𝜔*𝑇 | 6 𝐶ℎ3, ‖𝑋 −𝐴𝑖‖ 6 𝐶ℎ, ∀𝑋 ∈ 𝜔𝑇 , we can prove

‖̃︀R𝑖‖𝐿2(𝜔*𝑇 ) 6 𝐶ℎ2‖u‖PW1,6(𝜔𝑇 ),

and ‖𝜕𝑥𝑑
u‖𝐿2(𝜔*𝑇 ) 6 𝐶ℎ‖u‖PW1,6(𝜔𝑇 ), ‖𝜕𝑥𝑑𝑥𝑑′u‖𝐿2(𝜔*𝑇 ) 6 𝐶‖u‖PW1,6(𝜔𝑇 ), (4.25)

where we have used the fact that 𝐻2(𝜔𝑠
𝑇 ) ⊆ 𝑊 1,6(𝜔𝑠

𝑇 ), 𝑠 = ±. Then, by the multi-point Taylor expansions
(4.10) and (4.11) and using the bounds for the IFE shape functions again, we obtain

‖𝜕𝑥𝑑
(𝐼ℎ,𝑇 u− u)‖𝐿2(𝜔*𝑇 ) 6 𝐶ℎ−1

(︃∑︁
𝑖∈ℐ

‖̃︀R𝑖‖𝐿2(𝜔*𝑇 )

)︃
+ ‖𝜕𝑥𝑑

u‖𝐿2(𝜔*𝑇 ) 6 𝐶ℎ‖u‖PW1,6(𝜔𝑇 ), (4.26)

‖𝜕𝑥𝑑𝑥𝑑′ (𝐼ℎ,𝑇 u− u)‖𝐿2(𝜔*𝑇 ) 6 𝐶ℎ−2

(︃∑︁
𝑖∈ℐ

‖̃︀R𝑖‖𝐿2(𝜔*𝑇 )

)︃
+ ‖𝜕𝑥𝑑𝑥𝑑′u‖𝐿2(𝜔*𝑇 )

6 𝐶(‖u‖PW1,6(𝜔𝑇 ) + ‖u‖PH2(𝜔𝑇 )), 𝑑, 𝑑′ = 1, 2. (4.27)

Finally, (4.19) follows from (4.23), (4.24), (4.26) and (4.27). �
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Using the Patch Assumption and the estimate (4.19), we can estimate the interpolation errors on interface
edges as follows.

Theorem 4.2. Assume the mesh 𝒯ℎ is sufficiently fine and satisfies the Patch Assumption. Then, there exists
a constant 𝐶 independent of the relative interface location such that the following estimate holds:∑︁

𝑒∈ℰ̊𝑖
ℎ

‖{𝜎(u− 𝐼ℎu)}n𝑒‖𝐿2(𝑒) 6 𝐶ℎ1/2‖u‖PH2(Ω), ∀u ∈ PH2(Ω). (4.28)

Proof. For each 𝑇 ∈ 𝒯 𝑖
ℎ , let 𝑒 ∈ ℰ̊ 𝑖

ℎ be one interface edge of 𝑇 and let 𝑒𝑠 = 𝑒∩Ω𝑠, 𝑠 = ±. According to the Patch
Assumption, there exist triangles 𝑇 𝑠

𝑒 inside the patch 𝜔𝑇 of 𝑇 with 𝑒𝑠 as one of its edge such that 𝑇 𝑠
𝑒 ⊂ Ω𝑠 and

𝐶1ℎ 6 |𝑇 𝑠
𝑒 |/|𝑒𝑠|. Then, we apply the standard trace inequality on 𝑇 𝑠

𝑒 and use the estimate in (4.19) to obtain

‖∇(𝐼ℎ,𝑇 u− u)‖𝐿2(𝑒𝑠) 6 𝐶|𝑒𝑠|1/2/|𝑇 𝑠
𝑒 |1/2

(︀
‖∇(𝐼ℎ,𝑇 u− u)‖𝐿2(𝑇 𝑠

𝑒 ) + ℎ‖∇2(𝐼ℎ,𝑇 u− u)‖𝐿2(𝑇 𝑠
𝑒 )

)︀
6 𝐶ℎ1/2

(︀
‖u‖PH2(𝜔𝑇 ) + ‖u‖PW1,6(𝜔𝑇 )

)︀
.

(4.29)

For each 𝑒 ∈ ℰ̊ 𝑖
ℎ, let 𝑇 1

𝑒 and 𝑇 2
𝑒 be the two interface elements sharing 𝑒, then (4.29) implies∑︁

𝑒∈ℰ̊𝑖
ℎ

‖{𝜎(u− 𝐼ℎu)}n𝑒‖𝐿2(𝑒) 6 𝐶
∑︁
𝑒∈ℰ̊𝑖

ℎ

(︀
‖∇(𝐼ℎ,𝑇 1

𝑒
u− u)‖𝐿2(𝑒) + ‖∇(𝐼ℎ,𝑇 1

𝑒
u− u)‖𝐿2(𝑒)

)︀
6 𝐶ℎ1/2

∑︁
𝑒∈ℰ̊𝑖

ℎ

∑︁
𝑗=1,2

(︁
‖u‖PH2(𝜔

𝑇
𝑗
𝑒
) + ‖u‖PW1,6(𝜔

𝑇
𝑗
𝑒
)

)︁
6 𝐶ℎ1/2(‖u‖PH2(Ω) + ‖u‖PW1,6(Ω)),

(4.30)

where we have used the finite overlapping property of 𝜔𝑇 , 𝑇 ∈ 𝒯 𝑖
ℎ . Finally, we obtain (4.28) by applying the

standard imbedding inequality ‖𝑤‖𝑊 1,6(Ω𝑠) 6 𝐶‖𝑤‖𝐻2(Ω𝑠) [43], ∀𝑤 ∈ 𝑊 1,6(Ω𝑠), 𝑠 = ± to (4.30) with 𝑤 = 𝑢1

and 𝑢2. �

Now we are ready to gauge the error in the IFE interpolation by the energy norm |||·|||ℎ.

Theorem 4.3. Assume the mesh 𝒯ℎ is sufficiently fine and satisfies the Patch Assumption. Then there exists
a constant 𝐶 independent of the interface location such that the following estimate holds:

|||𝐼ℎu− u|||ℎ 6 𝐶ℎ‖u‖PH2(Ω), ∀u ∈ PH2(Ω). (4.31)

Proof. According to the interpolation error estimation in terms of 𝐻1 norm given by Theorem 5.9 in [21], we
directly have ∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

2𝜇‖𝜖(𝐼ℎu− u)‖2d𝑋 +
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

𝜆‖∇ · (𝐼ℎu− u)‖2d𝑋 6 𝐶ℎ2‖u‖2PH2(Ω). (4.32)

In addition, since 𝐼ℎu− u ∈
[︀
𝐻1(𝑇 )

]︀2 for each interface element 𝑇 ∈ 𝒯 𝑖
ℎ , we apply the trace inequality and

the approximation capability of Theorem 5.9 in [21] to obtain∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

‖ℎ−1/2[𝐼ℎu− u]‖2d𝑠 6 𝐶ℎ−1
∑︁
𝑒∈ℰ̊𝑖

ℎ

∑︁
𝑗=1,2

‖(𝐼ℎu− u)|𝑇 𝑗
𝑒
‖2𝐿2(𝑒)

6 𝐶ℎ−2
∑︁
𝑒∈ℰ̊𝑖

ℎ

∑︁
𝑗=1,2

(︁
‖𝐼ℎu− u‖2

𝐿2(𝑇 𝑗
𝑒 )

+ ℎ2‖∇(𝐼ℎu− u)‖2
𝐿2(𝑇 𝑗

𝑒 )

)︁
6 𝐶ℎ−2

(︁
‖𝐼ℎu− u‖2𝐿2(Ω) + ℎ2‖∇(𝐼ℎu− u)‖2𝐿2(Ω)

)︁
6 𝐶ℎ2‖u‖2PH2(Ω),

(4.33)
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where 𝑇 1
𝑒 and 𝑇 2

𝑒 are the two elements sharing the interface edge 𝑒. Finally, estimate (4.31) follows from applying
(4.33), (4.32) and Theorem 4.2 to |||𝐼ℎu− u|||ℎ according to the definition of |||·|||ℎ given in (4.2). �

5. Errors estimation for the PPIFE method

In this section, we show that the IFE solution generated by the PPIFE scheme (2.17) can converge to the
exact solution of the interface problem (1.1a)–(1.1e) with optimal convergence rates in terms of the polynomial
space involved in the corresponding IFE spaces. First of all, we show that |||·|||ℎ in (4.2) is a norm of the space Vℎ.

Lemma 5.1. |||·|||ℎ is a norm of Vℎ.

Proof. It is obvious that |||·|||ℎ is a semi-norm of the space Vℎ; hence, we only need to show that |||v|||ℎ ̸= 0
for every nonzero v ∈ Vℎ. Suppose |||v|||ℎ = 0 for some v ∈ Vℎ(Ω), then ‖𝜖(v)‖𝐿2(𝑇 ) = 0 for every 𝑇 ∈ 𝒯ℎ.
Thus, by direct application of calculus, v = p𝑇 + 𝑞𝑇 (−𝑥2, 𝑥1)𝑇 on each non-interface element 𝑇 ∈ 𝒯 𝑛

ℎ , and
v = p𝑠

𝑇 +𝑞𝑠
𝑇 (−𝑥2, 𝑥1)𝑇 on 𝑇 𝑠, 𝑠 = ± on each interface element 𝑇 ∈ 𝒯 𝑖

ℎ , where 𝑞𝑇 , 𝑞𝑠
𝑇 and p𝑇 = (𝑝1

𝑇 , 𝑝2
𝑇 )𝑇 , p𝑠

𝑇 =
(𝑝𝑠,1

𝑇 , 𝑝𝑠,2
𝑇 )𝑇 are some constants (vectors). The continuity on interior non-interface edges and ‖ℎ−1/2[v]‖ = 0 on

every 𝑒 ∈ ℰ̊ 𝑖
ℎ yield that p𝑇 = p𝑠

𝑇 = p and 𝑞𝑇 = 𝑞𝑠
𝑇 = 𝑞 for all the elements 𝑇 ∈ 𝒯ℎ for some constant 𝑞 and

vector p. Since v|𝜕Ω𝐷
= 0, we have p = 0, 𝑞 = 0 and thus v = 0 on Ω. �

Then, we show the coercivity and continuity for the bilinear form 𝑎ℎ(·, ·) defined by (2.15) in terms of the
norm |||·|||ℎ.

Theorem 5.2. For 𝜃 = −1, 1 or 0, the following inequality holds for 𝜌 sufficiently large:

𝑎ℎ(v,v) >
1
2
|||v|||2ℎ, ∀v ∈ Sℎ(Ω), (5.1)

which implies that the bilinear form 𝑎ℎ(·, ·) is coercive on Sℎ(Ω).

Proof. Letting u = v in (2.15), we have

𝑎ℎ(v,v) =
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

‖
√︀

2𝜇𝜖(v)‖2d𝑋 +
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

‖
√

𝜆∇ · v‖2d𝑋

+ (𝜃 − 1)
∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

{𝜎(v)n𝑒} · [v]d𝑠 +
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌

∫︁
𝑒

‖ℎ−1/2[v]‖2d𝑠. (5.2)

We only need to bound the third term in (5.2). For each interface edge 𝑒 ∈ ℰ̊ 𝑖
ℎ, let 𝑇 1

𝑒 and 𝑇 2
𝑒 be the interface

elements sharing 𝑒. Firstly, we note that the stress trace inequality in Theorem 3.3 yields

‖ℎ1/2{𝜎(v)n𝑒}‖2𝐿2(𝑒) 6
𝐶2

𝑡

2

∑︁
𝑖=1,2

(︁
‖
√︀

2𝜇𝜖(v)‖2𝐿2(𝑇 𝑖
𝑒) + ‖

√
𝜆∇ · v‖2𝐿2(𝑇 𝑖

𝑒)

)︁
. (5.3)

Then, by (5.3), Hölder’s inequality, and Young’s inequality, we have∫︁
𝑒

{𝜎(v)n𝑒} · [v]d𝑠 6 ‖{𝜎(v)n𝑒}‖𝐿2(𝑒)‖ℎ−1/2[vℎ]‖𝐿2(𝑒)

6
𝐶𝑡

2

⎛⎝∑︁
𝑖=1,2

‖
√︀

2𝜇𝜖(v)‖𝐿2(𝑇 𝑖
𝑒) + ‖

√
𝜆∇ · v‖𝐿2(𝑇 𝑖

𝑒)

⎞⎠ ‖ℎ−1/2[vℎ]‖𝐿2(𝑒) (5.4)

6
𝛼

2

⎛⎝∑︁
𝑖=1,2

‖
√︀

2𝜇𝜖(v)‖2𝐿2(𝑇 𝑖
𝑒) + ‖

√
𝜆∇ · v‖2𝐿2(𝑇 𝑖

𝑒)

⎞⎠+
𝐶2

𝑡

2𝛼
‖ℎ−1/2[vℎ]‖2𝐿2(𝑒),
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where 𝛼 > 0 and the constant 𝐶𝑡 is from the the trace inequality in Theorem 3.3. Since |𝜃 − 1| ≤ 2, substituting
(5.4) into (5.2) leads to

𝑎ℎ(v,v) > (1− 𝛼)

(︃∑︁
𝑇∈𝒯

‖
√︀

2𝜇𝜖(v)‖2𝐿2(𝑇 ) +
∑︁

𝑇∈𝒯ℎ

‖
√

𝜆∇ · v‖2𝐿2(𝑇 )

)︃

+
∑︁
𝑒∈ℰ̊𝑖

ℎ

(︂
𝜌− 𝐶2

𝑡

𝛼

)︂
‖ℎ−1/2[v]‖2𝐿2(𝑒). (5.5)

Then, by adding and subtracting
∑︀

𝑒∈ℰ̊𝑖
ℎ

𝜌−1‖{𝜎(v)n𝑒}‖2𝐿2(𝑒) in (5.5), and applying (5.3), we have

𝑎ℎ(v,v) >
(︂

1− 𝛼− 𝐶2
𝑡

𝜌

)︂(︃∑︁
𝑇∈𝒯

‖
√︀

2𝜇𝜖(v)‖2𝐿2(𝑇 ) +
∑︁

𝑇∈𝒯ℎ

‖
√

𝜆∇ · vℎ‖2𝐿2(𝑇 )

)︃

+
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌−1‖ℎ1/2{𝜎(v)n𝑒}‖2𝐿2(𝑒) +
∑︁
𝑒∈ℰ̊𝑖

ℎ

(︂
𝜌− 𝐶2

𝑡

𝛼

)︂
‖ℎ−1/2[v]‖2𝐿2(𝑒). (5.6)

Finally, by letting 𝛼 = 1/4 and 𝜌 ≥ 4𝐶2
𝑡 + 1/2 in (5.6), we have the coercivity (5.1). �

Remark 5.3. According to Theorem 3.3 and the proof above, for 𝑎ℎ(·, ·) in the SPPIFE, NPPIFE, and IPPIFE
methods to be coercive, it is sufficient to choose 𝜌 such that

𝜌 > 4 max
{︂

𝜇2
𝑀

𝜇𝑚
,
𝜆2

𝑀

𝜆𝑚

}︂ ̃︀𝐶2
𝑡 +

1
2
, (5.7)

where ̃︀𝐶𝑡 is independent of the interface location and Lamé parameters.

Theorem 5.4. There exists a constant 𝛽 ≤ 5 such that

𝑎ℎ(w,v) 6 𝛽|||w|||ℎ|||v|||ℎ,∀ w,v ∈ Vℎ, (5.8)

and this implies that the bilinear form 𝑎ℎ(·, ·) is continuous on Vℎ.

Proof. According to the definition (2.15), we have

𝑎ℎ(w,v) =
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

2𝜇𝜖(w) : 𝜖(v)d𝑋 +
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

𝜆(∇ ·w)(∇ · v)d𝑋

+ 𝜃
∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

{𝜎(v)n𝑒} · [w]d𝑠−
∑︁
𝑒∈ℰ̊𝑖

ℎ

∫︁
𝑒

{𝜎(w)n𝑒} · [v]d𝑠 +
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌

ℎ

∫︁
𝑒

[w] · [v]d𝑠.
(5.9)

Denote each term on the right in (5.9) by 𝑄𝑖, 𝑖 = 1, 2, · · · , 5. For 𝑄1, 𝑄2, the Hölder’s inequality directly
yields

|𝑄1| 6
∑︁

𝑇∈𝒯ℎ

‖
√︀

2𝜇𝜖(w)‖𝐿2(𝑇 )‖
√︀

2𝜇𝜖(v)‖𝐿2(𝑇 ) 6 |||w|||ℎ |||v|||ℎ, (5.10)

|𝑄2| 6
∑︁

𝑇∈𝒯ℎ

‖
√

𝜆(∇ ·w)‖𝐿2(𝑇 )‖
√

𝜆(∇ · v)‖𝐿2(𝑇 ) 6 |||w|||ℎ |||v|||ℎ. (5.11)

For 𝑄3, 𝑄4 and 𝑄5, a similar argument yields

|𝑄3| 6
∑︁
𝑒∈ℰ̊𝑖

ℎ

‖{𝜎(v)n𝑒}‖𝐿2(𝑒) ‖[w]‖𝐿2(𝑒)
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6

⎛⎝∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌−1‖ℎ1/2{𝜎(v)n𝑒}‖2𝐿2(𝑒)

⎞⎠1/2⎛⎝∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌‖ℎ−1/2[w]‖2𝐿2(𝑒)

⎞⎠1/2

6 |||w|||ℎ|||v|||ℎ, (5.12)

|𝑄4| 6
∑︁
𝑒∈ℰ̊𝑖

ℎ

‖{𝜎(w)n𝑒}‖𝐿2(𝑒) ‖[v]‖𝐿2(𝑒)

6

⎛⎝∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌−1‖ℎ1/2{𝜎(w)n𝑒}‖2𝐿2(𝑒)

⎞⎠1/2⎛⎝∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌‖ℎ−1/2[v]‖2𝐿2(𝑒)

⎞⎠1/2

6 |||w|||ℎ|||v|||ℎ, (5.13)

|𝑄5| 6
∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌1/2‖ℎ−1/2[v]‖𝐿2(𝑒) 𝜌1/2‖ℎ−1/2[w]‖𝐿2(𝑒)

6

⎛⎝∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌‖ℎ−1/2[v]‖2𝐿2(𝑒)

⎞⎠1/2 ⎛⎝∑︁
𝑒∈ℰ̊𝑖

ℎ

𝜌‖ℎ1/2[w]‖2𝐿2(𝑒)

⎞⎠1/2

6 |||v|||ℎ |||w|||ℎ. (5.14)

Then, (5.8) follows form applying (5.10)–(5.14) to (5.9). �

We note that the coercivity guarantees the existence and uniqueness of the solution uℎ determined by the
PPIFE scheme (2.17). Now, we present error estimation for the IFE solution uℎ, and we first consider the error
bound in the energy norm |||·|||ℎ.

Theorem 5.5. Assume u ∈ PH2(Ω) is the exact solution to the elasticity interface problem (1.1a)–(1.1e),
and let uℎ be the corresponding SPPIFE/NPPIFE/IPPIFE solution defined by (2.17) with 𝜌 sufficiently large
according to (5.7) on a Cartesian triangular or rectangular mesh 𝒯ℎ whose mesh size is sufficiently small. Then
there exists a constant 𝐶 such that

|||u− uℎ|||ℎ 6 𝐶ℎ‖u‖PH2(Ω). (5.15)

Proof. By (2.14) and (2.17), we have

𝑎ℎ(uℎ − 𝐼ℎu,v) = 𝑎ℎ(u− 𝐼ℎu,v), ∀v ∈ Sℎ(Ω). (5.16)

Let 𝜌 be large enough such that (5.7) is satisfied. Then, letting v = uℎ − 𝐼ℎu in (5.16), by the coercivity
(5.1) and boundedness (5.8) of the bilinear form 𝑎ℎ(·, ·), we have

1
2
|||uℎ − 𝐼ℎu|||2ℎ 6 𝑎ℎ(uℎ − 𝐼ℎu,uℎ − 𝐼ℎu) = 𝑎ℎ(u− 𝐼ℎu,uℎ − 𝐼ℎu)

6 𝛽|||u− 𝐼ℎu|||ℎ |||uℎ − 𝐼ℎu|||ℎ, (5.17)

which leads to |||uℎ − 𝐼ℎu|||ℎ6 2𝛽|||u− 𝐼ℎu|||ℎ. Hence, for the IFE solution uℎ generated by the SPPIFE/
NPPIFE/IPPIFE scheme, by the triangle inequality and estimate (4.31), we have

|||u− uℎ||| 6 |||u− 𝐼ℎu|||ℎ + |||uℎ − 𝐼ℎu|||ℎ 6 (1 + 2𝛽)|||u− 𝐼ℎu|||ℎ 6 𝐶ℎ‖u‖PH2(Ω),

which proves the error estimate (5.15). �

Next, we derive the error estimate in 𝐿2 norm with the standard duality argument.
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Theorem 5.6. Under the condition of Theorem 5.5, there exists a constant 𝐶 such that

‖u− uℎ‖𝐿2(Ω) 6 𝐶ℎ2‖u‖PH2(Ω). (5.18)

Proof. According to the regularity of elasticity interface problem in [34], we can define an auxiliary function
𝜔 = (𝜔1, 𝜔2)𝑇 ∈ PH2(Ω) that is the solution to (1.1a)–(1.1e) with the right hand side f replaced by the error
u− uℎ. Since u− uℎ ∈ Vℎ, a similar derivation to (2.11) and (2.12) yields

‖u− uℎ‖2𝐿2(Ω) =
∫︁

Ω

(div 𝜎(𝜔)) · (u− uℎ)d𝑋 = 𝑎ℎ(𝜔,u− uℎ). (5.19)

Let 𝐼ℎ𝜔 ∈ Sℎ(Ω) be the IFE interpolation of 𝜔. Since 𝑎ℎ(𝐼ℎ𝜔,u − uℎ) = 0, we have 𝑎ℎ(𝜔,u − uℎ) =
𝑎ℎ(𝜔 − 𝐼ℎ𝜔,u− uℎ). Then the boundedness of the bilinear form 𝑎ℎ(·, ·) leads

‖u− uℎ‖2𝐿2(Ω) = 𝑎ℎ(𝜔,u− uℎ) = 𝑎ℎ(𝜔 − 𝐼ℎ𝜔,u− uℎ) 6 𝛽|||𝜔 − 𝐼ℎ𝜔|||ℎ |||u− uℎ|||ℎ. (5.20)

In addition, since 𝜔 = (𝜔1, 𝜔2)𝑇 ∈ PH2(Ω), we can apply the estimate for the IFE interpolation (4.31) to
have

|||𝜔 − 𝐼ℎ𝜔|||ℎ 6 𝐶ℎ‖𝜔‖PH2(Ω) 6 𝐶ℎ‖u− uℎ‖𝐿2(Ω). (5.21)

Finally, by applying (5.21) and Theorem 5.5 to (5.20), we have

‖u− uℎ‖2𝐿2(Ω) 6 𝐶ℎ2‖u− uℎ‖𝐿2(Ω)‖u‖PH2(Ω), (5.22)

which leads to the estimate in (5.18). �

6. Numerical examples

In this section, we present a group of numerical results that corroborate the error analysis presented in the
previous section. In these numerical experiments, a Cartesian mesh for the domain Ω = (−1, 1) × (−1, 1) is
formed by cutting Ω into 𝑁 ×𝑁 squares with the mesh size ℎ = 2/𝑁 . We generate the numerical results with
the bilinear SPPIFE (𝜃 = −1) method using 𝜌 = 30 max𝑠=±{𝜆𝑠, 𝜇𝑠} and the classic IFE method [21, 35] on a
sequence of meshes, and we estimate the convergence rates of the errors computed on every two consecutive
meshes in terms of the 𝐿∞ norm, 𝐿2 norm, and 𝐻1 semi-norm.

In the first two numerical examples, we aim to compare the proposed PPIFE method and the classic IFE
method for solving the linear elasticity interface problems. Recall from [21, 35], the classic IFE solution uℎ is
defined by the following discretized variational form:∑︁

𝑇∈𝒯ℎ

(︂∫︁
𝑇

2𝜇𝜖(uℎ) : 𝜖(vℎ)d𝑋 + 𝜆(∇ · uℎ)(∇ · vℎ)d𝑋

)︂
=
∑︁

𝑇∈𝒯ℎ

∫︁
𝑇

f · vℎd𝑋, ∀vℎ ∈ Sℎ(Ω). (6.1)

We note that the proposed PPIFE method (2.15)–(2.17) is different from the classic IFE method (6.1)
mainly because of those terms involving line integrals on interface edges added in (2.15) for dealing with the
discontinuity of IFE functions.

Example 6.1. We consider a simple interface problem in which the interface is a line Γ : 𝑥1 + 𝑥2 − 2𝜋/3 = 0
cuts Ω into two sub-domains Ω− : 𝑥1 + 𝑥2 − 1.5/𝜋 < 0 and Ω+ : 𝑥1 + 𝑥2 − 1.5/𝜋 > 0. The exact solution is also
a linear vector function given by

u𝑠(𝑋) =

{︃
(𝑥1 + 𝑥2 − 1.5/𝜋) /𝜆𝑠,

(𝑥1 + 𝑥2 − 1.5/𝜋) /𝜆𝑠,
on Ω𝑠, 𝑠 = ±, (6.2)



20 R. GUO ET AL.

Table 1. Errors of classic IFE solutions for 𝜆− = 𝜇− = 1, 𝜆+ = 𝜇+ = 10 for Example 6.1.

ℎ ‖u− uℎ‖𝐿∞(Ω) ‖u− uℎ‖𝐿2(Ω) |u− uℎ|PH1(Ω)

1/2 8.0840e-02 7.7812e-02 2.2946e-01
1/4 1.8265e-03 1.1554e-03 6.3312e-03
1/8 1.6146e-03 8.8800e-04 8.2845e-03

Table 2. Errors of SPPIFE solutions for 𝜆− = 𝜇− = 1, 𝜆+ = 𝜇+ = 10 for Example 6.1.

ℎ ‖u− uℎ‖𝐿∞(Ω) ‖u− uℎ‖𝐿2(Ω) |u− uℎ|PH1(Ω)

1/2 4.4409e-16 4.5269e-16 8.8509e-16
1/4 3.9968e-15 3.1617e-15 1.0767e-14
1/8 1.7208e-15 1.1623e-15 5.4891e-15

with 𝜆− = 𝜇− = 1 and 𝜆+ = 𝜇+ = 10, by which the boundary condition and body force in the interface problem
are determined. We note that the function (6.2) is in the corresponding elasticity IFE space. Compared to the
obvious errors of the classic IFE method, the SPPIFE method can produce accurate results, i.e., the SPPIFE
solution is exactly the function (6.2), see the results in Tables 1 and 2. We believe this is the consequence of the
consistence of the PPIFE method, i.e. if the exact solution u to the interface problem is such that u ∈ PH2(Ω),
then 𝑎ℎ(u− uℎ,vℎ) = 0, ∀vℎ ∈ Sℎ(Ω).

Example 6.2. We consider a benchmark example from [46] which has been used in other articles such as [7,28].
This example has a circular interface described by the zero level set: 𝑥2

1 + 𝑥2
2 = 𝑎2 that separates the domain Ω

into two sub-domains Ω− : 𝑥2
1 + 𝑥2

2 < 𝑎2 and Ω+ : 𝑥2
1 + 𝑥2

2 > 𝑎2. On Ω, the displacement is defined in the polar
coordinates i.e., u = (𝑢𝑟, 𝑢𝜃)𝑇 , where 𝑢𝑟 and 𝑢𝜃 represent the radial component and circumferential component,
respectively. Then the exact solution is given by 𝑢𝜃 = 0 and

𝑢𝑟(𝑟) =

⎧⎨⎩
(︁(︁

1− 𝑏2

𝑎2

)︁
𝑐 + 𝑏2

𝑎2

)︁
, on Ω−,(︁

𝑟 − 𝑏2

𝑟

)︁
𝑐 + 𝑏2

𝑟 , on Ω+,
(6.3)

with

𝑐 =
(𝜆− + 𝜇− + 𝜇+)𝑏2

(𝜆+ + 𝜇+)𝑎2 + (𝜆− + 𝜇−)(𝑏2 − 𝑎2) + 𝜇+𝑏2
· (6.4)

Also, the body force in Ω and the boundary displacement on 𝜕Ω are generated according to (6.3). We
choose 𝑎 = 𝜋/8 and 𝑏 = 2 in (6.3) and (6.4), and employ the same Lamé parameters used by [7, 28, 46] in our
computation: 𝜆− = 𝜇− = 0.4 in Ω− and 𝜆+ = 5.7692, 𝜇+ = 3.8461 in Ω+, which correspond to the Young’s
modules 𝐸− = 1, 𝜈− = 0.25 and 𝐸+ = 10, 𝜈+ = 0.3.

The data in Table 3 indicates a sub-optimal convergence of the classic IFE method. Nevertheless, according
to Table 4, the SPPIFE method converges optimally in both the 𝐿2 norm and semi-𝐻1 norm. The data in
Table 4 indicates that the convergence of the SPPIFE method in the 𝐿∞ norm might deteriorate when the
mesh becomes finer, but it is much better than the classic IFE method.

In summary, according to the two examples above, because those edge integral terms contribute favorably to
the accuracy of the numerical solution and the related error estimation, the proposed PPIFE method is superior
to the classic IFE method in the literature [21,35].
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Table 3. Errors of the classic IFE solutions for 𝜆− = 𝜇− = 0.4, 𝜆+ = 5.7692 and 𝜇+ = 3.8461
for Example 6.2.

ℎ ‖u− uℎ‖𝐿∞(Ω) Rate ‖u− uℎ‖𝐿2(Ω) Rate |u− uℎ|PH1(Ω) Rate

1/10 8.0609E-2 4.6267E-2 6.5199E-1
1/20 6.7026E-2 0.2662 2.0816E-2 1.1523 5.7409E-1 0.1836
1/40 5.3065E-2 0.3369 7.9983E-3 1.3799 3.9965E-1 0.5225
1/80 3.7741E-2 0.4917 3.5784E-3 1.1604 3.5914E-1 0.1542
1/160 1.7209E-2 1.1329 1.4183E-3 1.3352 2.5530E-1 0.4923
1/320 9.3939E-3 0.8734 5.5905E-4 1.3431 1.7710E-1 0.5277
1/640 5.0778E-3 0.8875 2.5381E-4 1.1393 1.3084E-1 0.4367

Table 4. Errors of SPPIFE solutions for 𝜆− = 𝜇− = 0.4, 𝜆+ = 5.7692 and 𝜇+ = 3.8461 for
Example 6.2.

ℎ ‖u− uℎ‖𝐿∞(Ω) Rate ‖u− uℎ‖𝐿2(Ω) Rate |u− uℎ|PH1(Ω) Rate

1/10 6.9597E-2 3.5335E-2 4.6843E-1
1/20 2.1967E-2 1.6637 8.2012E-3 2.1072 2.1572E-1 1.1187
1/40 4.9360E-3 2.1539 2.1165E-3 1.9542 1.0506E-1 1.0379
1/80 1.7577E-3 1.4897 5.1717E-4 2.0329 5.0728E-2 1.0504
1/160 4.9811E-4 1.8191 1.1584E-4 2.1585 2.3756E-2 1.0945
1/320 1.3869E-4 1.8446 2.7700E-5 2.0642 1.1531E-2 1.0428
1/640 3.8867E-5 1.8353 6.9254E-6 1.9999 5.7069E-3 1.0147

Figure 4. A star shape interface.

Example 6.3. In this example, we demonstrate the performance of the proposed PPIFE method for a problem
whose interface has a more sophisticated geometry. We consider an interface curve with a star shape as shown
in Figure 4. The level set function for this curve is given by

𝑆(𝑥1, 𝑥2) = (𝑥2
1 + 𝑥2

2)2(1 + 0.4 sin(6 arctan(𝑥2/𝑥1)). (6.5)
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Table 5. Errors of SPPIFE solutions for 𝜆− = 𝜇− = 1, 𝜆+ = 𝜇+ = 1000 for Example 6.3.

ℎ ‖u− uℎ‖𝐿∞(Ω) Rate ‖u− uℎ‖𝐿2(Ω) Rate |u− uℎ|PH1(Ω) Rate

1/10 8.5684e-2 7.9540e-2 4.8353e-1
1/20 3.3536e-2 1.3533 2.8597e-2 1.4758 2.7906e-1 0.7930
1/40 8.6925e-3 1.9479 6.1476e-3 2.2177 1.2137e-1 1.2012
1/80 2.0665e-3 2.0726 1.2462e-3 2.3025 5.9253e-2 1.0345
1/160 6.6198e-4 1.6423 2.9038e-4 2.1015 2.8375e-2 1.0623
1/320 1.9428e-4 1.7686 6.8241e-5 2.0892 1.3815e-2 1.0384
1/640 5.4314e-5 1.8387 1.5204e-5 2.1662 6.7626e-3 1.0306

Then the interface Γ : 𝑆(𝑥1, 𝑥2) = 0 partitions Ω into Ω− : 𝑆(𝑥1, 𝑥2) < 0 and Ω+ : 𝑆(𝑥1, 𝑥2) > 0, and the
exact solution is given by

u(𝑥1, 𝑥2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

[︃
𝑢−1 (𝑥1, 𝑥2)
𝑢−2 (𝑥1, 𝑥2)

]︃
=

[︃
𝑆(𝑥1,𝑥2)

𝜆−
𝑆(𝑥1,𝑥2)

𝜆−

]︃
if 𝑋 ∈ Ω−,

[︃
𝑢+

1 (𝑥1, 𝑥2)
𝑢+

2 (𝑥1, 𝑥2)

]︃
=

[︃
𝑆(𝑥1,𝑥2)

𝜆+

𝑆(𝑥1,𝑥2)
𝜆+

]︃
if 𝑋 ∈ Ω+.

(6.6)

Again, the body force and boundary displacement are generated by (6.6). In addition, we consider the Lamé
parameters: 𝜆− = 𝜇− = 1 and 𝜆+ = 𝜇+ = 1000 which represent a fairly large difference in materials. The
numerical results are presented in Table 5 which clearly demonstrate the optimal convergence for the PPIFE
solutions.
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[41] S. Nicaise and A.-M. Sändig, Transmission problems for the laplace and elasticity operators: regularity and boundary integral
formulation. Math. Models Methods Appl. Sci. 9 (1999) 855–898.

[42] S.C. Reddy and L.N. Trefethen, Stability of the method of lines. Numer. Math. 62 (1992) 235–267.

[43] X. Ren and J. Wei, On a two-dimensional elliptic problem with large exponent in nonlinearity. Trans. Am. Math. Soc. 343
(1994) 749–763.

[44] B. Rivière, Discontinuous Galerkin methods for solving elliptic and parabolic equations. Theory and implementation. In: Vol. 35
of Frontiers in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA (2008).

https://arxiv.org/abs/1905.10012


24 R. GUO ET AL.

[45] J. Sokolowski and J.-P. Zolésio, Introduction to shape optimization: shape sensitivity analysis. In: Vol. 16 of Springer Series
in Computational Mathematics. Springer (1992).
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