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Abstract—This paper deals with the none-line-of-sight (NLOS) reception issue in the field of global navigation satellite system (GNSS). The NLOS reception has attracted a significant amount of attention because it is one of the main factors that limit the GNSS position accuracy in urban areas. In this work, we dig into the baseband signal processing level to explore a new solution to the NLOS detection and correction by means of the vector tracking loop (VTL). The NLOS effects on both conventional scalar tracking loops (STL) and VTL are derived mathematically. Based on this, an NLOS detection algorithm is developed using metrics such as the equivalent noise bandwidth, the time delay of multi-correlator peaks, as well as code discriminator outputs. Once detected, the NLOS-induced measurement error is corrected before being fed forward into the navigation estimator to improve the position accuracy. Two field tests in urban areas in Hong Kong are conducted to illustrate the effectiveness of the proposed method in real applications. The NLOS correction performance is also assessed using simulated NLOS receptions with controllable time delays and reflection coefficients, which reveals how the proposed algorithm performs in different NLOS scenarios.

I. INTRODUCTION

GLOBAL navigation satellite system (GNSS) has been extensively used in various applications including the instrumentation and measurement systems such as phasor measurement in electric distribution systems [1], telecommunications and informatics systems in vehicular application [2], and navigator in intelligent transportation systems [3]. The urban canyon, characterized by narrow streets and tall buildings, is one of the most challenging environments to a device equipped with GNSS receiver. An abundance of literature in the field of GNSS has been aimed at the accuracy improvement in urban canyons [4-8]. In such challenging environments, the line-of-sight (LOS) GNSS signals are easily blocked, whereas its reflected version can be received by the receiver antenna. This phenomenon is called the non-line-of-sight (NLOS) reception and is the object of this work.

Intuitively, the additional route that the NLOS signal transmits introduces a longer pseudorange measurement, and finally a position deviation [9]. From the perspective of ranging using pseudo-random-noise (PRN) codes (e.g., the GNSS), the distance between the satellite and the receiver is obtained by finding the propagation delay of the auto-correlation function (ACF) peak. The conventional delay lock loop (DLL) keeps equivalent outputs in the symmetrical early and late correlators. This working mechanism results in that the DLL will lock onto the NLOS signal continuously, therefore resulting in an extra propagation delay estimation. The ACF of NLOS reception in a conventional DLL-based receiver differs from that of LOS signals only in its magnitude, considering the reflection attenuation. Therefore, anti-multipath techniques that exploit the characteristic of the distorted ACF are not applicable to the NLOS reception issue [10].

Techniques that deal with the NLOS reception issue can be divided into three categories, as summarized in Table I with related literatures.

<table>
<thead>
<tr>
<th>Category</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mitigation</td>
<td>Antenna design, e.g., choke-ring antenna[11]</td>
</tr>
<tr>
<td></td>
<td>Consistency checking techniques, e.g., based on pseudorange residual and navigation solution [12-14]</td>
</tr>
<tr>
<td></td>
<td>Kalman filter-based innovation filtering [15]</td>
</tr>
<tr>
<td>Detection</td>
<td>Hardware-based techniques, e.g., array antenna [16], dual-polarization antenna [17], sky-pointing camera [18, 19]</td>
</tr>
<tr>
<td></td>
<td>Machine learning technique [20-23]</td>
</tr>
<tr>
<td></td>
<td>3D building model [20, 24-27]</td>
</tr>
<tr>
<td></td>
<td>Vector tracking loops (VTL) [28]</td>
</tr>
<tr>
<td>Correction</td>
<td>3D mapping-aided (3DMA) [24, 29], building height aided 3-dimensional light detection and ranging (3D LiDAR) [30], NLOS modeling [31]</td>
</tr>
</tbody>
</table>

The first category is mitigation, where any potentially contaminated measurements, including the NLOS reception, are directly removed or reduced without being clearly classified. A typical example of this method is the usage of choke-ring antenna [11], which gives low gains to satellites with low research was supported by the Hong Kong PolyU startup fund on the project 1-ZVKZ, “Navigation for Autonomous Driving Vehicle using Sensor Integration”.
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elevation angles. Compared to the antenna design, a more convenient and less expensive solution is the consistency checking [12–14]. The basic principle behind this technique is that NLOS measurements produce a less consistent pseudorange residual or navigation solution. Similar to the concept of receiver autonomous integrity monitoring (RAIM), the consistency checking fails in GNSS-challenging environments where a large proportion of the signals are NLOS contaminated [14]. Another similar technique used in a Kalman filter-based estimation algorithm is the innovation filtering, which compares the new measurements against predicted values based on the time-propagated navigation solution [15]. The performance of this technique highly relies on the navigation solution accuracy.

The second group is the NLOS reception detection, which tends to classify the received signals into different signal types, i.e., LOS/NLOS or/multipath signal. One way of using the signal type classification is simply discarding the faulty measurements [27], which, however, may reduce the satellite availability in deep urban areas. Another usage of the classification result is the well-known shadow matching algorithm [32]. Different from the conventional ranging based GNSS positioning, the shadow matching estimates the user position by comparing the measured and predicted satellite visibility with the aid of 3D building models. Various kinds of methods of distinguishing signal types are proposed. The hardware-based techniques include the assistance of dual-polarization antenna [17], sky-pointing camera [18, 19], etc. Machine learning technique has also been applied to classify signal types using features extracted from basic GNSS observables like satellite elevation angle and carrier-to-noise ratio [21, 23], and even at baseband signal processing level as reported in [22]. With the help of 3D building models, it is straightforward to determine the satellite visibility. In our previous work [28, 33], we proposed an innovative method of detecting the NLOS reception using vector tracking loops (VTL). The preliminary experiments show encouraging results of this method. However, there’s a lack of comprehensive and theoretical analysis on the principle behind this technique.

The third group is the NLOS-induced error correction. This kind of technique tries to use the NLOS path delay constructively. Range-based 3D mapping-aided positioning is a good example, where possible signal transmission routes including the reflected ones, are traced based on 3D building models [29]. This method provides an opportunity of obtaining the additional path delay of the reflected signal. The pseudorange bias can be corrected in the positioning stage. However, the high processing load is a great challenge for this method being applied to low-cost receivers. A novel 3D LiDAR-based method aided by building height information is proposed to detect and correct the NLOS-induced measurement error without the usage of ray-tracing simulation [30]. In [31], the NLOS-induced path delay is modeled as a function of elevation angle and the distance between the receiver and the building that reflected the NLOS signal. With this model, the NLOS-caused pseudorange measurement error can be corrected to avoid distorting the distribution of satellites and improve the position accuracy. However, this method still uses the ray-tracing algorithm which is computationally expensive.

In this paper, we dig into the baseband signal processing level to explore a new solution to the detection and correction of NLOS reception using VTL based on our previous work [28, 33], where preliminary experimental results have shown the effectiveness of this method. We extend the work by revealing the NLOS effect in the VTL mathematically, designing a reliable NLOS detection algorithm, and providing a quantitative performance assessment of this method.

Different from the conventional scalar tracking loop (STL)-based receiver, a VTL-based receiver jointly tracks all satellites via the navigation solution estimator, e.g., the commonly used extended Kalman filter (EKF). Benefitting from the interaction between different channels, the vector tracking loop shows superiority over the scalar tracking loop in terms of weak signal tracking [34, 35], immunity to interference and jamming [36, 37], dynamics tolerance [34], and the ability to bridge short signal outages [38]. Regarding the NLOS detection, the rationale behind this approach is that, the VTL closes the tracking loop using the navigation solution instead of the code tracking error, i.e., the code discriminator output. In another word, the VTL would not lock onto the NLOS signal given an accurate navigation solution using other healthy satellites and the receiver’s dynamics model. Therefore, the phase difference between the incoming NLOS signal and the local replica code would appear and remain during the NLOS reception period, which provides an opportunity of not only detecting the NLOS reception but also correcting the NLOS-induced error.

Compared to the abovementioned techniques, the NLOS detection and correction based on the advanced vector tracking loop can enhance the quality of measurements of GNSS-capable instruments in urban environment without any external aiding of instrumentation or software, which represents the main contribution of this paper.

The remainder of the paper is organized as follows. Section II provides the methodology used in this paper, including the NLOS signal model and the proposed vector tracking loop-based NLOS detection and correction algorithm. In section III, the proposed algorithm is assessed in a field test, with results being analyzed from various perspectives. This section also gives the performance analysis using simulated NLOS reception with controllable parameters. Section IV concludes the paper.

II. METHODOLOGY

In this section, we introduce the methodology used in this paper. Intermediate frequency (IF) NLOS signal model is analyzed first with a focus on its effect on code tracking in conventional scalar tracking loops. Subsequently, the proposed vector tracking loop-based NLOS detection and correction algorithm will be given, before which the vector tracking loop design and modelling, the VTL’s response to NLOS reception in terms of code auto-correlation function, and the concept of equivalent noise bandwidth of VTL are described in detail.
A. Signal Model

In this paper, we use the global positioning system (GPS) L1 C/A signal for analysis. The proposed method can be applied to other GNSS signals with proper modification. Assuming there’s no navigation bit transition in one coherent integration time interval, after the front-end filtering, down-conversion to intermediate frequency and sampling, the digitized GPS IF signal containing single NLOS reception is modeled as

\[
y(i) = \sum_{m=1}^{M} \left( A^m C^m \left(i - t^m\right) \cos \left( 2\pi \left( f^m_f + f^m_d \right)i + \varphi^m \right) \right) \\
+ \alpha^{\text{NLOS}} A' \cos \left( i - \tau^{\text{LOS},i} - \tau^{\text{NLOS}} \right) \cos \left( 2\pi \left( f^d_f + f^d_d \right)i + \varphi^d \right) \\
+ e(i)
\]

(1)

where \( y(i) \) is the IF signal sampled at time \( t = i \cdot T \); \( T \) is the sampling time interval in seconds; \( A^m \) is the signal amplitude of the \( m \)-th satellite; \( C(\cdot) \) is the pseudo random noise (PRN) code; \( t^m \) is the PRN code delay; \( f^m_f \) and \( \varphi \) are the frequency and initial phase of the IF in hertz and radians, respectively; \( f^d_d \) is the Doppler frequency in hertz; \( j \) is the NLOS satellite index; Superscripts “NLOS” and “LOS” denote the NLOS and LOS-related parameters, respectively; \( \alpha^{\text{NLOS}} \) is the NLOS reflection coefficient; \( \tau^{\text{NLOS}} \) is the additional code delay of the NLOS reception relative to the assumed LOS signal, and \( e(i) \) is the additive band-limited white Gaussian noise.

The NLOS effect on the code is much more than that on the carrier. Therefore, in the following analysis, we assume that the local carrier replica is perfectly aligned with the carrier in the incoming signal. In a typical GPS receiver, three code replicas, referred to as the early (E), prompt (P), and late (L) code replicas, with a spacing of 0.5 chip are created to correlate with the incoming code. The correlator outputs are integrated and dumped over one coherent integration time interval. Ignoring the noise, final correlator outputs will be generated as

\[
E(n) = \begin{cases} 
A^m \cdot R\left( t^m + d/2 \right) & \text{LOS} \\
\alpha^{\text{NLOS}} A' \cdot R\left( \tau^{\text{NLOS}} + d/2 \right) & \text{NLOS}
\end{cases}
\]

\[
P(n) = \begin{cases} 
A^m \cdot R\left( t^m \right) & \text{LOS} \\
\alpha^{\text{NLOS}} A' \cdot R\left( \tau^{\text{NLOS}} \right) & \text{NLOS}
\end{cases}
\]

\[
L(n) = \begin{cases} 
A^m \cdot R\left( \tau^m - d/2 \right) & \text{LOS} \\
\alpha^{\text{NLOS}} A' \cdot R\left( \tau^{\text{NLOS}} - d/2 \right) & \text{NLOS}
\end{cases}
\]

where \( R(\cdot) \) is the auto-correlation function of the PRN code

given in Appendix I. \( \tau^m = \bar{\tau}^m - \tau^m \) and \( \tau^\text{NLOS} = \bar{\tau}^\text{NLOS} - (\tau^{\text{LOS},i} + \tau^{\text{NLOS}}) \) are code phase differences between the local code replica and the received code for LOS and NLOS satellites, respectively, with \( \bar{\tau}^m \) and \( \tau^{\text{NLOS}} \) the estimated code delay for LOS and NLOS satellites, respectively. \( d \) is the correlator spacing between the early and the late code. The output of the code discriminator, normalized noncoherent early minus late envelope [39], is (see Appendix I for detailed derivation)

\[
\Delta \tau(n) = \frac{1}{2} \frac{E(n) - L(n)}{E(n) + L(n)} = \frac{1}{2} \frac{R(\tau, + d/2) - R(\tau, - d/2)}{R(\tau, + d/2) + R(\tau, - d/2)}
\]

\[
= -\frac{\tau}{T_c}, \quad -\frac{T_c}{2} \leq \tau \leq \frac{T_c}{2}
\]

where \( T_c \) is the chip duration, \( \tau \) the code phase difference between local code replica and the received code.

In the conventional STL-based receiver, the code tracking error, namely the code discriminator output, is filtered and fed back to the code numerical controlled oscillator (NCO) to adjust the phase of the local code replica, leading to equal outputs in the early and late correlators. In this way, both \( \tau^m \) and \( \tau^{\text{NLOS}} \) should fluctuate around zeros, and the estimated code delay for LOS and NLOS satellites are approximately \( \bar{\tau}^m \) and \( \bar{\tau}^{\text{NLOS}} \), respectively. Therefore, the NLOS-induced pseudorange measurement error is \( \tau^{\text{NLOS}} \) in chips and is theoretically unlimited.

In addition, the ACF of NLOS reception in a conventional DLL-based receiver differs from that of LOS signals only in its magnitude. Hence, it’s difficult for the STL to distinguish between LOS and NLOS signals from the perspective of the ACF shape. To solve this problem, we use the advanced GNSS signal tracking architecture, vector tracking loop, which is introduced in the next section.

B. Proposed Method of NLOS Detection and Correction

In this part, we present the proposed method of NLOS detection and correction. The system-level block diagram of the proposed method is shown in Fig. 1. GPS IF signal file is input to the vector tracking loop-based software-defined receiver (SDR). Code discriminator output and multi-correlator outputs are used for NLOS detection and correction. If detected, the NLOS-induced error correction will be input to the EKF for user position, velocity and time (PVT) estimation. Details of proposed method are given in the following subsections.
1) Vector Tracking Loop Design and Modelling

In conventional GPS receivers, each acquired satellite is allocated to an individual tracking channel. Each channel has two closed loops, one for code and one for carrier. The VTL-based receiver is shown in Fig. 2, where the carrier is still tracked using the conventional phase lock loop, while the code is tracked in the vector mode.

As shown in Fig. 2, in each channel, IF signals are first multiplied with locally generated carrier replica in both in-phase and quadrature arms. Correlation is then performed between the code replicas and the received ones. Afterwards, correlation results are integrated and dumped. The output of these integrations is used as the input to the carrier/code loop discriminator to find the phase error of the local carrier and code replicas. In each carrier loop, the carrier discriminator output is filtered and fed back to the carrier NCO. For the code tracking loop, code discriminator outputs of all channels are forwarded into the navigation processor for estimating the navigation solution. In this paper, the EKF is used. The output of the carrier loop filter, i.e., Doppler shift frequency information, is also fed into the EKF to help estimate the user velocity and clock drift.

The EKF estimates the navigation solution based on its system propagation and the measurements, which is described in detail in Appendix II. After obtaining the navigation solution, the pseudorange and its rate and the LOS vector between the receiver and the satellites are predicted using the satellite ephemeris data. Finally, the predicted pseudorange is used to control the code NCO frequency, which is fed back to close each channel. The local code replica frequency at epoch \( k \) is given by

\[
\hat{f}_{\text{code,}k} = f_{\text{CA}} \times \left(1 - \frac{\hat{\rho}_k^m - \rho_{k-1}^m}{c \cdot T_0}\right)
\]

(4)

\[
\hat{\rho}_k^m = \| \mathbf{p}_k - \mathbf{p}_0^m \| + \delta \hat{\rho}_k^m + \delta \hat{\rho}_k^c + \delta \hat{\rho}_k^I - \delta b_k
\]

(5)

where \( \hat{\rho}_k^m \) is the predicted pseudorange at epoch \( k \). \( \mathbf{p}_k \) and \( \mathbf{p}_0^m \) are the predicted receiver position and the satellite position at epoch \( k \), respectively. \( \delta \hat{\rho}_k^m \), \( \delta \hat{\rho}_k^c \), \( \delta \hat{\rho}_k^I \) and \( \delta b_k \) are pseudorange error corrections in meters due to satellite clock error, ionospheric and tropospheric delay, user clock error, respectively; \( f_{\text{CA}} \) is the nominal code chipping rate; \( c \) is the speed of light, and \( T_0 \) is the EKF update interval.

2) NLOS Effects on Vector Tracking Loop

In this part, we present the response to NLOS reception in the VTL and show the basic principle of using VTL to detect and correct NLOS reception. We have derived that the estimated code delay for the NLOS reception in the STL is the code delay of the blocked LOS signal plus the additional code
delay of the NLOS reception, i.e., \( t^{\text{LOS}} + t^{\text{NLOS}} \). In other words, the pseudorange measurement error is \( t^{\text{NLOS}} \times \epsilon_f / f_{\text{ca}} \) in meters. We will show VTL’s response to NLOS reception, based on which an effective NLOS detection and correction algorithm will be proposed.

To begin with, we rewrite (A24) in Appendix II, namely the update of the EKF state vector, \( \delta x_k \), in case of the occurrence of NLOS reception at epoch \( k \)

\[
\delta x_k^{\text{NLOS}} = \delta x_{k-1} + G_k^{\text{NLOS}} \gamma_k^{\text{NLOS}} \\
= \delta x_{k-1} + G_k^{\text{NLOS}} (\delta z_k^{\text{NLOS}} - H_k \delta x_{k-1})
\]

(6)

where \( G_k^{\text{NLOS}} \) is the Kalman filter gain during NLOS reception period; \( \gamma_k^{\text{NLOS}} = \delta z_k^{\text{NLOS}} - H_k \delta x_{k-1} \) is measurement innovation, where \( \delta z_k^{\text{NLOS}} \) is the measurements when NLOS reception occurs, and \( H_k \) is the measurement matrix given in the Appendix II. In the absence of NLOS reception, with an optimal Kalman gain, the measurement innovation sequence can be considered as a white noise sequence. When the NLOS reception occurs, the predicted error state \( H_k \delta x_{k-1} \) retains almost unchanged given an accurate estimated position using other healthy satellites and the user dynamics model. As a result, the measurement innovation sequence would deviate from the zeros, which provides an opportunity for detecting the NLOS reception.

From the perspective of signal tracking, the replica code phase would always be aligned with direct signal, although it is blocked in reality. Hence, the estimated code replica phase in VTL should ideally be the code delay of the blocked LOS signal, i.e., \( \tau^{\text{LOS}, j} \). Therefore, the code discriminator output is

\[
\Delta \tau^{\text{NLOS}} (n) = \frac{1}{2} E^{\text{NLOS}}(n) - E^{\text{NLOS}}(n) + \frac{1}{2} \left( R \left( \tau^{\text{NLOS}}(n) - \tau^{\text{LOS}, j}(n) \right) + d/2 \right) - \frac{1}{2} \left( R \left( \tau^{\text{NLOS}}(n) - \tau^{\text{LOS}, j}(n) \right) - d/2 \right)
\]

\[
= - \frac{\tau^{\text{NLOS}}}{T_c}, \quad 0 \leq \tau^{\text{NLOS}} \leq \frac{T_c}{2}.
\]

(7)

Note that in (7), \( \tau^{\text{NLOS}} \geq 0 \) is due to the fact the NLOS reception has a longer path delay than the direct signal. Fig. 3 illustrates this process. The code delay of the NLOS reception manifests itself as the code tracking error, which can also be used to detect and correct the NLOS-induced error. For comparison, we also show the ACF in the STL.

However, as suggested in (6), the navigation solution is still affected by the NLOS reception to some extent. To avoid this, we propose to correct the NLOS-induced error, which is presented in the following section.

3) Equivalent Noise Bandwidth of VTL

The objective of this paper is to design a robust NLOS detection and correction algorithm using VTL based on multi-correlator. To reduce the computational load, the concept of equivalent noise bandwidth of VTL is used to determining potential NLOS reception so as not to apply multi-correlator for each satellite. Equivalent noise bandwidth of VTL was original used for signal quality monitoring in [40]. The equivalent noise bandwidth, also termed as noise bandwidth, is defined as [41]

\[
B_n = \frac{2}{\omega_{\text{max}}} \int_0^\infty \left( \frac{H(j\omega)}{H(j\omega)} \right)^2 \, d\omega
\]

(8)

where \( H(j\omega) \) is the system transfer function; \( \omega \) is the angular frequency.

The noise bandwidth is a useful metric for controlling the amount of noise allowed in GNSS tracking loops. Given a fixed transfer function such as the conventional 2nd-order DLL, the noise bandwidth can be determined using (8). Analogously, for the VTL with a transfer function calculated as [40]

\[
H_{\text{VTL}}(s) = \left( sI + \frac{H_{p,k}}{\lambda_{\text{CA}} T_0} \right)^{-1} \frac{H_{p,k} G_{p,k}}{\lambda_{\text{CA}} T_0}
\]

(9)

where \( H_{p,k} \) and \( G_{p,k} \) are the position and user clock bias part of the measurement matrix, \( H_k \), and the Kalman gain matrix, \( G_k \), respectively, the VTL noise bandwidth can be calculated using
where $\lambda_{ca}$ denotes the width of the code in meters.

Fig. 4 is an example of the noise bandwidth variation in a VTL, where PRNs 3 and 14 are both LOS satellites with an elevation angle of 25.3 degrees and 64.2 degrees, respectively; PRN 26 is an NLOS satellite with an elevation angle of 71.4 degree. As can be seen, the VTL noise bandwidth for LOS satellites with high elevation angles is higher than that for LOS satellites with low elevation angles and that for NLOS satellites. The variation of the noise bandwidth gives an insight of how VTL adaptively works with respect to different signal qualities. Namely, the VTL gives a narrower bandwidth for NLOS signals to reduce its effect on positioning.

![Graph showing noise bandwidth for open-sky signals](image)

**Fig. 5.** Noise bandwidth for open-sky signals.

4) Algorithm Design

As shown in Fig. 4, a lower noise bandwidth cannot distinguish between NLOS satellites and satellites with low elevation angles. An algorithm for further determination of NLOS reception is provided in this subsection. The basic idea behind this algorithm is described as below.

The VTL predicts the code frequency for each tracking channel based on the navigation solution. Given that the navigation solution is not severely affected by NLOS measurements, the NLOS signal would not be locked onto. Instead, the VTL would track the non-existent LOS signal continuously. In this way, the phase difference between the code in the incoming NLOS signal and the predicted code replica would appear and manifest itself as a code tracking error, i.e., the code discriminator output. Compared to the direct LOS signal, the NLOS signal has a positive time delay. Therefore, the NLOS signal would be aligned with the code replica with a late time delay. In another word, the correlation peak has a positive time delay, which will confirm the NLOS reception. Algorithm 1 gives the detailed steps.

In Step 2, to reduce the potential NLOS effect on positioning and on the NLOS detection performance, we suggest two solutions. One is to furtherly decrease the associated noise bandwidth when there are adequate satellites. If there are limited available satellites, removing one satellite will probably lead to poor satellite distribution and degraded positioning accuracy. In this case, the positioning result remains unchanged during the NLOS detection period.

Note that multi-correlator is used in Algorithm 1. In this paper, we use multiple correlators with a spacing of 0.05 chip. The benefits of the usage of multi-correlator are twofold. On the one hand, the time delay of multi-correlator peaks in vector tracking is exactly the NLOS reception time delay in principle, which provides a possible way of correcting the NLOS-induced measurement error. On the other hand, the time delay of multi-correlator peaks helps to distinguish between multipath signal and NLOS reception. For multipath signal, the code discriminator output can be either negative or positive depending on the phase difference between the reflected signal and NLOS reception.
and direct signal.

Once detected, the NLOS-induced measurement error is corrected according to the detected time delay of the NLOS reception. The correction is applied using

$$\delta p_i = (\Delta \tau_i + \tau_{corr}) \cdot \frac{c}{f_{CA}}$$  \hspace{1cm} (12)$$

where \( \tau_{corr} \) is the NLOS correction calculated as the mean of 20 consecutive code discriminator outputs.

Algorithm 1: NLOS detection process

<table>
<thead>
<tr>
<th>Input:</th>
<th>Potential NLOS subset with ( M (M &gt; 0) ) elements, noise bandwidth of ( j )th satellite in the potential NLOS subset, ( B^j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>Deterministic NLOS subset</td>
</tr>
<tr>
<td>Steps:</td>
<td></td>
</tr>
<tr>
<td>1:</td>
<td>for ( j = 1, 2, \ldots, M )</td>
</tr>
<tr>
<td>2:</td>
<td>Decrease ( B^j ) to reduce the potential NLOS effect on positioning or keep the positioning result unchanged during the NLOS detection period</td>
</tr>
<tr>
<td>3:</td>
<td>Activate multi-correlator for ( j )th satellite</td>
</tr>
<tr>
<td>4:</td>
<td>Find the time delay of multi-correlator peaks and code discriminator outputs averaged over 20 ms, denoted as ( \bar{\tau}_j ) and ( \Delta \tau_j ), respectively.</td>
</tr>
<tr>
<td>5:</td>
<td>if ( \bar{\tau}_j &gt; -0.05 ) &amp; &amp; ( \Delta \tau_j &lt; 0.05 )</td>
</tr>
<tr>
<td>6:</td>
<td>Add ( j )th satellite to the deterministic NLOS subset</td>
</tr>
<tr>
<td>7:</td>
<td>else</td>
</tr>
<tr>
<td>8:</td>
<td>Deactivate multi-correlator and recover the noise bandwidth for ( j )th satellite</td>
</tr>
<tr>
<td>9:</td>
<td>end if</td>
</tr>
<tr>
<td>10:</td>
<td>end for</td>
</tr>
</tbody>
</table>

### III. EXPERIMENTAL RESULTS

This section presents experimental results to evaluate the effectiveness of the proposed method. Two filed tests in urban areas in Hong Kong were conducted using real and controlled NLOS reception, respectively. One simulation test was also carried out to assess the performance of NLOS correction using simulated NLOS receptions with controllable time delays and reflection coefficients.

#### A. Data Collection Equipment

Fig. 6 shows data collection equipment. The NSL Stereo front-end with a double-sided bandwidth of 8 MHz was used to collect the raw GPS IF data. An active antenna, Allystar AGR6303, was used due to its excellent noise performance. The raw IF data was stored on a Laptop for post-processing by a self-developed open-source VT-based GPS software receiver [42]. Detailed configurations of the equipment are summarized in Table II.

#### B. Test Results and Analysis

1) Test I: Real NLOS Reception

This test is intended for performance assessment of the proposed NLOS detection and correction algorithm in real applications. The test was performed in an urban area as shown in Fig. 7. The pedestrian kept static at Point 1 for about 40 seconds before walking towards east to Point 2 with an eastern velocity of around 1 m/s. After staying for about 25 seconds at point 2, the pedestrian returned to Point 1 along the same trajectory.

![Fig. 7. Experimental environments. (a) Top view on the Google Earth; (b) Photo looking from west to east.](image)
The skyplots with surrounding building information, also referred to skymask, at Points 1 and 2 are given in Fig. 8. At Point 1, five satellites are acquired and tracked successfully by the software receiver. All these five satellites are visible according to the skymask. At Point 2, however, PRN 31 is blocked by the building on the north side.

**a) NLOS Detection Results**

As can be seen in Fig. 7, the pedestrian moves towards east with almost no movement in the northern direction. Therefore, the velocity can be used as a reference for determining the pedestrian’s state. Fig. 9 shows the horizontal velocity and noise bandwidth in the VTL. At Point 1, the noise bandwidth in all channels are at the regular level, whereas at Point 2, the noise bandwidth for PRNs 31 and 22 drops below the threshold as described in Section IV. These two satellites are grouped into the potential NLOS subset.

Fig. 10 is the code discriminator output of PRN 31 in both STL and VTL. Different phenomena are observed during the period of 2750 to 4000 epochs. In the STL, the code discriminator outputs fluctuate around zeros. However, the VTL reports negative code discriminator outputs with slight oscillations during this period, which furtherly indicates the NLOS reception. To confirm this, as shown in Algorithm 1, the time delay of multi-correlator peaks should be checked, with results shown in Fig. 11. As can be seen in Fig. 11, at Point 2, there’s a positive time delay of multi-correlator peaks in the VTL, which indicates that the code in the incoming signal is aligned in a late correlator. The code delay of this late correlator is yet to be found. For the STL, the time delay of multi-correlator peaks is still distributed around zero. This phenomenon can also be seen in the ACF of the multi-correlator, as shown in Fig. 12 where the multi-correlator outputs are overlapped for 20 ms. These results confirm that PRN 31 is an NLOS satellite.
the period of 2750 to 4000 epochs. Instead, small positive values with slight oscillations are reported. As mentioned in Section IV, this is an indicator of potential multipath signal. In the VTL, a narrow noise bandwidth will be adaptively given to the multipath signal to reduce its effect on positioning.

b) NLOS Correction Results

In this test, only five satellites are available. To avoid distorting the satellite distribution, the positioning result retains unchanged during the NLOS detection period. After confirming the NLOS reception, the induced measurement error is corrected using (12). To evaluate the positioning performance, we divide the testing time into four periods, i.e., Epochs 1-1600, 1601-2750, 2751-4000, and 4001-5500, corresponding to the pedestrian’s state of keeping static at Point 1, walking towards to Point 2, keeping static at Point 2, and returning to Point 1, respectively.

In this test, we started correcting the NLOS-induced error from the 3000th epoch. The extracted time delay in meters of the NLOS reception is shown in Fig. 14. In [31], the NLOS pseudorange delay, $\delta \rho_{\text{NLOS}}$, is modeled as

$$\delta \rho_{\text{NLOS}} = \beta \sec \theta_{\text{ele}} (1 + \cos 2\theta_{\text{ele}})$$

(13)

where $\beta$ is the distance between the receiver and building that reflects the signal; $\theta_{\text{ele}}$ is the satellite elevation angle. As shown in Fig. 15, $\beta$ is around 20 meters in this test. The elevation angle of PRN 31 is 46.2 degree. Therefore, the NLOS code delay is about 26.8 meters. Notice that (1) assumes that there’s only one reflected signal. In this test, the oscillation phenomenon in Figs. 10 and 14 is likely to be caused by the carrier phase change due to satellite motion. Another
potential factor is multiple reflected NLOS signals. Like the multipath signal, the phase difference between multiple NLOS signals would cause this oscillation.

The horizontal positioning error of the STL, VTL with NLOS exclusion, and VTL with NLOS correction are shown in Fig. 16 and listed in Table III quantitatively. Overall, the VTL outperforms the STL. Specially, the VTL’s superiority over STL for both the static and dynamic periods is due to the internal aiding between channels. In the third period, with the NLOS detection and correction, the horizontal positioning error decreases from 22.07 m (mean) for STL to 17.54 m (mean). A slight increase of standard deviation is also reported in the VTL in this period, which is due to the continuous NLOS correction. For the VTL with NLOS detection and exclusion, the mean positioning error increases to 23.20 m due to the distortion of horizontal dilution of precision (HDOP) (from 1.79 to 8.54) [43]. These results verify the effectiveness of the proposed algorithm.

2) Test II: Controlled NLOS Reception

In this test, the NLOS reception was generated in a controlled environment by intentionally blocking the direct signal, leading to the reception of only the reflected signal. To effectively block the direct signal during data collection, we followed the following steps:

Firstly, we selected the experimental point located at one side of the building, as shown in Fig. 17, in order to receive multipath signal at the beginning of data collection.

Secondly, data collection time was chosen with the help of 3D building model and GNSS-Radar, a web application to show the GNSS constellation at a specified time and location (http://www.taroz.net/GNSS-Radar.html).

<table>
<thead>
<tr>
<th>Period</th>
<th>STL Mean</th>
<th>STL Standard deviation</th>
<th>VTL with NLOS exclusion Mean</th>
<th>VTL with NLOS exclusion Standard deviation</th>
<th>VTL with NLOS correction Mean</th>
<th>VTL with NLOS correction Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.70</td>
<td>6.49</td>
<td>10.06</td>
<td>4.94</td>
<td>9.91</td>
<td>4.81</td>
</tr>
<tr>
<td>3</td>
<td>22.07</td>
<td>8.35</td>
<td>23.20</td>
<td>13.75</td>
<td>17.54</td>
<td>10.10</td>
</tr>
<tr>
<td>4</td>
<td>22.83</td>
<td>15.03</td>
<td>17.54</td>
<td>11.64</td>
<td>16.00</td>
<td>9.79</td>
</tr>
</tbody>
</table>
Thirdly, considering that the GNSS orbit retains almost unchanged at the same time on two consecutive days, we employed the ray tracing technique to confirm the reception of multipath signal for specific satellites. The elevation angle of the obstructor and the distance between obstructor and receiver antenna can also be set properly.

The whole IF data length was about 70 s. After about 40 s, we blocked the direct signal using the obstructor for about 20 s. Ray tracing result of the PRN 3 is shown in Fig. 17. Fig. 18 depicts the skymask during period of signal blockage. It is observed that the direct signal of PRN 3 is blocked, and its reflected signal is received, which can be verified by its signal strength variation, namely carrier to noise ratio \( (C/N_0) \), and the decoded navigation bit stream as shown in Figs. 19 and 20. In this test, the SDR processed the raw IF data with a skip of 5 s from the beginning of the IF file. In addition, VTL started 2 s later after the initialization by STL. As shown in Fig. 19, before the blockage of direct signal of PRN 3, the fluctuation of \( C/N_0 \) indicates the reception of multipath signal. During the blockage period, the \( C/N_0 \) decreases, which corresponds to the decrease of correlation value in Fig. 20.

Fig. 17. Ray tracing result of PRN 3.

![Ray tracing result of PRN 3](image)

Fig. 18. Skymask during data collection.

![Skymask during data collection](image)

Fig. 19. Carrier to noise ratio of PRN 3 in VTL.

![Carrier to noise ratio of PRN 3 in VTL](image)

Fig. 20. Tracking results of PRN 3 in VTL. (a) In-phase prompt correlation value; (b) Correlation value of PRN 3.

![Tracking results of PRN 3 in VTL](image)

The noise bandwidth of PRN 3 during the test is shown in Fig. 21. The decrease of the noise bandwidth during the period of artificial blockage indicates the degraded signal quality, which is considered potential NLOS reception by the proposed algorithm.
Fig. 21. Noise bandwidth of PRN 3 in VTL.

Figs. 22 and 23 show the code discriminator output of PRN 3 and time delay of multi-correlator peaks based on STL and VTL, respectively. During the period of direct signal blockage, VTL reports negative code discriminator outputs of PRN 3 during most time of the period of signal blockage, whereas the STL tightly locks onto the signal, leading to the fluctuation of code tracking error around zeros. In addition, during the direct signal blockage of PRN 3, VTL has a positive time delay of multi-correlator peaks, which are distributed around zeros in STL. This result is consistent with that in Test I.

Fig. 22. Code discriminator output of PRN 3.

Fig. 23. Code discriminator output of PRN 3.

Fig. 24 shows the detected pseudorange error of PRN 3. As can be seen, the detected code delay of NLOS reception varies with time. Unlike using (13) to assess the performance of NLOS-induced pseudorange measurement error detection, in this test, we adopted the metric of code pseudorange double difference (DD) observable shown in Fig. 24, which can be considered as the pseudorange error mainly caused by NLOS or multipath effects [44]. The definition and calculation of DD can be found in [44]. In this paper, the reference station was chosen as the HKSC station of SatRef, which is established by the Hong Kong land department for providing differential corrections. It is observed that, the DD observable during the signal blockage period varies with time and its mean value is 31.7 meters. Note that, during epochs 1 to 20 s, the DD observable also shows positive values, which is due to multipath effects. The detected NLOS-induced pseudorange measurement error of PRN 3 has a mean value of 19.5 meters.

Fig. 24. Detected pseudorange error of PRN 3 with comparison to code pseudorange double difference.

The horizontal positioning error based on STL, VTL with NLOS exclusion, and VTL with NLOS correction is shown in Fig. 25. Compared to STL, VTL with both NLOS exclusion and correction shows lower positioning error than STL, which has explained in Test I. Note that, the positioning error has no obvious improvement with NLOS correction over that with NLOS exclusion. The reason is that the NLOS-induced positioning error is less dominant than that caused by multipath. In addition, in this test, the HDOP values before and after blockage of direct signal of PRN 3 are 1.85 and 1.87, respectively. As such, exclusion of PRN 3 has little effect on the positioning accuracy.
C. Performance Assessment of NLOS Correction

The effectiveness of the proposed algorithm has been validated in the two filed tests. In this part, the accuracy of NLOS correction is assessed using simulated NLOS receptions with controllable time delays and reflection coefficients to reveal the performance bounds of the proposed method.

The NLOS reception is simulated using an algorithm called direct signal cancelation [28]. To simulate NLOS reception, GPS raw IF data is first collected and processed using a software GPS receiver. A relatively strong signal replica is then generated according to the tracking parameters such as phase and frequency of the code and carrier, decoded navigation data, and estimated signal amplitude. By subtracting the signal replica from the raw data, and then adding a code-delayed version of the signal replica to the original data, a dataset that contains the NLOS reception can be generated. One advantage of this algorithm is that the code delay and amplitude of the NLOS reception can be exactly controlled to better evaluate the proposed NLOS correction method. In this paper, we use the root mean square error (RMSE) as the metric for assessing the NLOS correction performance.

In VTL, the code frequency is predicted based on the navigation solution. Therefore, the accuracy of the navigation solution is directly related to the NLOS correction performance. Fig. 26 shows the simulation result of the NLOS correction performance regarding horizontal positioning errors. The NLOS time delay is 0.15 chip with a reflection coefficient of 0.6. As observed in Fig. 26, the NLOS correction performance highly relies on the positioning accuracy.

Fig. 27 shows the RMSE with regards to the reflection coefficient for different NLOS time delays. In these simulations, the RMSE of the horizontal position during the NLOS detection period is around 10 meters. Several conclusions can be drawn according to the results: i) The RMSE of NLOS correction decreases with the increase of reflection coefficient. The accuracy improvement is greater at low reflection coefficients than that at high reflection coefficients; ii) For the same reflection coefficient, the NLOS correction performance increases with larger time delays, which is more obvious for the reflection coefficients in the range of 0.2 to 0.4; iii) It’s difficult to correct the NLOS error for short time delays, e.g., 0.05 chip.

IV. CONCLUSION

In this paper, we analyzed the NLOS effects on both scalar and vector tracking loops mathematically, based on which an NLOS detection and correction algorithm using the VTL was proposed. We used the metric of equivalent noise bandwidth of VTL to find potential NLOS reception, and then confirmed it using the time delay of multi-correlator peaks and code discriminator output. The NLOS-induced measurement error was furtherly corrected before being fed forward into the Kalman filter. Two kinds of NLOS reception, namely the real-world NLOS reception and the NLOS reception generated by intentionally blocking direct signal, were used to test the
proposed algorithm. We also simulated NLOS receptions with controllable time delays and reflection coefficients to demonstrate the NLOS correction performance in different scenarios. This method requires no additional aiding, which is more feasible for instrumentation where GNSS receivers are embedded. A promising extension of this work is to correct the multipath-induced measurement error and spoofing mitigation using VTL-based GNSS SDR [28, 45].

APPENDIX I

Proof of the Code Discriminator Output

The ACF is defined as [4]

\[
R(\tau) = \begin{cases} 
1 - \frac{|\tau|}{T}, & |\tau| \leq T_c \\
0, & 
\end{cases}
\]

(\tau = \tau_{\text{replica}} - \tau_{\text{incoming}}) is the difference between the local code replica phase, \( \tau_{\text{replica}} \), and the code phase in the incoming signal, \( \tau_{\text{incoming}} \); \( T_c \) is the code duration. For simplicity, we consider the signal amplitude as 1, assume perfect carrier tracking and ignore the nose. The early and late correlator outputs can then be simplified as

\[
E(n) = R \left( \tau + \frac{d}{2} \right)
\]

for

\[
\begin{cases} 
\tau + \frac{d}{2}, & T_c - \frac{d}{2} < \tau \leq \frac{d}{2} \\
1 + \frac{\tau}{T_c}, & -T_c < \tau \leq 0 \\
1 - \frac{\tau}{T_c}, & 0 < \tau \leq T_c \\
0, & \text{otherwise}
\end{cases}
\]

(A1)

where \( d = T_c \) is the spacing between the early and late correlators. For the code discriminator, normalized noncoherent early minus late envelope [39], we have

\[
\Delta \tau(n) = \frac{1}{2 E(n) + L(n)} \left( 1 - \frac{E(n) - L(n)}{E(n)} \right)
\]

\[
\Delta \tau(n) = \begin{cases} 
\frac{2\tau}{T_c}, & -T_c < \tau \leq T_c \\
0, & \text{otherwise}
\end{cases}
\]

(A4)

APPENDIX II

Modelling of EKF-based VTL

In this paper, an error state vector-based EKF is used as the navigation solver. The error state is expressed as

\[
\delta x = [\delta p, \delta v, \delta b, \delta d]^T
\]

where \( \delta p = [\delta p_x, \delta p_y, \delta p_z] \) and \( \delta v = [\delta v_x, \delta v_y, \delta v_z] \) are the 3D user position and velocity errors in the ECEF coordinate system, respectively. \( \delta b \) and \( \delta d \) are the receiver clock bias and drift error in meters and meters per second, respectively. The superscript \( T \) denotes the transpose of a matrix. The system propagation at epoch \( k \) is

\[
\delta x_{k|k-1} = \Phi \delta x_{k-1} + w_{k-1}
\]

(A6)

where \( w_k \) is the system noise vector, \( \Phi \) is the constant transition matrix given by

\[
\Phi = \begin{bmatrix} I_{3\times3} & T_0 I_{3\times3} & 0_{3\times2} \\
0_{3\times3} & I_{3\times3} & 0_{3\times2} \\
0_{3\times3} & 0_{3\times3} & K_{3\times3} \end{bmatrix}
\]

(A7)

where \( T_0 \) is the EKF update interval. The covariance matrix of \( w_i \) is set according to the rule of thumb values based on the user dynamics or calculated using [28]

\[
Q_{k-1} = \begin{bmatrix} Q_{\delta p} & 0_{3\times2} \\
0_{2\times3} & Q_{\delta v} \end{bmatrix}
\]

(A9)
is the measurement noise vector with its covariance matrix 

\[
\begin{bmatrix} \mathbf{T}_p^2 / 2 & \mathbf{T}_p^2 / 3 \\ \mathbf{T}_p^2 / 2 & \mathbf{T}_p^2 / 3 \\ \mathbf{T}_p^2 / 2 & \mathbf{T}_p^2 / 3 \\ \mathbf{T}_p^2 / 2 & \mathbf{T}_p^2 / 3 \end{bmatrix} \mathbf{S}_p
\]

where \( \mathbf{S}_p \) is the is the receiver velocity noise power spectral density (PSD); \( \mathbf{S}_h \) and \( \mathbf{S}_s \) are the PSD of receiver clock phase and frequency, respectively. The value of \( \mathbf{S}_h \) should be set according to the level of dynamics. Settings of \( \mathbf{S}_h \) and \( \mathbf{S}_s \) are calculated using the following formulas

\[
\mathbf{S}_f = c^2 \cdot 2 \pi^2 \cdot h_2
\]

\[
\mathbf{S}_s = c^2 \cdot 2 \pi^2 \cdot h_2
\]

where \( h_2 \) are the coefficients of white frequency modulation noise and flicker frequency modulation noise of the oscillator used, respectively. The priori estimation covariance matrix, \( \mathbf{P}_{p,k-1} \), is

\[
\mathbf{P}_{p,k-1} = \mathbf{F} \mathbf{P}_{p,k-1} \mathbf{F}^T + \mathbf{Q}_{k-1}
\]

The measurements of the EKF comprise the pseudorange error, \( \delta \mathbf{r}^\mu \), and the pseudorange rate error, \( \delta \mathbf{v}^\mu \), which are related to the user’s state as

\[
\begin{align*}
\delta \mathbf{x}^\mu &= -l_{\phi,k} - \delta \mathbf{y}^\mu - l_{\mu,k} - \delta \mathbf{v}^\mu + \mathbf{h}_k
\end{align*}
\]

where \( \mathbf{h}_k \) is the unit LOS vector pointing from the receiver to the \( m \)-th satellite, which is calculated using the user position, \( \mathbf{p}_k \), and \( m \)-th satellite position, \( \mathbf{p}_{m,k} \), as

\[
\mathbf{I}_k = (\mathbf{p}_k - \mathbf{p}_{m,k}) / \left\| \mathbf{p}_k - \mathbf{p}_{m,k} \right\|
\]

\[
\mathbf{p}_k = \mathbf{p}_{m,k} + \delta \mathbf{x}_k
\]

Based on (A15) and (A16), the measurement vector, \( \delta \mathbf{z}_k \), is derived as

\[
\delta \mathbf{z}_k = \mathbf{H}_k \delta \mathbf{x}_{k-1} + \mathbf{v}_k
\]

\[
\begin{bmatrix}
-l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 0 & 0 & 1 & 0 \\
-l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 0 & 0 & 1 & 0 \\
-l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 1 \\
0 & 0 & 0 & -l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 1 \\
0 & 0 & 0 & -l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 1 \\
0 & 0 & 0 & -l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 1 \\
0 & 0 & 0 & -l_{\phi,k} & -l_{\phi,k} & -l_{\phi,k} & 0 & 1 \\
\end{bmatrix}
\]

\[
\mathbf{H}_k =
\]

\[
\mathbf{V}_k
\]

is the measurement noise vector with its covariance matrix given by

\[
\mathbf{R}_k = \text{diag} \left( \sigma (\gamma_k) \right)
\]

where \( \sigma (x) \) denotes the variance of \( x \), \( \gamma_k = \delta \mathbf{z}_k - \mathbf{H}_k \delta \mathbf{x}_{k-1} \) is the measurement innovation, and \( \text{diag} (\cdot) \) denotes a diagonal matrix.

In the VTL, \( \delta \mathbf{x}^\mu \) and \( \delta \mathbf{v}^\mu \) are extracted from the code and carrier tracking loops, respectively, as

\[
\begin{align*}
\delta \mathbf{x}^\mu &= \delta \mathbf{x}^\mu - c f \mathbf{f}_{\phi,k} \\
\delta \mathbf{v}^\mu &= f_{\phi,k} \cdot c f \mathbf{f}_{\phi,k} - (\mathbf{v}_k - \mathbf{v}_k^1) \cdot \mathbf{I}_k - \mathbf{d}_k
\end{align*}
\]

where \( \delta \mathbf{x}^\mu \) is the code discriminator output in chips, \( f_{\phi,k} \) is the code chopping rate (1.023 MHz for GPS L1 C/A), \( c \) is the speed of light, \( f_{\phi,k}^1 \) is the Doppler shift frequency in hertz, \( f_{\phi,k} \) is the carrier frequency (1575.42 MHz for GPS L1), \( \mathbf{v}_k \) and \( \mathbf{v}_k^1 \) are the velocity vectors of the receiver and the \( m \)-th satellite, respectively.

The priori error state estimation is therefore updated given the measurement innovation

\[
\delta \mathbf{x}_k = \delta \mathbf{x}_{k-1} + \mathbf{G}_k \gamma_k
\]

where

\[
\mathbf{G}_k = \mathbf{P}_{p,k-1} \mathbf{H}_k^T (\mathbf{R}_k + \mathbf{H}_k \mathbf{P}_{p,k-1} \mathbf{H}_k^T)^{-1}
\]

The posterior estimation covariance matrix is then updated using

\[
\mathbf{P}_k = (\mathbf{I} - \mathbf{G}_k \mathbf{H}_k) \mathbf{P}_{p,k-1}
\]

With the updated error state, \( \delta \mathbf{x}_k \), the total state is finally obtained as

\[
\mathbf{x}_k = \mathbf{F} \mathbf{x}_{k-1} + \delta \mathbf{x}_k
\]
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