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ABSTRACT
Traffic flow information is of great importance for transport planning and related research. The conventional methods of automated data collection, such as annual average daily traffic (AADT) data, are often restricted by limited installation, while the state-of-the-art sensing technologies (e.g., GPS) only reflect some types of traffic flow (e.g., taxi and bus). Complete coverage of traffic flow is still lacking, thus demanding a rigorous estimation model. Most studies dedicated to estimating the traffic flow of the entire road network rely on single to only a few properties of the road network and the results may not be promising. This paper presents an idea of integrating five topological measures and road length to estimate traffic flow based on a multiple regression approach. An empirical study in Hong Kong has been conducted with three types of traffic datasets, namely floating car, public transport route, and AADT. Six measures, namely degree, betweenness, closeness, page rank, clustering coefficient, and road length, are used for traffic flow estimation. It is found that each measure correlates differently for the three types of traffic data. Multiple regression approach is then conducted, including multiple linear regression and random forest. The results show that a combination of various topological and geometrical measures has proved to have a better performance in estimating traffic flow than that of a single measure. This paper is especially helpful for transport planners to estimate traffic flow based on correlation available but limited flow data with road network characteristics.

INDEX TERMS Traffic flow estimation, topological and geometrical Properties, correlation analysis, multiple linear regression, random forest.

I. INTRODUCTION
Urban traffic flow information has always been essential for individual travelers, transportation planning, vehicle management and urban development. In particular, a complete real traffic flow of the entire road network is of great interest for both practitioners and researchers across many fields. It is significant to assist travelers in selecting reasonable travel time and path. Specifically, with the rapid development of Intelligent Transportation Systems (ITS), the demand for traffic flow information in real-time is increasing. To supplement incomplete datasets in space and time, it is necessary to research on reliable methods of traffic flow estimation.

There are currently various methods to collect traffic flow information such as manual street surveys, probe vehicles or floating car data (FCD), road-side detectors and closed-circuit television (CCTV) camera video images, among which loop-detected data and FCD are typical stationary and mobile collection methods respectively. Annual traffic census data collected by road-side detectors have higher precision due to less influence of external factors and the number of all types of vehicles passing the sensor-installed location can be counted. Various researches have dedicated to the estimation and prediction of traffic flow based on traffic census data [7], [14], [18], [25], [28], [31]. Compared with loop-detected data collected at fixed locations and with low coverage, GPS-enabled floating cars have a wider coverage, which is a necessary supplement to the stationary data collection technology. However, floating car data normally only reflect traffic flow information about one particular vehicle fleet, such as a taxi or truck. In addition, low sampling frequency and limited spatial coverage in several periods are drawbacks for estimating traffic flow. Therefore, in reality missing traffic flow information is still common for the whole...
road network. How to estimate traffic flow based on loop-detection data, floating car data or other traffic data source becomes a critical issue in urban traffic flow estimation.

The scope of this paper is to investigate a multiple regression approach for traffic flow estimation, which integrates both topological and geometrical characteristics of the road network. In this work, Hong Kong Island is selected as a case study. Specifically, three types of data sources of traffic flow namely Annual Average Daily Traffic (AADT) from roadside detectors, Public Transport from its schedule of service and GPS-enabled fleets of GoGoVan are compared to evaluate their relative association of the model. The results indicate that superior traffic flow estimation can be achieved with a multiple regression approach by combining the topology and geometry features of the road network.

The next section reviews the past researches on traffic flow estimation based on road network characteristics. Section III introduces the multiple variables regression approaches including multiple linear regression and random forest regression. The selected geographic and topological measures of road network are displayed in Section IV. Section V presents the study area and the three types of traffic data. Section VI analyzes and discusses the traffic flow estimation results. The contributions and future directions of this study are summarized in the last section.

II. REVIEW OF RESEARCHES ON TRAFFIC FLOW

In recent years, under the growing requirement of traffic flow information, various traffic data collection methods have been evolving considerably such as pneumatic road tubes, microwave radar, probe vehicles or floating car data (FCD), road-side sensors [34] and closed-circuit television (CCTV) camera video images [19]. Annual traffic census data are collected by installing inductive loops and pneumatic tubes on the road to record the passing vehicle flows. However, due to the limited coverage and expensive costs of implementation and maintenance, this data source is not sufficient to cover the entire road network. In addition, installations of these sensing devices are often restricted to major roads or highways only. Yet, serious congestion problems or bottleneck conditions at the small arterial roads and their junctions are not uncommon. Similarly, CCTV camera can capture 7 × 24 hours’ data but is restricted to particular road segments only. Automatic derivation of traffic flow information from the video is still not very mature. The emergence of FCD provides an effective method for collecting traffic data with its advantages of lower cost, real-time collection and wider coverage [2], [3], [22]. However, the consent of the vehicle drivers or companies such as taxi, bus, truck needs to be sought in which privacy is still a concern. Furthermore, FCD is normally collected based on one type of company fleet, thus the traffic flow information collected is only partial. Although the above-mentioned data sources have been gradually applied to estimate traffic flow [10], [18], [30], [38], it seems so far no single method enables a complete set of data both spatially and temporally. For places and times without traffic flow captures, it is necessary to develop a method for accurately estimating urban traffic flow based on available data sources.

An enormous amount of studies has indicated that the topological and geometrical properties of road network have a significant influence on urban traffic flow [5], [8], [12], [13]. For topology, Jiang et al. [13] studied how road centrality measures correlated to traffic flow from the perspective of natural roads and examined the impact of join principles of segments on metric-flow correlation. The results indicated that weighted PageRank, PageRank and connectivity were the best metrics in terms of metric-flow correlation with the correlation coefficient greater than 0.7. Jiang and Liu [14] predicted traffic flow of Hong Kong using topological measures of road connectivity, path length and clustering coefficient to correlate with AADT datasets. The correlation coefficients were just about 0.3 due to the diverse topography of the study area. Kazerani and Winter [17] argued that it was not appropriate to analyze traffic flow with traditional betweenness or centrality measures alone as the dynamics of travel behavior was neglected. Leung et al. [21] proposed a framework which combined traditional betweenness measures with travel speed to predict traffic flow using taxi trajectory data. It was found that mere topological properties were usually insufficient for the prediction of traffic flow. Gao et al. [6] also carried out urban traffic flow estimation using taxi trajectory data to correlate with conventional betweenness or centrality measures of the road network, but the results were not satisfactory. Jayasinghe et al. [11] examined the capability of centrality measures of connectivity, global integration, local integration and choice to predict traffic flows of different types of vehicles. Ye et al. [35] proposed a modified betweenness measure to predict traffic flow using GPS taxi trajectory data. The results showed that the modified measure had better correlation with observed taxi traffic flow. Zhao et al. [40] proposed an improved network centrality measure framework to analyze urban traffic flow using GPS taxi trajectory data, which considered both the geometrical and topological properties of the road network. However, the estimated traffic flow from GPS taxi trajectory data was incapable of representing actual traffic flow with only a rectangular region in the downtown selected as the study area.

Apart from road topology, the geometrical characteristics of the road network have also been used to estimate traffic flow. Cheng [4] proposed a regression model based on road functional classification – road width, surface type and population in geographical areas to estimate traffic flow. Xia et al. [32] studied a model to estimate AADT for non-state roads in urbanized areas in Florida, which involved both road geometry (e.g. the number of lanes, road functional classification) and socioeconomic variables (e.g. population, dwelling units). Zhao and Chung [37] developed several regression models for estimating traffic flow based on several variables, including road functional classification, the number of lanes, access to expressways etc. Anderson et al. [1] estimated annual average traffic daily flow...
FIGURE 1. The workflow of the proposed approach.

through developing a model with five explanatory variables, including road functional classification, number of lanes, population and employment within a half mile and whether the road was a through the street. Lowry and Dixon [24] estimated AADT taking into account the number of lanes and speed limit based on linear regression. A regression model was developed to estimate AADT using a combination of socio-economic factors and geometrical properties of the road network including the number of lanes and road functional classification [5]. All these studies indicated that it was more appropriate to estimate traffic flow by combining multiple related factors. Yet, the topological characteristics of the road network in the traffic flow estimation were ignored.

All these previous studies demonstrate that urban traffic flow is closely associated with either the topological or geometrical characteristics of the road network. Integrating both multiple topological and geometrical measures to estimate traffic flow has been paid little attention. Generally speaking, a single topological or geometrical measure normally reflects one type of road characteristic. For instance, for two roads with the same number of lanes, the road with higher connectivity is normally characterized by a higher traffic flow. Therefore, it is worthwhile to explore traffic flow estimation by combining multiple topological and geometrical characteristics of the road network.

Additionally, there are also a bunch of studies that focus on short-term traffic prediction based on historical traffic data. For instance, Zhang and Liu [36] applied LS-SVMs to forecast traffic flow of one week based on the traffic flow in the former 23 weeks. Karlaftis and Vlahogianni [16] discussed differences and similarities between statistical methods and neural networks in the field of transportation such as traffic flow analysis and forecasting. Tang et al. [27] proposed a method to forecast travel speed by constructing a fuzzy neural network based on 2-minute travel speed data. Results were found to be better when compared with six traditional models. Traffic flow estimation in this work was based on both topological and geometrical characteristics of the road network.

III. MULTIPLE VARIABLES REGRESSION APPROACH

For many previous studies, available traffic flow data are not comprehensive enough to cover all roads in time and in space. An accurate and reliable method to estimate traffic is needed based on the known data points and time, preferably with diverse data sources for wider coverage. In this study, a multiple regression approach is proposed to improve the traffic flow estimation. It consists of two stages:

(a) To measure the predictability of each geometrical and topological measure with respect to the individual type of traffic flow data.

(b) To develop multiple regression models through integrating the topological and geometrical measures.

The workflow of the proposed approach is shown in Figure 1. In this study, two models of multiple regression are introduced – multiple linear regression and random forest representing typical linear and non-linear multiple regression models respectively. There are certainly many other regression models such as finite mixture regression model, Bayes method [41]. In this paper, the focus is on examining whether multiple regression analysis is superior to univariate analysis in traffic flow estimation, instead of comparing the performance of various regression approaches.

Multiple regression analysis refers to constructing a prediction model by analyzing the correlations between two or more independent variables and a dependent variable. If there is a linear relationship between the dependent variable and independent variables, it is called multiple linear regression.
Compared with a univariate linear regression model, the dependent variable such as urban traffic flow is normally associated with multiple factors.

As one of the machine learning techniques of classification and regression, random forest is developed by combining a large set of regression trees based on ensemble learning (Breiman, 2001). In random forest regression, each tree stands for a set of conditions or restrictions. Based on a deterministic algorithm, it is built by selecting a random sample and a random set of variables from the training dataset. Specifically, for the problem of regression prediction, random forest algorithm selects a weighted average method to improve the prediction accuracy by summing up a great number of trees. The superiority of random forest is its high prediction accuracy under the same operation rate and better fitting of nonlinear data compared with traditional statistical methods. It has then been commonly applied to urban traffic flow prediction [9], [20], [33]. However, little attention has been paid to traffic flow estimation from the perspective of road network characteristics.

In this study, a random forest algorithm is implemented in the “RandomForest” package [23] within R environment software [26] to estimate traffic flow. The selected topological and geometrical measures are regarded as independent variables, whereas the observed traffic flow is the dependent variable. The process consisting of three main steps is displayed in Figure 2. First, the topological and geometrical characteristics of the road network as well as observed traffic flow of the sample dataset is randomly divided into two parts, namely training set and test set. Second, simple random sampling with replacement is executed multiple times for the training set from which $n$ bootstrap training sets are obtained. Each bootstrap training set can be used to construct a decision tree. The random forest model is constructed by $n$ decision trees. Third, the test set is further used to verify the model and obtain the results.

![The flowchart of the random forest.](image)

**Figure 2.** The flowchart of the random forest.

### IV. GEOMETRICAL AND TOPOLOGICAL MEASURES

To implement multiple variable regression model, urban traffic flow is correlated with both the geometrical and topological characteristics of the road network. Road length is the geometrical property adopted in this study. There are two frequently-used approaches for deriving length – named road and natural road. The former relies on the road name to merge the road segments. The latter merges the adjacent road segments according to their continuation. Here, the length of each road by name is used. This is because drivers are used to be attracted more to familiar and major roads implied by its name. Also psychologically, they tend to avoid turning to another road as possible unless really necessary.

Five topological measures are selected to quantify the topological characteristics of road network – degree, betweenness, closeness, PageRank, and clustering coefficient.

1. **Degree** measures the local connectivity of the road segment. It is defined as the number of other segments directly connected to it and is also called connectivity in space syntax [15].

2. **Betweenness** refers to the number of times a road segment acts as a bridge along the shortest path between all pairs of nodes in the entire planar graph network. It is calculated by the following formula:

   $$C_B(v) = \sum_{s \neq v \neq t} \frac{d_v(s, t)}{d(s, t)}$$  (1)

   Where $d_v(s, t)$ is the number of shortest path between node $s$ and $t$ through the $v$ node, and $d(s, t)$ is the shortest path between node $s$ and $t$.
where \( d_v(s, t) \) denotes the number of shortest paths between segment \( s \) and \( t \) through segment \( v \) and \( d(s, t) \) represents the number of shortest paths between segments \( s \) and \( t \).

(3) **Closeness** is the inverse of the total graph-theoretic distance of a given road segment from all other road segments in the entire planar graph network. It is defined as:

\[
CC(v) = \frac{1}{\sum_{v \neq t} d_{vt}}
\]

where \( d_{vt} \) stands for the graph-theoretic distance of segment \( v \) and segment \( t \).

(4) **PageRank** is an algorithm used by Google Search to rank websites in their search results [39]. When applying to the road network, a road segment is important if linked to many other segments. The PageRank value will be high and so is the value of the linked segment. PageRank satisfies the following equation:

\[
p_i = q \sum_j a_{ij} \frac{p_j}{L(j)} + \frac{1-q}{N}
\]

where \( a_{ij} \) represents the topological relation between the segment \( j \) and \( i \). If segment \( j \) and \( i \) are intersected, \( a_{ij} = 1 \), or 0 otherwise. \( L(j) = \sum_i a_{ij} \) is the number of segments intersected with the segment \( j \). \( N \) is the number of segments in the road network. \( q \) is attenuation factor which is normally set as 0.85.

(5) **Clustering coefficient** is the measure of the clustering degree of a road segment. It is defined as the probability that two adjacent segments of a given segment are intersected. Given a segment \( v \), \( E = \{e_1, e_2, \ldots, e_n\} \) stands for the segments intersected with \( v \). The clustering coefficient \( CC \) of the segment \( v \) can be denoted as follows:

\[
CC(v) = \frac{\text{Num (actual segments)}}{\text{Num (possible segments)}}
\]

where numerator and denominator represent the number of actual segments intersected with \( v \) and the number of possible segments intersected with \( v \) respectively.

Figure 3 illustrates the derivation of these centrality measures. Figure 3(a) is a simple sketch map of a road network of 10 road segments. The corresponding segment-based network model is displayed in Figure 3(b) in which nodes represent the road segments and edges the corresponding intersections. Refer to Figure 3(a), the indices of degree, betweenness, and closeness for road segment \( d \) are 6, 10.5 and 0.75 respectively. For road segment \( d \), its six adjacent segments \( \{a, b, c, e, f, g\} \) would form \((6 \times 5) \div 2 = 15\) pairs of intersected segments, while there are only six pairs of intersected segments (i.e. \( a \) and \( c \), \( a \) and \( f \), \( c \) and \( f \), \( b \) and \( e \), \( b \) and \( g \), \( e \) and \( g \)). so the clustering coefficient of segment \( d \) is \( 6 \div 15 = 0.4 \).

![FIGURE 3. An illustrative example of the planar graph road network and its corresponding network model.](image)
road segments respectively. Each is described in detail as follows:

(1) AADT – In Hong Kong, there are a total of 853 counting stations, taking a census of about 87% of the 2,089 km of trafficable roads [29]. An Annual Average Daily Traffic (AADT) is derived from hourly, daily and monthly variations of traffic counts. Such information is useful to understand the relative traffic volume at different parts of the road network. In this study, data from a total of 216 counting stations (accounting for about 34% of traffic flow data on Hong Kong Island) has been used with its distribution shown in Figure 4.

(2) GPS-based truck trajectory data – this dataset is provided by GoGoVan, the largest online logistics company in Hong Kong. Data come from more than 1000 trucks for five workdays from July 3 to 7, 2017. In Figure 5, each dot represents a trajectory point. The trajectories cover almost all roads. This may reflect the relative flow of private car for each named road, based on a total of over 552,000 private cars in Hong Kong.

(3) Public transport route data – there are 506 public transport routes on the Island including bus, mini-bus, and tram. According to the departure frequency per day of 24-hour of each route, the traffic flow of each road segment traversed by public transport can be estimated.

VI. RESULTS AND ANALYSIS

A. TRAFFIC FLOW ESTIMATION BASED ON SINGLE MEASURE

Traffic flow estimation is first conducted based on a single measure respectively before applying the multiple linear regression model. Figure 6(a)-(c) show the flow per day derived from each data set. Since these are essentially different in coverage, volume and format, classification with the same values cannot be performed. Yet for easy comparison, they are all classified qualitatively with equal interval into three categories of high (red), medium (yellow) and low (green) flow according to their own data range. All three show a higher flow in the northern part of the Island, especially around the Central Business District. For truck trajectory data, only a few backbone roads exhibit higher traffic flow, whereas both public transport route data and AADT data have higher traffic flow extended furthermore on the two sides in the north as well as to the trunk roads and tunnel linking to the west and the south respectively. It is also noted that some main roads have a particularly high flow of public transport only as these are designated as bus-only-lane.

On the other hand, with the topological measures of each road segment defined using formula (1)-(4), the relationship with each data set using single variable regression analysis is performed with the results shown in Table 1. R values are the correlation coefficients between traffic flow and various measures. R^2 values are the goodness of fit for the single variable models. For both truck trajectory data and public transport data, the coefficients of closeness are low and inappropriate for estimating both types of traffic flow. It is conjectured that such a weak correlation is probably due to a neglect of the actual road length. This is reinforced by the high correlation coefficient of 0.61 and 0.48 of road length. According to the results of the t-test, the significance values are smaller than 0.05, indicating that the linear relationships between the independent variables and dependent variable are significant in the 5% significance level. A different picture occurs for AADT data. It is found that all the R^2 values are significant except for the clustering coefficient. This is probably
due to the low coverage of counting stations. In addition, the coefficients of degree are highest for all types of data.

Previous studies have indicated that topological measures (e.g., centrality) can be used to predict traffic flow at the aggregate level [14], [40] but mainly focus on correlation analysis based on one type of traffic data, such as floating car data, or AADT data. In this study, traffic flow estimation based on three types of traffic flow information has been conducted separately and has proved that all six measures have different correlations with different datasets. For instance, closeness has low correlations with private and public traffic flow, while it has a high correlation with AADT data. On the contrary, the clustering coefficient can be used to estimate private and public traffic flow but is inappropriate for estimating AADT data. Therefore, there is a potential to improve estimation accuracy through selecting appropriate measures.

**TABLE 1. Single regression results based on three types of traffic flow.**

<table>
<thead>
<tr>
<th>Measures</th>
<th>Private traffic flow</th>
<th>Public traffic flow</th>
<th>AADT traffic flow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>R²</td>
<td>R</td>
</tr>
<tr>
<td>Degree</td>
<td>0.69</td>
<td>0.48**</td>
<td>0.60</td>
</tr>
<tr>
<td>Betweenness</td>
<td>0.59</td>
<td>0.34**</td>
<td>0.46</td>
</tr>
<tr>
<td>Closeness</td>
<td>0.07</td>
<td>0.005**</td>
<td>0.08</td>
</tr>
<tr>
<td>PageRank</td>
<td>0.58</td>
<td>0.34**</td>
<td>0.53</td>
</tr>
<tr>
<td>Clustering coefficient</td>
<td>-0.32</td>
<td>0.10**</td>
<td>-0.22</td>
</tr>
<tr>
<td>Length</td>
<td>0.61</td>
<td>0.37**</td>
<td>0.48</td>
</tr>
</tbody>
</table>

* Coefficient significant at p < 0.05
** Coefficient significant at p < 0.01

1) MULTIPLE LINEAR REGRESSION MODEL
Multiple linear regression analysis is conducted to explore the relationships between multiple measures of the road network and three types of traffic flow. Table 2 summarizes the results of the multiple linear regression analysis based on the five measures. The correlation coefficient R and R² of the model reach 0.81 and 0.65 respectively for the private traffic flow, which is higher than the measure of degree, bearing the maximum R and R² values (i.e., 0.69 and 0.48) among all measures in Table 1. It is concluded that multiple measures are more appropriate for estimating private traffic flow than that of a single measure. Coefficients with one asterisk and two asterisks mean that the corresponding independent variables are significant at the 5% and 1% significant levels in the regression model. For the public traffic flow, the correlation coefficient R and R² of the model reach 0.66 and 0.43 respectively, which are slightly greater than the maximum R and R² values (i.e., 0.69 and 0.48). It is found that only the degree and betweenness are significant. The correlation coefficient R and R² of the model for the AADT traffic flow reach 0.64 and 0.41 respectively, which are also higher than the maximum R and R² (i.e., 0.48 and 0.23). Therefore, it can be concluded that performance of estimating traffic flow is better by combining multiple...
2) RANDOM FOREST

In this section, random forest is conducted to explore the relationship between multiple measures of the road network and three types of traffic flow obtained from the aforesaid data. Both the topological and geometrical measures are selected as independent variables including degree, betweenness, closeness, PageRank, clustering coefficient and road length. The observed traffic flows from three types of traffic data are regarded as dependent variables respectively. The dataset is randomly divided into two parts, namely training dataset and testing dataset, representing two thirds and one-third of the road network properties than that of a single road network property.

![FIGURE 7. The relationships between observed traffic flow and estimated traffic flow based on trajectory data.](image)

(a) Training dataset using multiple linear regression, (b) test dataset using multiple linear regression, (c) training dataset using the random forest, (d) test dataset using the random forest.
FIGURE 8. The relationships between observed traffic flow and estimated traffic flow based on route data. (a) Training dataset using multiple linear regression, (b) test dataset using multiple linear regression, (c) training dataset using the random forest, (d) test dataset using the random forest.

FIGURE 9. The relationships between observed traffic flow and estimated traffic flow based on AADT data. (a) Training dataset using multiple linear regression, (b) test dataset using multiple linear regression, (c) training dataset using the random forest, (d) test dataset using the random forest.
Multiple Regression Approach for Traffic Flow Estimation

TABLE 3. Comparison results of different regression methods.

<table>
<thead>
<tr>
<th></th>
<th>Multiple Linear Regression</th>
<th></th>
<th>Test Dataset</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Dataset</td>
<td></td>
<td>Test Dataset</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>RMSE</td>
<td>R</td>
<td>RMSE</td>
</tr>
<tr>
<td>Private traffic flow (Figure 7)</td>
<td>0.80</td>
<td>22.98</td>
<td>0.85</td>
<td>19.06</td>
</tr>
<tr>
<td>Public traffic flow (Figure 8)</td>
<td>0.66</td>
<td>1527.5</td>
<td>0.64</td>
<td>1732.0</td>
</tr>
<tr>
<td>AADT traffic flow (Figure 9)</td>
<td>0.66</td>
<td>15694.1</td>
<td>0.47</td>
<td>15991.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Random Forest</th>
<th></th>
<th>Test Dataset</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Dataset</td>
<td></td>
<td>Test Dataset</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>RMSE</td>
<td>R</td>
<td>RMSE</td>
</tr>
<tr>
<td>Private traffic flow (Figure 7)</td>
<td>0.76</td>
<td>24.73</td>
<td>0.82</td>
<td>20.97</td>
</tr>
<tr>
<td>Public traffic flow (Figure 8)</td>
<td>0.60</td>
<td>1639.9</td>
<td>0.63</td>
<td>1756.9</td>
</tr>
<tr>
<td>AADT traffic flow (Figure 9)</td>
<td>0.52</td>
<td>18004.3</td>
<td>0.57</td>
<td>12769.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Support vector regression</th>
<th></th>
<th>Test Dataset</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Dataset</td>
<td></td>
<td>Test Dataset</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>RMSE</td>
<td>R</td>
<td>RMSE</td>
</tr>
<tr>
<td>Private traffic flow</td>
<td>0.54</td>
<td>37.4</td>
<td>0.68</td>
<td>33.5</td>
</tr>
<tr>
<td>Public traffic flow</td>
<td>0.56</td>
<td>2132.9</td>
<td>0.55</td>
<td>2354.8</td>
</tr>
<tr>
<td>AADT traffic flow</td>
<td>0.49</td>
<td>28944.9</td>
<td>0.65</td>
<td>20818.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Artificial neural networks</th>
<th></th>
<th>Test Dataset</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Dataset</td>
<td></td>
<td>Test Dataset</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>RMSE</td>
<td>R</td>
<td>RMSE</td>
</tr>
<tr>
<td>Private traffic flow</td>
<td>0.54</td>
<td>829.2</td>
<td>0.61</td>
<td>857.8</td>
</tr>
<tr>
<td>Public traffic flow</td>
<td>0.45</td>
<td>2746.3</td>
<td>0.48</td>
<td>2753.4</td>
</tr>
<tr>
<td>AADT traffic flow</td>
<td>0.38</td>
<td>28237.9</td>
<td>0.64</td>
<td>17052.4</td>
</tr>
</tbody>
</table>

For the verification of the regression model, the correlation coefficient (R) between the observed traffic flow and estimated traffic flow is used to evaluate the goodness-of-fit of the model. The root mean square error (RMSE) is used to assess accuracy, which indicates the deviation between observed values and estimated values. In addition, the slope of the least square line of best fit is a measurement of how much estimated values deviate from the observed values. There is normally either a positive or negative association between the slope of the least squares line of best fit and correlation coefficient. Generally speaking, the performance of the method is evaluated by comparing the differences of R, RMSE and slope values in the estimated-versus-observed values plots. Higher R and lower RMSE values correspond to higher precision and accuracy of the method.

Figures 7 to 9 respectively display the estimation results from private fleet trajectory data, public transport data and AADT data based on random forest model, from which the relationships between observed traffic flow and estimated traffic flow based on training (left figure) and testing (right figure) datasets can be observed. For both training and testing results, the correlation coefficients R, RMSE and slope are reported.

Table 3 summarizes the comparison results of four regression models using the different types of datasets. It is readily observed that for all datasets no matter of varying road or vehicle coverages, RMSE of training data from Random Forest is higher than that of Multiple Linear Regression, with R from Multiple Linear Regression higher than that from Random Forest. Similar patterns occur also for test data of GPS-based truck trajectory data as well as public transport route and schedule data. It can be concluded that the relationship between traffic flow and the measures adopted is linear and that Multiple Linear Regression models are more appropriate for estimating traffic flow than the Random Forest Model. Compared with GPS-based truck trajectory data, public transport route and schedule data have a lower R and higher RMSE. This is probably due to its nature of fixed routes, resulting that some road segments have no traffic, and
may not be suitable for cities where residents drive more than
taking public transport services. Yet in Hong Kong where
more than 90% of people take public transport and is a place
with dense network and high frequency of varying public
transport modes, this dataset with its reliable and derivable
traffic flow forms a good supplement to trajectory data from
private fleets and taxi.

In addition, compared with the results of multiple linear
regression and random forest, the results of support vector
regression and artificial neural networks display lower R
and higher RMSE for all the datasets except test data of
AADT. It is demonstrated that multiple linear regression and
random forest are more superior in the performance of traffic
flow estimation. Moreover, the higher R values of non-linear
multiple regression models for the test data of AADT are
probably related to its insufficient sample size.

VII. CONCLUSION

This paper discusses several data collection methods to obtain
and derive traffic flow information, using Hong Kong road
network and some observed data as empirical cases. Own-
ing to the discrepancy of data format and description of
road information from various data sources, integration is
sometimes difficult, especially for real-time performance.
It examines the potential of combining both topological and
geometrical properties of the road network to estimate traffic
flow. The objective is to derive a more accurate approach to
traffic flow estimation. This is an important input to not only
transport planning and problem-solving but also provides
a better methodology for navigation software engineering
when real-time traffic flow may not be everywhere and every
time available. The contributions of this paper are mainly in
the following two aspects.

First, three types of traffic data are used to estimate traffic
flow, namely GPS-based truck trajectory data, public trans-
port route data, and AADT data. Specifically, the relation-
ships between traffic flow and topological and geometrical
properties of the road network are analyzed. Through com-
paring and analyzing the results of these three types of traffic
flow, it is found that topological and geometrical measures
have different correlations with traffic flow for the three
different types of traffic data.

Second, traffic flow estimation is enabled through inte-
grating topological and geometrical properties using multiple
regression models. Both topological and geometrical mea-
sures are regarded as independent variables, and traffic flow is
taken as the dependent variable. By comparing the estimation
results, it is found that a combination of topological and geo-
metrical measures results in higher R. The proposed multiple
regression approach is therefore more superior to estimating
traffic flow based on mere road network properties.

Overall, this study proposes a feasible systematic method-
ology for estimating urban traffic flow using three types of
traffic data. However, there are still several related research
issues in the current study, which could be regarded as
directions for future work. First, this study models the road
network in an undirected graph without consideration of traf-
ffic constraints, such as turns and direction. These are more
complex and dynamic data but have a significant influence
on urban traffic flow. Second, given that this paper only uses
Hong Kong as the case study, the method should be verified
using the traffic data of other cities.
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