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ABSTRACT Spatially coupled protograph (SC-P) low-density parity-check codes can achieve excellent
performance and simple implementation when the coupling length is sufficiently large. However, in the
case of small coupling lengths, terminated SC-P (TE-SC-P) codes suffer from relatively weaker decoding
thresholds and lower code rates compared with the original protograph codes. To address the above issues,
we propose a novel design method to enhance the performance of such TE-SC-P codes. Specifically,
we develop a bus-topology-like puncturing rule so as to formulate a new family of SC-P codes, referred to as
punctured TE-SC-P (P-TE-SC-P) codes. Theoretical analyses and simulation results show that the proposed
P-TE-SC-P codes possess significant performance gains over conventional SC-P codes and randomly
punctured TE-SC-P (called RP-TE-SC-P) codes with relatively higher computational complexity.

INDEX TERMS Spatially coupled protograph (SC-P) codes, punctured codes, decoding thresholds, mini-
mum distance, coupling length.

I. INTRODUCTION
As a type of low-density parity-check (LDPC) convolutional-
like codes, spatially coupled (SC) LDPC codes have attracted
a great deal of attention in recent years. SC-LDPC codes
are constructed by coupling multiple identical LDPC codes
into a single coupled chain. Different from conventional
LDPC block codes, SC-LDPC codes are able to achieve
excellent decoding thresholds [1], [2] and satisfy the min-
imum distance property [3]. It has been proved in [4] that
SC-LDPC codes possess significant performance gains over
LDPC block codes.

In particular, a terminated SC-LDPC (TE-SC-LDPC) code
can attain a larger threshold improvement with respect to
the LDPC block code as the coupling length tends to infin-
ity. In this scenario, both the code rate and degree distri-
bution of a TE-SC-LDPC code can approach those of the
corresponding block code. However, when the coupling

length is small or moderate, the ‘‘termination’’ operation
may lead to non-negligible rate loss. Rate loss is one of
the most important issue that limits the applications of
TE-SC-LDPC codes in practical communication systems. To
address this issue, a randomly puncturing scheme has been
introduced to TE-SC-LDPC codes in order to form randomly
punctured TE-SC-LDPC (RP-TE-SC-LDPC) codes [5]. This
puncturing scheme can increase the code rate of conventional
TE-SC-LDPC codes at the cost of degrading performance.
Furthermore, incorporating some additional structures into
the boundaries of a TE-SC-LDPC code can effectively alle-
viate the rate loss [6], [7].

In parallel with the TE-SC-LDPC codes, another ter-
mination scheme has been developed for SC-LDPC codes
and a new type of SC-LDPC codes, called tail-biting
SC-LDPC (TB-SC-LDPC) codes, has been const-
ructed [3], [8]. Although TB-SC-LDPC codes have the same
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code rates as their original LDPC block codes, the former
codes have no threshold improvement compared with the
latter codes. In [9], an energy shaping scheme, which allows
the system allocates different transmission energies to dif-
ferent coded bits, has been proposed to improve the decod-
ing thresholds of TB-SC-LDPC codes. However, it cannot
accomplish good performance for short codeword lengths.
For this reason, the above energy shaping scheme is rather
difficult to satisfy the low-latency requirement of modern
communication systems [10]. Moreover, an optimized bit
mapping scheme has been conceived to trigger the decod-
ing wave of TB-SC-LDPC codes in bit-interleaved coded
modulation (BICM) frameworks [11], [12]. In addition to
the advancements of asymptotic (i.e., infinite-length) per-
formance, finite-length performance of SC-LDPC codes has
been deeply investigated in recent years [13]. For example,
the performance of finite-length SC-LDPC codes in the low
and high signal-to-noise (SNR) regions has been discussed
and optimized in [14] and [15], respectively.

Inspired by the superiority of protograph architectures,
a new type of SC-LDPC codes, referred to as SC protograph
(SC-P) codes, has been formulated recently [8]. With respect
to conventional SC-LDPC codes, SC-P codes not only pre-
serve excellent error performance but also enable extra bene-
fits such as simple representation and ease of analysis [3], [8].
This makes the SC-P codes a more preferable choice for
both theoretical research and practical applications. Thanks to
the aforementioned advantages, a flurry of research activities
have been sparked off to improve the structures of SC-P
codes [16]. Although the SC-LDPC and SC-P codes have
been intensely studied in recent years, their performance with
small coupling lengths is relatively unexplored.

With the above motivation, this paper investigates the
design of small-coupling-length SC-P codes over AWGN
channels. We develop a two-step design method to con-
struct a new family of SC-P codes, referred to as punctured
TE-SC-P (P-TE-SC-P) codes. Specifically, the proposed
design method comprises a symmetric edge-spreading rule
and a bus-topology-like puncturing rule, which guarantees
excellent error performance in both low-SNR and high-SNR
regions without degrading the code rate. A salient feature
of the proposed P-TE-SC-P codes is that they can achieve
better decoding thresholds, larger free distances, and identi-
cal code rates than the original protograph codes and other
SC-P codes. Although our code-design methodology is
derived under the infinite-codeword-length assumption,
the P-TE-SC-P codes exhibit outstanding bit error rates
(BERs) under the finite-length codeword condition (e.g.,
codewords of 5K and 11K). For example, both the regular
and irregular P-TE-SC-P codes are shown to possess more
than 0.3 dB and 0.9 dB gains over conventional SC-P codes
and RP-TE-SC-P codes, respectively.

The remainder of this paper is organized as fol-
lows. Section II reviews the protograph codes and
two protograph-based SC-LDPC codes. Section III describes
two theoretical-analysis methodologies for SC-P codes.

Section IV puts forward the proposed design method for the
P-TE-SC-P codes and analyzes the performance of various
SC-P codes. Section V gives the simulation results. Finally,
Section VI concludes this paper.

II. PROTOGRAPH-BASED SC-LDPC CODES
In this section, we begin with a brief introduction of pro-
tograph LDPC codes in Section II-A. Then, we review the
construction of protograph-based SC-LDPC codes based on
two fundamental approaches (i.e., termination and tail-biting)
in Section II-B and Section II-C, respectively.

A. PROTOGRAPH LDPC CODES
As a novel class of LDPC codes, protograph LDPC codes
have received much research interest in various transmission
scenarios since they can produce excellent error performance
with relatively low complexity [17], [18]. A protograph,
which has been introduced by [19], is a Tanner graph with
a relatively small number of nodes. Specifically, A proto-
graph G = (V, C, E) consists of a variable-node (VN) set
V , a check-node (CN) set C, and an edge set E . Moreover,
the cardinalities of V , C, and E are equal to n, m, and E ,
respectively. In a protograph, each edge ei,j ∈ E connects
a VN vj ∈ V and a CN ci ∈ C. Unlike a Tanner graph,
parallel edges are allowed in a protograph, but they must
be thoroughly eliminated during the expansion procedure.
Furthermore, a protograph with n VNs and m CNs can be
characterized by a base matrix B = (bi,j) of size m × n,
where bi,j denotes the number of edges connecting ci with
vj. An expanded protograph, which corresponds to the proto-
graph code, can be obtained by performing the ‘‘copy-and-
permute’’ operation on a given protograph. This expanded
protograph is referred to as a derived graph.

B. TERMINATED SC-P CODES
1) REGULAR TE-SC-P CODES
A (dv, dc,L) coupled chain can be obtained by coupling a
sequence of L disjoint (dv, dc) regular protographs, where L
is the coupling length, dv and dc are the VN and CN degrees,
respectively. Assuming that each protograph is labeled with
a time index t , one can connect the edges emanating from
the VNs at time t (t = 0, 1, . . . ,L − 1) to the CNs at times
t, t+1, . . . , t+w according to a specific edge-spreading rule,
where 0 < w < L is the coupling width. Let a = gcd(dv, dc)
be the greatest common divisor of dv and dc. There exist
positive integers bc and bv satisfying dv = abc and dc = abv.
The base matrix of a regular TE-SC-P code is defined as

BTE
[0,L−1] =



B0
B1 B0
... B1

. . .

Bw
...

. . . B0
Bw B1

. . .
...

Bw


, (1)
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FIGURE 1. (a) A sequence of identical, disjoint RJA protographs, and (b) a RJA SC protograph with coupling width w = 1.

where w = a − 1, and B0,B1, . . . ,Bw are identical bc × bv
all-one submatrices. In consequence, the size of BTE

[0,L−1]
equals bc(L + w)× Lbv.

2) IRREGULAR TE-SC-P CODES
If gcd(dv, dc) = 1, the SC-P codes cannot be constructed by
the above method. In this situation, the w + 1 submatrices
B0,B1, . . . ,Bw should be constructed from the base matrix
B of an irregular protograph code. The relationship between
the submatrices and base matrix is governed by

∑w
µ=0 Bµ =

B, where all matrices share the same size. As an example,
Fig. 1 shows the protographs of a repeat-jagged-accumulate
(RJA) code and its corresponding SC code, where the VNs
and CNs are represented by filled circles and circles with a
plus sign, respectively. As can be observed, the base matrix
BRJA of the RJA code is divided into two submatrices BRJA

0
and BRJA

1 , which are given as [3]

BRJA
=

[
1 2 1 2
3 1 1 1

]
,

BRJA
0 =

[
0 1 0 2
1 1 1 0

]
, BRJA

1 =

[
1 1 1 0
2 0 0 1

]
.

(2)

C. TAIL-BITING SC-P CODES
The TB-SC-P codes can be constructed from the TE-SC-P
codes by combining the CNs at times t = L,L + 1, . . . ,L +
w− 1 with the corresponding CNs of the same type at times
t = 0, 1, . . . ,w − 1, respectively. Thus, the base matrix of a
TB-SC-P code can be expressed by

BTB
[0,L−1] =



B0 Bw · · · B1
...

. . .
. . .

...

Bw−1 Bw
Bw B0

. . .
... B0

. . . Bw−1
...

. . .

Bw Bw−1 · · · B0


.

(3)

According to (1) and (3), the base matrix BTB
[0,L−1] can be

constructed from the base matrixBTE
[0,L−1] bymeans of adding

its last wbc rows to the first wbc rows, where the bc is the
number of CNs in each submatrix. As a result, the TB-SC-P
codes have the same code rate and degree distribution as their
corresponding protograph codes.

III. THEORETICAL-ANALYSIS METHODOLOGY
FOR SC-P CODES
In order to facilitate the design of SC-P codes, the pro-
tograph extrinsic information transfer (PEXIT) algorithm
and asymptotic distance distribution (ADD) analysis have
been proposed in [3], [8], and [20], respectively. In this
section, we describe these two theoretical-analysis tools for
SC-P codes.

A. PEXIT ALGORITHM
The EXIT function is of particular importance to trace the
convergence of iterative decoding schemes. In [20],
the PEXIT algorithm has been proposed to evaluate the
decoding thresholds of the protograph codes under belief-
propagation (BP) decoding algorithm. This algorithm is also
very effective for SC-P codes.

Let L be the log-likelihood-ratio (LLR) of the received
signal corresponding to the coded bit over AWGN channels.
Then, the mutual information between the coded bit and its
corresponding LLR value L ∼ N (

σ 2ch
2 , σ

2
ch) is denoted by

J (σch), which can be expressed as

J (σch) = 1−
∫
+∞

−∞

exp
(
−

(µ−σ 2ch/2)
2

2σ 2ch

)
√
2πσ 2

ch

× log2[1+ exp(−µ)] dµ. (4)

The derivation of J (·) and its inverse function J−1(·) can be
obtained in [21].

In order to illustrate the process of the algorithm, we define
five different notations of mutual information for the SC-P
codes as follows.
• IAV(i, j) denotes the a prior mutual information from the
CN ci to the VN vj.

• IAC(i, j) denotes the a prior mutual information from the
VN vi to the CN cj.
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• IEV(i, j) denotes the extrinsic mutual information from
the VN vi to the CN cj.

• IEC(i, j) denotes the extrinsic mutual information from
the CN ci to the VN vj.

• IAPP(j) denotes the a posteriori mutual information of a
VN vj.

In addition, we assume that the maximum number of itera-
tions in the algorithm is Tmax. Besides, we have IAC(i, j) =
IEV(i, j) and IAV(i, j) = IEC(i, j) in each iteration. Thus,
based on the above definitions, the PEXIT algorithm over an
AWGN channel can be described as follows.

1) Initialization: For i = 1, 2, . . . ,m and j = 1, 2, . . . , n,
initialize IAV(i, j) = 0. Then, compute the variance of
the channel initial LLR as σ 2

ch,j = 8R(Eb/N0), where
R is the code rate, and Eb/N0 is the SNR per bit. As a
special case, σ 2

ch,j = 0 if the j-th VN vj is punctured.
2) Updating VN-to-CN mutual information: For i =

1, 2, . . . ,m and j = 1, 2, . . . , n, the extrinsic mutual
information sent from the VN vi to the CN cj can be
calculated by

IEV(i, j) = J
((∑

s 6=i

bs,j[J−1(IAV(s, j))]2

+ (bi,j − 1)[J−1(IAV(i, j))]2 + σ 2
ch,j

)1/2)
.

(5)

3) Updating CN-to-VN mutual information: For i =
1, 2, . . . ,m and j = 1, 2, . . . , n, the extrinsic mutual
information sent from the CN ci to the VN vj can be
measured as

IEC(i, j) = 1− J
((∑

s 6=j

bi,s[J−1(1− IAC(i, s))]2

+ (bi,j − 1)[J−1(1− IAC(i, j))]2
)1/2)

.

(6)

4) Computing the a posteriori mutual information of
VNs: For j = 1, 2, . . . , n, the a posteriori mutual
information of Vj can be calculated by

IAPP(j) = J
(( m∑

i=1

bi,j[J−1(IAV(i, j))]2 + σ 2
ch,j

)1/2)
.

(7)

5) Finalization: If the a posteriori mutual information
values IAPP(j) = 1 for all j = 1, 2, . . . , n, the corre-
sponding Eb/N0 is considered as the decoding thresh-
old of the code and the iterative process is terminated;
otherwise, repeat Steps 2)-4) continuously.

According to the PEXIT algorithm, the decoding threshold
is the smallest Eb/N0 (dB) that guarantees the a posteriori
mutual information of all VNs in an SC-P code converging to
the value of unity.

B. ADD ANALYSIS
The PEXIT algorithm can be exploited to design the
SC-P codes with capacity-approaching thresholds. Although
the SC-P codes optimized by the PEXIT algorithm can exhibit
good performance in the low-SNR region, they may suffer
from an error floor in the high-SNR region, especially in
moderate or short codeword-length cases [17]. Therefore,
how to analyze and optimize the performance of such codes
in the high-SNR region is a critical issue.

Litsyn and Shevelev [22] have pointed out that the min-
imum distance of the codewords can reflect the error per-
formance in the high-SNR region. For protograph codes,
theminimum (Hamming) distance, i.e., dmin, can be evaluated
by N ′ × δmin, where N ′ and δmin are the codeword length
and the typical minimum distance ratio (TMDR). According
to the value of δmin, we can determine whether the dmin
grows linearly with the codeword length (i.e., the linear-
minimum-distance property holds). In summary, a protograph
code having a larger δmin can achieve relatively better error
performance in the high-SNR region [23].

In contrast to conventional protograph codes, the minimum
(free) distance (i.e., dfree), instead of the minimum Ham-
ming distance, are used to characterize the high-SNR error
performance of SC protograph codes due to the introduc-
tion of constraint length. For such type of codes, the linear-
minimum-distance property for SC-P codes is defined as the
phenomenon that the dfree grows linearly with the constraint
length [24], i.e.,

dfree = δfreeνs, (8)

where δfree is the free distance growth rate and νs is the
constraint length. As a consequence, an SC-P code with a
large δfree should possess excellent error performance and low
error floor in the high-SNR region. Mitchell et al. [8] have
pointed out that the scaled growth rates δ(L)minL/(w+ 1) of the
SC-P codes will converge to a fixed value (i.e., a bound on
the δfree of the SC-P codes) as L increases. Therefore, this
parameter can be approximately expressed by

δ
(L)
free ≈ (δ(L)minL)/(w+ 1), (9)

where δ(L)min is the TMDR of the SC-P codes with a coupling
length L. As proved in [3], an SC-P code having a larger δ(L)free
should exhibit a higher free distance and better performance
in the high-SNR region.

Based on the above discussion, an SC-P code, which not
only has a small decoding threshold but also has a large free
distance growth rate, should achieve excellent error perfor-
mance in both low and high-SNR regions.

IV. DESIGN AND ANALYSIS OF PROPOSED
P-TE-SC-P CODES
A. PROPOSED DESIGN METHOD
The base matrix of a regular TE-SC-P code satisfies a sym-
metric property from the perspective of CN degrees. In par-
ticular, the CNs at the two ends of the base matrix possess
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a reduced number of degrees compared with the CNs at the
middle of the base matrix. These lower-degree CNs always
pass more reliable messages to their associated VNs, which
may improve the decoding threshold. Moreover, punctured
VNs can be incorporate into TE-SC-P codes to compensate
the code-rate loss. Although the puncturing technique was
usually exploited to increase the code rate at the price of
sacrificing error performance [17], it was demonstrated that
the performance of protograph codes can also be enhanced if
the punctured VNs are properly selected. This property also
holds for SC-P codes.

Based on the above discussion and assuming a rate-RP

protograph code with a bc×bv protograph, a two-step design
method is conceived for P-TE-SC-P codes as follows.

1) SYMMETRIC EDGE SPREADING
With an aim to offsetting the rate loss of TE-SC-P code with
the fewest punctured VNs, the base matrix of a protograph
is divided into two submatrices (i.e., w = 1). Thus, lowest
decoding complexity will be increased in the construction
of P-TE-SC-P codes. Specifically, the elements larger than 1
in the base matrix are decomposed into the two submatrices
in a quasi-uniform manner. Then, the remaining elements of
‘‘1’’ are properly assigned to the two submatrices so as to
make the weights of their respective columns (i.e., degrees of
their respective VNs) as identical as possible. The resultant
TE-SC-P code is called improved TE-SC-P (ITE-SC-P) code.
Note that the submatrices obtained in the above method are
not unique.

2) BUS-TOPOLOGY-LIKE PUNCTURING
With an aim to addressing the rate-loss problem caused by the
‘‘termination’’ operation, punctured bit(s) is/are incorporated
into the ITE-SC-P codes. In particular, the first punctured
VN should be added to connect to all CNs (i.e., connection
structure between this puncturedVN and all CNs is analogous
to a bus topology). Precisely speaking, this punctured VN has
two (parallel) edges connecting to the (2j′ − 1)-th CN and
has a single edge connecting to the (2j′)-th CN, where j′ =
1, 2, . . . , bc(L+w)2 . If the code rate of the new SC-P code RP-TEL
is still smaller than RP, some additional degree-2 punctured
VNs should be introduced to the existing SC-P code until
RP-TEL = RP. In doing so, these punctured VNs are properly
connected to the first and last bc ×w CNs so as to satisfy the
CN-degree symmetric property at the two ends of the base
matrix. The rate-RP ITE-SC-P code with punctured VNs is
referred to as P-TE-SC-P code. As a consequence, the size of
a P-TE-SC-P code equals bc(L + w)× (bvL + np), where np
is the number of punctured VNs.

Following the proposed design method, we will demon-
strate that we can construct the P-TE-SC-P codes that possess
excellent performance over AWGN channels, especially for
small values of L. As an example, we show the structures
of two P-TE-SC-P codes constructed from the rate-1/2 (3, 6)
protograph code and RJA protograph code as below.

Example 1: Given a rate-1/2 (3, 6) protograph code,
one can divide its base matrix B(3,6) into two submatrices,
i.e., B(3,6)′

0 and B(3,6)′

1 , exploiting the edge-spreading rule,
where

B(3,6)
=
[
3 3

]
, B(3,6)′

0 =
[
1 2

]
, B(3,6)′

1 =
[
2 1

]
.

(10)

Then, a (3, 6) ITE-SC-P code can be formulated by substitut-
ingB(3,6)’

0 andB(3,6)’
1 into (1). Furthermore, a punctured VN is

added into the (3, 6) ITE-SC-P code in accordance with the
bus-topology-like puncturing rule so as to construct a rate-
1/2 (3, 6) P-TE-SC-P code. The base matrix of the (3, 6) P-
TE-SC-P code with a coupling length L = 12 is expressed
by

BP-TE-(3,6)
[0,11]

=



1 2 2
2 1 1 2 1

2 1 1 2 2
2 1 1

. . .
...

. . . 1 2 2
2 1 1 2 1

2 1 2


,

(11)

where the size of this base matrix is 13 × 25, and the last
column corresponds to the punctured VN.
Example 2: Following the similar steps as in Example 1,

one can also obtain two improved submatrices corresponding
to a rate-1/2 RJA code (i.e., (2)), which are shown as

BRJA’
0 =

[
0 1 0 1
2 0 1 1

]
, BRJA’

1 =

[
1 1 1 1
1 1 0 0

]
.

(12)

Thus, the base matrix of a rate-1/2 RJA P-TE-SC-P code
with a coupling length L = 6 can be described as

BP-TE-RJA
[0,5]

=



0 1 0 1 2 0
2 0 1 1 1 1
1 1 1 1 0 1 0 1 2 0
1 1 0 0 2 0 1 1 1 0

1 1 1 1 2 0
1 1 0 0 1 0

. . .
...
...

0 1 0 1 2 0
2 0 1 1 1 0
1 1 1 1 2 0
1 1 0 0 1 1



,

(13)

where the size of this base matrix is 14× 26, and the last two
columns correspond to the punctured VNs.
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TABLE 1. Code rates of the (3, 6) SC-P codes and RJA SC-P codes with
three different coupling methods. The coupling lengths of (3, 6) SC-P
codes and RJA SC-P codes are 12 and 6, respectively.

To verify the superiority of our proposed P-TE-SC-P
codes, codes including (3, 6) TE-SC-P code, (3, 6) TB-SC-P
code, original (3, 6) protograph code, RJA TE-SC-P code,
RJA TB-SC-P code, and original RJA protograph code in [3]
are used as benchmarks in the forthcoming performance
analyses.

B. CODE-RATE ANALYSIS
1) TE-SC-P CODES
For a finite coupling length L, the code rate of a TE-SC-P
code can be measured as

RTEL = 1−
nc
nv
= 1−

(L + w)bc
Lbv

= 1−
(
L + w
L

)
(1−RP),

(14)

where nc and nv are the numbers of CNs and transmitted VNs
in its base matrix, respectively. Moreover, RP = 1− bc/bv is
the code rate of its original protograph code containing bc
CNs and bv VNs.

2) TB-SC-P CODES
The code rate of a TB-SC-P code is the same as that of its
corresponding protograph code, which can be derived as

RTBL = 1−
Lbc
Lbv
= 1− bc/bv = RP. (15)

3) P-TE-SC-P CODES
According to the proposed design method in Sect. III-A,
the code rate of a P-TE-SC-P code is

RP-TEL = (nv − nc + np)/nv = RTEL + np/nv > RTEL . (16)

As can be observed, the code rate of a P-TE-SC-P code not
only is higher than RTEL , but also can reach RP by varying the
value of np. For instance, Table 1 shows the code rates of the
(3, 6) SC-P codes and RJA SC-P codes with three different
coupling methods. As illustrated, both the P-TE-SC-P codes
and TB-SC-P codes achieve a rate of 1/2, while the TE-SC-P
codes only accomplish a rate of 5/12.

C. ASYMPTOTIC-PERFORMANCE ANALYSIS
In this subsection, we analyze decoding thresholds and free
distance growth rates of the proposed P-TE-SC-P codes by
exploiting the PEXIT and ADD algorithms mentioned in
Sect. III in order to validate their performance superiority.

1) DECODING THRESHOLD
We estimate the decoding thresholds of (i) the three (3, 6)
SC-P codes, (ii) the original (3, 6) protograph code, (iii) the

TABLE 2. Decoding thresholds of the original protograph code and the
SC-P codes over an AWGN channel. The coupling lengths of (3, 6) SC-P
codes and RJA SC-P codes are 12 and 6, respectively.

FIGURE 2. Free distance growth rates of (a) three (3, 6) SC-P codes and
(b) three RJA SC-P codes.

three RJA SC-P codes, and (iv) the original RJA protograph
code, by exploiting the PEXIT algorithm, and present the
results in Table 2. Referring to this table, the P-TE-SC-P
codes exhibit the smallest decoding thresholds among all
SC-P codes and original protograph codes. Considering the
(3, 6) protograph, the mutual information of proposed P-TE-
SC-P code can converge to the value of unity at Eb/N0 =

0.5 dB, while the TB-SC-P code and TE-SC-P code require
much larger SNRs (i.e., Eb/N0 > 1.1 dB) to do so. This
implies that the P-TE-SC-P codes can achieve the best error
performance in the low-SNR region.

2) FREE DISTANCE GROWTH RATE
As a further insight, we analyze the δ(L)free of the aforemen-
tioned SC-P codes and show the results in Fig. 2. As observed
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TABLE 3. Number of operations required for CN update within each
iteration.

TABLE 4. Number of operations required for CN update of the (3, 6) SC-P
codes and RJA SC-P codes within each iteration. The codeword length is
4800, the coupling lengths of (3, 6) SC-P codes and RJA SC-P codes are 12
and 6, respectively.

from Fig. 2(a), it is apparent that the (3, 6) P-TE-SC-P code
has a larger δ(L)free than its corresponding TE-SC-P code and
TB-SC-P code when L ≥ 9. Moreover, with an increasing L,
the δ(L)free of both TB-SC-P code and TE-SC-P code converge
to a constant, while that of the P-TE-SC-P code continues to
increase. Hence, the P-TE-SC-P codes should outperform the
other two SC-P codes in the high-SNR region. For the RJA
SC-P codes, similar conclusions can be drawn from Fig. 2(b).

D. COMPUTATIONAL COMPLEXITY ANALYSIS
During the LDPC decoding process, the computational com-
plexity for CN update within each iteration determines the
overall decoding complexity. Therefore, based on the BP
algorithm, we evaluate the number of operations required in
each iteration. The results are shown in Table 3, where N and
M are the number of transmitted VNs and CNs, respectively;
dci is the degree of the ith CN; dv and dc are the average
degrees of VNs and CNs; More specifically, we illustrate
the computational complexities of the (3, 6) SC-P codes and
RJA SC-P codes with N = 4800 in Table 4. As can be
seen from this table, the proposed P-TE-SC-P codes have
relatively higher computational complexity than the TE-SC-P
and TB-SC-P codes because incorporating the additional
VNs leads to a higher averaged degree.

V. SIMULATION RESULTS
Based on the different coupling methods, we present some
simulation results of the (3, 6) SC-P codes and RJA SC-P
codes with a code rate R = 1/2 over AWGN channels. In
particular, the transmitted codeword lengths (excluding the
punctured bits) are assumed to be N = 4800 and N = 10800.
Furthermore, all codewords are decoded with BP algorithm
and the maximum number of BP iterations equals T = 100.

A. BER PERFORMANCE COMPARISON BETWEEN THE
PROPOSED P-TE-SC-P CODES AND CONVENTIONAL
SC-P CODES
Fig. 3 depicts the BER curves of the original (3, 6) protograph
code, TE-SC-P code, TB-SC-P code, and the proposed (3, 6)

FIGURE 3. BER curves of the original (3, 6) protograph code, (3, 6)
TE-SC-P code, (3, 6) TB-SC-P code, and (3, 6) P-TE-SC-P code. The coupling
length for all (3, 6) SC-P codes is 12.

P-TE-SC-P code. Referring to the figure, for N = 4800,
the proposed P-TE-SC-P code is significantly superior to
the TB-SC-P code, which further outperforms the original
protograph code, and TE-SC-P code. Especially, the proposed
P-TE-SC-P code and TE-SC-P code are the best-performing
and worst-performing codes, respectively. For example, at a
BER of 10−5, the proposed P-TE-SC-P code achieves a gain
of about 0.3 dB over the TB-SC-P code, while the TB-SC-P
code has additional gains of about 0.1 dB over the TE-SC-P
code. Furthermore, at Eb/N0 = 1.4 dB, the proposed P-TE-
SC-P code achieves a BERs of 9× 10−6, while the TB-SC-P
code and TE-SC-P code only accomplish BERs of 2× 10−3,
5 × 10−3, respectively. It is noteworthy that the P-TE-SC-P
code does not have the error-floor phenomena when the BER
equals 1.5×10−6. From this perspective, a larger gain can be
expected at a lower BER. More importantly, the performance
advantage of the proposed (3, 6) P-TE-SC-P code can be pre-
served when the codeword length is increased to N = 10800.
Similar observations can be also found in the results for the
proposed RJA P-TE-SC-P code (see Fig. 4).

B. BER PERFORMANCE COMPARISON BETWEEN THE
PROPOSED PUNCTURING SCHEME AND THE
RANDOMLY PUNCTURING SCHEME
The BER performance curves of the (3, 6) P-TE-SC-P
code and RP-TE-SC-P code [5] (i.e., the proposed punctur-
ing scheme and the randomly puncturing scheme [5]) are
depicted in Fig. 5. As can be observed, the error performance
of the proposed P-TE-SC-P code is much better than the RP-
TE-SC-P code in [5]. Specifically, for N = 4800, the pro-
posed P-TE-SC-P code obtains a gain of about 0.9 dB over
the RP-TE-SC-P code at a BER of 1 × 10−5. In addition,
at Eb/N0 = 1.5 dB, the proposed P-TE-SC-P code achieves
a desirable BER of 1.5× 10−6, while the RP-TE-SC-P code
only accomplishes a BER of 5 × 10−2. Moreover, the trend
of the BER performance curves for the case of N = 10800 is
highly consistent with that of N = 4800. Based on the RJA
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FIGURE 4. BER curves of the original RJA protograph code, RJA TE-SC-P
code, RJA TB-SC-P code, and RJA P-TE-SC-P code. The coupling length for
all RJA SC-P codes is 6.

FIGURE 5. BER curves of the (3, 6) P-TE-SC-P code and RP-TE-SC-P code.
The coupling length is 12.

FIGURE 6. BER curves of the RJA P-TE-SC-P code and RP-TE-SC-P code.
The coupling length is 6.

protograph, the TE-SC-P code with the proposed puncturing
scheme still outperforms the counterpart with the randomly
puncturing scheme (see Fig. 6), which further demonstrates
the superiority of our design.

Besides, we have carried out simulations for different val-
ues of L, and have found that the proposed P-TE-SC-P codes
always outperform the other three types of SC-P codes.

VI. CONCLUSIONS
In this paper, we have conceived a novel design method
to construct a new family of SC-P codes with small cou-
pling lengths, called P-TE-SC-P codes. The proposed design
method includes two steps, i.e., symmetric edge spreading
and bus-topology-like puncturing, which not only can ensure
desirable decoding threshold and free distance growth rate,
but also can avoid code-rate loss. Theoretical analyses and
BER simulations have indicated that the proposed P-TE-SC-P
codes have much better performance compared with the cor-
responding TB-SC-P, TE-SC-P, RP-TE-SC-P, and original
protograph codes at the cost of relatively higher compu-
tational complexity. Thanks to the excellent performance,
the family of P-TE-SC-P codes appear to be a good candidate
for practical use in future wireless communication systems.
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