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Abstract—Intelligent recognition of electroencephalogram 

(EEG) signals is an important means to detect seizure. Traditional 

methods for recognizing epileptic EEG signals are usually based 

on two assumptions: 1) adequate training examples are available 

for model training, and 2) the training set and the test set are 

sampled from datasets with the same distribution. Since seizures 

occur sporadically, training examples of seizures could be limited. 

Besides, the training and test sets are usually not sampled from the 

same distribution for generic non-patient-specific recognition of 

EEG signals. Hence, the two assumptions in traditional 

recognition methods could hardly be satisfied in practice, which 

results in degradation of model performance. Transfer learning is 

a feasible approach to tackle this issue attributed to its ability to 

effectively learn the knowledge from the related scenes (source 

domains) for model training in the current scene (target domain). 

Among the existing transfer learning methods for epileptic EEG 

recognition, transductive transfer learning fuzzy systems (TTL-

FSs) exhibit distinctive advantages – the interpretability that is 

important for medical diagnosis and the transfer learning ability 

that is absent from traditional fuzzy systems. Nevertheless, the 

transfer learning ability of TTL-FSs is restricted to a certain 

extent since the discrepancy in marginal distribution between the 

training data and test data is only considered. In this study, the 

enhanced transductive transfer learning Takagi-Sugeno-Kang 

fuzzy system construction method (ETTL-TSK-FS) is proposed to 

overcome the challenge by introducing two novel transfer learning 

mechanisms: (1) joint-knowledge is adopted to reduce the 

discrepancy between the two domains, and (2) an iterative transfer 

learning procedure is introduced to enhance transfer learning 

ability. Extensive experiments have been carried out to evaluate 

the effectiveness of the proposed method in recognizing epileptic 

EEG signals in the Bonn and CHB-MIT EEG datasets. The results 

show that the method is superior to or at least competitive with 

existing state-of-art methods under the scenario of transfer 

learning. 

Index Terms—Joint-Knowledge Transfer, EEG, epilepsy 

detection, feature extraction, TSK fuzzy logic system (FLS), 

transfer learning. 

I. INTRODUCTION 

Epilepsy is a cerebral functional disease caused by sudden 

abnormal brain neurons discharge [1]. It is one of the most 

common brain diseases. Intelligent recognition of 

electroencephalogram (EEG) signals is an important means of 

seizure detection since the signals contain a large amount of 
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physiological and pathological information of the brain. 

However, this is not trivial due to the stochastic and non-

stationary nature of EEG signals among others. In recent years, 

data-driven modeling techniques have attracted considerable 

attention for epilepsy detection and recognition because of their 

strong learning abilities [1]. 

In fact, many intelligent recognition methods have been 

adopted for the recognition of epileptic EEG signals, such as 

Support Vector Machine (SVM) [2], Linear Discriminant 

Analysis (LDA) [3], Neural Networks [4], Fuzzy System (FS) 

[5, 6], and so on. The purpose of these intelligent methods is to 

learn a prediction model using the existing data and then predict 

or classify the new data based on the trained model. However, 

when applied to epileptic EEG signals recognition, these 

methods often encounter the following challenges. First, since 

seizures occur sporadically and data labeling of the EEG signals 

is very time and cost consuming [7], adequate labeled data of 

EEG signals is not always available for clinical applications. 

Second, the majority of the traditional machine learning 

techniques used for training intelligent models are based on the 

assumption that the training and test data have the same 

distribution, which cannot be satisfied in generic non-patient-

specific applications of EEG signal recognition. Although 

transfer learning techniques have been used to tackle these 

challenges, the transfer learning ability of the existing models 

is still insufficient. The issues will be addressed in this paper.  

Transfer learning [8-11] is a feasible solution to the 

challenges discussed above for its ability to leverage the data or 

knowledge gained from the related scenes (commonly called 

the source domains in transfer learning) for the learning of the 

model in the current scene (commonly called the target domain 

in transfer learning) [11]. Transfer learning can be divided into 

two main categories according to the characteristics of the 

target domain data, namely, inductive transfer learning and 

transductive transfer learning [12]. Inductive transfer learning 

assumes that the datasets sampled from the source domain and 

the target domain have different distributions, and that many 

labeled data exist in the source domain while a small number of 

labeled data are available from the target domain [12]. 

Transductive transfer learning further assumes that labeled data 

are abundantly available from the source domain but no labeled 
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data from the target domain. With transfer learning, the 

performance of the model in the target domain can usually be 

improved by leveraging the knowledge from the source domain 

[8]. Compared with inductive transfer learning, the 

requirements of transductive transfer learning on the target 

domain data are less constrained, which is very suitable for 

epileptic EEG signals recognition when the labeled data of 

seizures in the target domain is scarce. In fact, some 

transductive transfer learning methods have been developed. 

For example, the large-margin-projected transductive SVM 

(LMPROJ), which is a classical transductive transfer learning 

method, has been developed and demonstrated effective 

recognition of epileptic EEG signals [13]. 

Among the existing intelligent models for epileptic EEG 

recognition, fuzzy systems exhibit the distinctive advantages of 

better interpretability and uncertainty modeling ability. In many 

applications, such as medical diagnosis, interpretability is 

crucial. At present, there have been some effective methods 

developed for epileptic EEG recognition based on fuzzy system 

and transfer learning techniques. In [14], two transductive 

transfer learning Takagi-Sugeno-Kang (TSK) FS modeling 

methods were proposed for the recognition of epileptic EEG 

signals. The transfer learning FS construction methods have 

shown strong adaptability to the discrepancy in distributions 

between the training dataset and the test dataset. However, the 

performance of these methods are still limited by the fact that 

they only consider the discrepancy of the marginal distributions 

between the source domain and the target domain in model 

training [14], so that a lot of useful knowledge, such as the 

labeling information in source domain, is not fully exploited for 

knowledge transfer. Thus, the capacity of knowledge transfer 

may be fully unleashed for epilepsy EEG recognition with the 

existing transfer fuzzy system modeling methods. To meet this 

challenge, an enhanced transductive transfer learning TSK 

fuzzy system (ETTL-TSK-FS) is investigated in this study. The 

proposed method improves the transfer learning abilities of 

TSK FS for epileptic EEG recognition from two aspects. First, 

a more comprehensive knowledge transfer mechanism called 

joint-knowledge transfer is introduced. Second, an iterative 

transfer learning mechanism is adopted to enhance the 

knowledge transfer ability by improving the labeling accuracy 

of the preliminarily labeled samples in the target domain. 

The main contributions of this paper are as follows: (1) the 

novel TSK FS construction method ETTL-TSK-FS is proposed 

to handle the drifting in distributions between the training data 

and the test data, which can hinder epileptic EEG recognition; 

(2) two transfer learning strategies, i.e., joint-knowledge 

transfer and iterative knowledge transfer, are introduced to 

realize the proposed transfer learning method; and (3) a large 

amount of experiments are conducted to confirm the 

effectiveness of the proposed method. 

The rest of the paper is organized as follows. Section II 

describes the traditional TSK FS and the maximum mean 

discrepancy, and other related work. Section III presents the 

enhanced transductive transfer learning TSK FS construction 

method. The experiments conducted to evaluate the 

performance of the proposed method and the results are 

discussed in section IV. Finally, conclusions and the potential 

future work are given in section V. 

II. RELATED WORK 

The related works are reviewed in this section. Background 

of seizure detection and recognition is first introduced, followed 

by a review of some classical feature extraction methods of 

EEG signals. The fundamentals of the TSK fuzzy system and 

transductive transfer learning technique that the method 

proposed in the paper are based are also described briefly. 

A. Seizure detection 

Seizure detection generally refers to the use of intelligent 

models to recognize that a seizure is occurring through EEG 

signal analysis [15]. Here, intelligent models are mainly the 

classifiers that are used to identify the signals. In clinical 

applications, online analysis of EEG signals and real-time 

seizure detection is needed. The systems that realize real-time 

seizure detection without human intervention are often called 

automatic seizure detection and the corresponding models used 

in the systems are automated computational models [16, 17]. 

Seizure detection can be classified as seizure onset detection 

and seizure event detection [7]. The purpose of seizure onset 

detection is to recognize that a seizure has started with the 

shortest possible delay, but not necessarily with the highest 

possible accuracy [18]. In contrast, the purpose of seizure event 

detection is to recognize seizures with the greatest possible 

accuracy [19], but not necessarily with the shortest delay. In 

clinical applications, seizure event detection and seizure onset 

detection are both important for the requirements in different 

scenarios. The former is needed for applications requiring rapid 

response to a seizure, while the latter is necessary for 

applications requiring accurate identification of seizure activity 

over a period of time [2]. 

Seizure prediction is another important clinical application in 

epilepsy management [20]. Seizure prediction algorithm is 

expected to forecast impending seizures before they start, we 

while seizure detection algorithm is expected to identify the 

presence of a seizure after it has begun. Although prediction 

algorithms are useful for clinical management of adult epilepsy, 

many intractable problems exists in the theory of seizure 

prediction [21]. Many methods adopted for seizure prediction 

are indeed similar with those used for seizure detection, where 

the prediction algorithms are based on detecting the patterns of 

EEG signals. Hence, seizure recognition is of higher 

importance for epilepsy diagnosis and treatment. It is also the 

basis of seizure detection. The recognition of epileptic EEG 

signals is reviewed in the following section. 

B. Recognition of Epileptic EEG Signals  

The basis of seizure detection is the recognition of epileptic 

EEG signals, or in other words, the classification of EEG 

signals. The focus of EEG signal recognition is to deal with the 

segments of epileptic EEG signals rather than the seizures that 

are concerned in seizure detection tasks. The recognition of 

epileptic EEG signals are studied from two aspects: feature 

extraction and classification. The common classification 

methods used for epileptic EEG recognition have already been 

reviewed in the second paragraph of Section I. The classical 
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feature extraction methods for EEG signals are reviewed as 

follows, mainly on methods dealing with the  segments of 

single-channel signals.  

The major feature extraction methods can be divided into 

three categories, i.e. time domain analysis, frequency domain 

analysis and time-frequency analysis. In time domain analysis, 

features are extracted by analyzing the characteristics of the 

EEG waveforms. In clinic applications, mean, variance, 

amplitude and kurtosis and the other statistics of the waveforms 

can all be used [3, 22]. Owing to the non-stationary nature of 

EEG signals, entropy-based approaches are proposed to 

quantify the amount of regularity and unpredictability of 

fluctuations [4, 23]. In frequency-domain analysis, features in 

EEG signals are analyzed in the frequency domain. Power 

spectrum analysis of EEG signals is performed to transform 

changes in EEG signal amplitude into changes in EEG signal 

power to directly observe the variations in brain waves at 

different frequencies [24]. Fast Fourier Transforms (FFT) is a 

common method of this kind [25]. In time-frequency analysis, 

features are extracted from the time domain and frequency 

domain simultaneously to identify more effectively the non-

stationary EEG signals. A representative method is wavelet 

transform which is widely used and shown to be advantageous 

[26, 27]. Wavelet transform is available in two forms: 

continuous wavelet transform (CWT) and discrete wavelet 

transform (DWT) forms. The wavelet packet decomposition 

(WPD) is a generalization of the DWT, where the time-

frequency resolution can be adjusted as desired. In DWT, the 

calculation at each level is performed by passing in only the 

wavelet approximation coefficients from the previous level to 

give the approximate and detailed information at a higher level. 

However, in WPD, both the detailed and approximation 

coefficients are decomposed to create the full binary tree [2]. 

C. TSK FS 

FSs are a type of important intelligent models with good 

interpretability and uncertainty modeling ability. TSK FS is one 

of the most widely used FS models [28] attributed to its strong 

learning abilities and flexibility. In theory, TSK FS can be 

regarded as a universal approximator [29], which can be 

expressed with fuzzy logic rules in different ways. The most 

popular one is as follows. 

1 1 2 2

0 1 1( )

1,2, ,

k k k

d d
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d d

x A x A x A
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IF  is  is  is 

THEN                              (1) 

In (1), k

iA is a fuzzy set; k

ip is the real-valued parameters in the 

consequents and ( )( 1,2,..., )kf x k K represents the output of the 

kth rule; K is the number of rules in the rule base. Given an 

input vector 
1( , )dx x T

x ， , when multiplication is employed as 

the conjunction and implication operator, addition as the 

combination operator, and the center of gravity as the 

defuzzification operator, the output ( )f x of the TSK FS can be 

expressed as the weighted average of ( )kf x , i.e.,           
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In (2), ( )k x  is the fuzzy membership for the kth rule and 

( )k x  is the normalized form.  

1
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i

x 


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In (3), ( )k
i

iA
x is the membership degree of the ith dimension of 

the input vector x to the fuzzy subset k

iA  [30]. The Gaussian 

membership function in (4) is commonly used as the antecedent 

fuzzy membership function, and also implies (???) the fuzzy 

subset k

iA indeed. The membership degree can be calculated by 

the membership function.  
2( )

( ) exp( )
2

k
i

k
i i

iA k
i

x c
x



 
   (4) 

where k

i and k

ic are the kernel width and the center respectively. 

The parameters k

i and k

ic in the membership function are called 

the antecedent parameters which define the concrete forms of 

the fuzzy subsets k

iA . There are several ways to generate the 

antecedent parameters for building FS. One effective and 

efficient method is to divide the input space by clustering 

techniques and then estimate the antecedent parameters 

according to the clustering result. For example, fuzzy-c-means 

(FCM) can be used to estimate the antecedent parameters. More 

details about the computation process of FCM can be found in 

[30]. 

Once the antecedent parameters are determined, the output of 

the TSK FS in (2) can be viewed as a linear regression model 

in a hidden-mapping feature space, which is expressed by 
T

g g( ) ,y f x p x                                                         (5) 

where the corresponding data and parameters are obtained as 

follows, 
1 2 ( 1)[( ) ,( ) , ,( ) ] ,K K dR  T T T T

gx x x x                         (6a) 

( ) ,K k

ex x x  (6b) 

(1, ) ,e 
T T

x x  (6c) 

1 2 T T[( ) ,( ) , ,( ) ] ,K T T

gp p p p  (6d) 

0 1( , , , ) .k k k k

dp p p T
p                                                (6e) 

In (6a), gx  represents the vector in the feature space mapped 

from the input data x  in the original space according to the 

fuzzy rules; g
p is the combined vector of the consequent 

parameters of the fuzzy rules in the rule base of the TSK FS. 

The consequent parameters of the TSK FS, i.e., 
gp  in (5), can 

be obtained directly by optimization using the effective learning 

techniques developed for linear models. 

D. Maximum Mean Discrepancy and Transductive Transfer 

Learning FS 

The techniques of Maximum Mean Discrepancy (MMD) and 

Transductive Transfer Learning FS that are related to the work 

in this study are briefly described as follows. 

1) MMD and projected MMD 

The MMD and the projected MMD (PMMD) have shown to 

be effective techniques for transductive transfer learning [30, 

31]. For the dataset 1 1{( , ),, ,( , )}x xs N ND y y and 

1 2{ , , , }z z zt MD  that are collected from the source and target 

domains with distributions Ps and Pt respectively, the 
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discrepancy between these two distributions can be measured 

in terms of MMD by 
2

22

1 1

1 1
( , ) ( ) ( )

N M

s t j jj jN M
P P  

 
   MMDd x z ,      (7) 

where ( )
j

 x  is a mapping function, N and M represent the 

numbers of examples in the source and the target domains 

respectively. 

When drifting in distributions between the two domains 

exists, the PMMD with the projective vector p is often adopted 

for model training to improve the effectiveness of the prediction 

model. Given the same datasets used in MMD, the PMMD of 

the two distributions is  
2

2 2

1 1

1 1
( , , ) ( ) ( )

N M
T T

s t i i

i i

P P
N M

 
 

   d p PMMD p x p z .   (8) 

This measure has been used to estimate the difference between 

the distributions of the source and the target domains in transfer 

learning. For example, it was adopted to realize transfer 

learning for SVM and yield the LMPROJ [13, 31]. 

2) Transductive transfer learning TSK FS 

The transductive transfer learning TSK FS is an integration 

of the transductive transfer learning technique and the TSK FS. 

It is proposed to develop transfer learning based intelligent 

models with good interpretability and uncertainty modeling 

ability. In transductive transfer learning scene, the training set 

sD  is usually taken as the source domain which contains 

labeled data pairs, i.e., 1 1{( , ),, ,( , )}x xs N ND y y . Meanwhile, 

the test set tD  is taken as the target domain and only contains 

unlabeled data, i.e., 1{ , , }t MD  z z . In TSK FS, with reference 

to (6a)-(6c), we can get the following mapping functions, 

( )i i gi x x x  and                                                           (9) 

( )i i gi z z z ,                                                             (10) 

where
gix , 

giz  are the data in the new feature space, mapped 

from the data in the original feature space. The new feature 

space is constructed based on the fuzzy rules in the TSK FS rule 

base. Based on the mapping, the corresponding MMD can be 

estimated to measure of the distribution distance between the 

source domain and the target domain. 

Furthermore, the PMMD can be estimated to build TSK FS 

with transfer learning abilities. In [14], a transfer learning TSK 

FS has been proposed with the PMMD defined as follows, 
2

2 2

1 1

1 1
( , , )

N M
T T

s t g g gi g gi

i i

P P
N M 

   d p PMMD p x p z      (11) 

where 
gp  is the projective vector, and 

gix , 
giz are the new data 

in the new mapping space, which are defined by (6a)-(6c), (9) 

and (10).  

By introducing the PMMD, two transductive transfer 

learning TSK FS training methods are proposed respectively for 

classification and regression [14]. The objective function for 

regression is as follows:  

2 2 2
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      (12) 

The TSK FS transfer learning methods developed based on 

binary classification and regression have been used to 

implement multi-class classification with different strategies 

for epileptic EEG signals recognition [14]. 

III. ENHANCED TRANSDUCTIVE TRANSFER LEARNING TSK FS 

From probability theory, a joint distribution J can be 

factorized into the product of conditional distribution Q  and 

marginal distribution P : *J Q P , which means that the joint 

distribution J contains more information of the distribution 

than the conditional distribution Q  or the marginal distribution 

P  [32]. According to the discussion in section II-B, we know 

that the existing transductive learning TSK FS construction 

methods have been focusing on minimizing the discrepancy 

between the marginal distribution of the source domain sP  and 

that of the target domain 
tP  in the input space. However, the 

discrepancy between the conditional distribution of the source 

domain sQ  and that of the target domain tQ  is not considered 

for transfer learning in the TSK FS construction procedure. 

Since both the marginal and the conditional distributions 

contain useful information for transfer learning, it is anticipated 

that transductive transfer learning TSK FS construction method 

can be enhanced by the joint-knowledge. Hence, the use of 

joint-knowledge to enhance the performance of transfer 

learning is investigated in this study and the details are 

presented below.  

A. Domain Adaptation with Joint-Knowledge-Transfer 

Given the labeled data 1 1 2 2{( , ),( , ), ,( , )}s N ND y y y x x x in the 

source domain and the unlabeled data 1 2{ , , , }t N N N MD    x x x

in the target domain of a transfer learning scene, the marginal 

distributions of the two domains ( )sP x and ( )tP x  are different, 

i.e., ( ) ( )s tP Px x , and so are the conditional distributions, i.e., 

( | ) ( | )s tQ y Q yx x . Hence, the joint distributions of the source 

and the target domain ( , ) ( ) ( | ) ( ) ( | )s s s s sQ y P Q y P y Q y x x x x  

and ( , ) ( ) ( | ) ( ) ( | )t t t t tQ y P Q y P y Q y x x x x  are usually different. 

In order to train a classifier that can leverage the information in 

the source domain more sufficiently for the learning in the 

target domain, the knowledge of joint distribution should be 

considered [8, 9, 33]. 

The above analyses indicate that, for better adaptation 

between the two domains, it is necessary to minimize 

simultaneously the discrepancy in conditional distributions and 

marginal distributions between the two domains. However, it is 

difficult to obtain the conditional distributions ( | )sQ y x  and 

( | )sQ y x  directly. A commonly used strategy is to replace 

( | )sQ y x  and ( | )sQ y x  by ( | )sQ yx  and ( | )tQ yx  respectively 

[34, 35], so that the joint-knowledge, i.e., the margin and 

conditional distributions ( )sP x , ( )tP x , ( | )sQ yx and ( | )tQ yx , can 

be made available for transfer learning. 

While ( | )sQ yx  can be estimated easily based on the labeled 

source data, it is necessary to preliminarily label the unlabeled 

data in the target domain. The ( | )tQ yx  can be estimated by 

labeling the data in the target domain preliminarily with an 

existing classifier, e.g. a classical TSK FS or a transfer learning 

TSK FS, that has been trained  beforehand [14]. 

Given a labeled dataset in the source domain and a pre-
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labeled dataset in the target domain (i.e. the data are 

preliminarily labeled using an existing classifier), the PMMD 

of the conditional distributions ( | )tQ yx  and ( | )sQ yx  between 

the two domains is given by 

( ) ( )

( ) 2 ( ) ( )

2

( , , ) ( , , )

1 1

c c
i s j t

c c c

s t g g s t

T T

g gi g gjc c

x D z D

D Q Q D D

N M



 



  

p PMMD p

p x p z
                      (13) 

Here, ( ) { : ( ) }c

s i i s iD D y c   x x x  represents a subset of 

examples belonging to the cth class in the source domain, ( )iy x  

is the true label of 
ix  and ( )c

sN  is the number of examples 

belonging to the cth class in the source domain. Similarly, 
( ) ˆ{ : ( ) }c

t j j t jD D y c   x x x  represents a subset of examples 

whose preliminary labels belong to the cth class in the target 

domain, ˆ( )jy x  is the preliminary label of 
jx  and ( )c

tN  is the 

number of examples that have been classified as the cth class in 

the target domain by an existing classifier. 

Based on (11) and (13), the following joint-knowledge term 

DJK that integrates the marginal distribution and the conditional 

distribution is proposed for transfer learning in the TSK FS 

construction, 

( )

1

( , , ) ( , , ) (1 ) ( , , )
C

c

JK s t g s t g s t g

c

D J J D P P D Q Q 


    p p p     (14) 

where [0, 1]   is a parameter to balance the contribution of 

the two terms. ( , , )JK s t gD J J p  degenerates into ( , , )s t gD P P p  in 

(11) when 1  . In our experimental studies, 0.5  . 

B. Objective Function and Optimization 

In order to enhance the transfer learning ability for TSK FS, 

an objective function based on  -insensitive loss and joint-

knowledge-transfer is proposed below. 

2 2

, , ,
1

1 1 2
min (( ) ( ) ) ( , , ),

2

.

g i i

N
T

i i g g JK s t g

i

T

i g i i

T

g i i i

D J J
N

y
s t i

y

  





   
 

 

 

 

 







   

   


  


p

 p p p

p x
                   

p x

(15) 

The first three terms in (15) are inherited from the  -insensitive 

loss based TSK FS construction methods [31, 32], and the 

fourth term is the joint-knowledge-transfer term in (14). The 

main difference between (15) in this paper and (19) in [14] is 

that enhancement is made here by introducing the last term, 

which is the key innovation of our work.  

According to the theory of reproducing kernel Hilbert 

space [35, 36], the projection vector 
gp  in the TSK FS can be 

expressed as 

1
( )

N M

g i ii
s




  p Φ(s)β ,                                         (16) 

where
1 2 1 1( ) [ ( ), ( ),..., ( )] [ ,..., , ,..., ]N M g gN g gM    Φ s s s s x x z z . By 

substituting (16) into (14), ( , , )JK s tD J J gp  can be expressed as 

(17). The detailed derivation procedure is similar as that in [14]. 
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In (17), 0

1

(1 )
C

c

c

 


    Ω Ω Ω , where
0Ω and

cΩ are matrices 

of size ( ) ( )N M N M   and can be calculated respectively as 

follows. 
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Specifically, when 2TΩ=(Ω Ω )/ , we have T T
β Ωβ=β Ωβ  for 

(17), where Ω  is a symmetric matrix. Finally, based on (16)-

(18b), the objective function in (15) can be expressed as:  
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Based on optimization theory, the dual problem of (19) can be 

transformed into the following quadratic programing form. 

arg max

1 1 0i i

  

     

T T

α

T

α Hα α f

s t α
 (20) 

Here, α is the Lagrangian multipliers, and the symbols in (20) 

are presented with more details as follows: 

 
T

1 1, , , ,N N          α                                         (21a) 
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The detailed derivation of (20) from (19) is provided in 

appendix A (please see Part 6 in the Supplementary Materials). 

According to the duality theory and the result in appendix A, 

the relationship of the optimal solutions between the primal 

problem (19) and the dual problem (20) can be expressed as 

follows. 

   
1

2 N

i i gi

i

 
 

  
Τ+ -

β Ψ Φ s x  (22) 

Based on (16) and (22), the optimal solution of 
gp , i.e., the 

optimal consequent parameters of the trained TSK FS, can be 

obtained. 
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C. Iterative Transfer Learning 

As shown in (16), the labeled data in both the source domain 

and the target domain must be available in order to realize the 

adaptation of conditional distribution. Since there are no labeled 

data in the target domain for transductive transfer learning 

scene, preliminarily labeling of the data in the target domain is 

needed. This requires a certain classifier that has been trained 

with other methods for the target domain. Thus, an issue here is 

how to improve the accuracy of the preliminary labels in the 

target domain in order to leverage the conditional distribution 

appropriately for knowledge transfer. For this challenge, an 

iterative transfer learning strategy as shown in Fig.1 is proposed. 

 

 
Fig.1 Iterative transfer learning 

D. Description of Algorithm 

Based on the abovementioned descriptions and analyses, the 

algorithm of the proposed enhanced transductive transfer 

learning method for TSK FS construction, ETTL-TSK-FS, is 

presented in Table I (please see Part 1 in the Supplementary 

Materials).  

E. Multi-classification Strategy 

The TSK FS model concerned in the paper is commonly used 

for regression, but it is also suitable for classification. For the 

purpose of classification, a widely used strategy is to transform 

the multi-class classification problem to a multi-output 

regression problem. The procedure is as follows. Given a 

dataset having m classes: { , },i iyx  {1,2, , }, 1,2, ,iy m i N  , 

we can construct a regression dataset with multiple outputs. If 

the label of the ith example ( , )i iyx is  (1 )iy p p m   , the 

corresponding label vector in the regression data with m outputs 

is [0, ,1 ,0, ,0]T

i py , i.e. the pth element of the label vector 

is 1 and the other elements are 0. A regression model with m 

outputs can be divided into m regression models each with a 

single output. Once the m regression models are obtained, for a 

given test example, the output vector of the trained model can 

be expressed as mod mod

1[ , , ]el el T

i i imy ymodel
y . Then, the predicted 

label of a test example is the subscript of the largest element in 

the output vector [10]. For instance, if 
ilymodel  is the largest 

element in the vector ( 1,..., )i i mmodel
y , the final label of the test 

example is l. 

IV. EXPERIMENTAL STUDIES 

A. Datasets 

1) Bonn dataset 

The Bonn dataset is a single-channel EEG signals dataset from 

the University of Bonn, Germany [37]. It contains five groups 

of data, namely, A to E, in the EEG database, where each group 

consists of one hundred examples. The EEG signals were 

recorded under the different conditions with five patients and 

five healthy volunteers. The detailed descriptions of five groups 

are briefly described in Table II. The first sample of each group 

is shown in Fig. 2 (please see Part 2 in the Supplementary 

Materials). 

The data were recorded using a 128-channel amplifier system 

with 12 bit resolution and digitized at a sampling rate of 

173.61Hz. There were 4096 sampling points in each sample 

during 23.6s. These epochs were cut out from continuous 

multichannel EEG recordings after visual inspection for 

artifacts due to muscle activity or eye movement. 

2) CHB-MIT dataset 

CHB-MIT dataset is a multi-channel EEG signals dataset 

collected at the Children’s Hospital Boston. It consisted of EEG 

recordings from pediatric subjects with intractable seizures. 

The recordings were grouped into 24 cases collected from 23 

subjects. Each case contained dozens of hours of continuous 

EEG signals from a single subject. 

All signals were sampled at 256 Hz with 16 bit resolution. 

Most of recordings contained 23 channels (24 or 26 in a few 

cases). There were 198 seizures in the set of 24 cases and the 

beginning and ending time of all seizures were given.  

In the experimental studies, 24 cases and 23 channels were 

selected. The recordings with less than 23 channels were 

removed and the selected 23 channels were the channels 

contained in the patient 1 (???). The details about the EEG 

recordings adopted in the experiments are described in Table 

III, where ID represents the number of patients, Tmin and Tmax 

represents for the minimum and maximum duration of the 

seizures(???). 

 
Table II: The five groups of data in the Bonn dataset 

 Group Dataset description 

Healthy 

people 

A 
EEG signals obtained when healthy volunteer 
kept their eyes open. 

B 
EEF signals obtained when healthy volunteer 

kept their eyes closed. 

Patients 

C 
EEG signals of patients in the hippocampus of 
the brain during periodic lulls. 

D 
EEG signals of patients in the epileptogenic 

areas of the brain during periodic lulls. 

E 
EEG signals measured during the onset of 
epileptic seizure. 

B. Feature Extraction and Datasets Construction 

1) Feature extraction method for segments of EEG signals 

To leverage the information in both the time and frequency 

domains simultaneously, WPD, which has been extensively 

used for feature extraction from EEG signals [38, 39], was 

adopted in this study. In the experiments, Daubechies order-4 
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(db4) and level 5 were used to decompose the original EEG 

signals. The sub-band energies of the wavelet coefficients are 

adopted as the features [40]. In consideration of the different 

sampling rate of the Bonn and CHB-MIT datasets, different 

sub-bands were selected to calculate the energies. For the Bonn 

dataset, nodes (1, 0), (2, 0), (3, 0), (4, 0), (5, 0) and (5, 1) of the 

wavelet packet tree were selected. For the CHB-MIT dataset, 

nodes (1, 1), (2, 1), (3, 1), (4, 1), (5,1) and (5, 0) of the wavelet 

packet tree were selected. A 6-dimensional feature vector was 

generated for each segment of the EEG signals. 

2) Datasets construction for Bonn dataset 

In the Bonn dataset, there were 500 samples in total with 100 

samples for each group, each sample corresponded to an epoch 

with 4096 sampling points. They were used to extract features 

in the study. After WPD feature extraction, each sample 

contained 6 new features and were used to train a classifier. The 

labels of the samples were the corresponding categories that the 

EEG signals belonged to. The features extracted from all the 

samples in five groups are shown in Fig.3 (please see part 3 in 

the Supplementary Materials). Based on the data described in 

Table II, ten datasets were constructed for evaluating the 

performance of the proposed ETTL-TSK-FS method. The 

details of the ten datasets are given in Table IV. For datasets 1 

and 2, the training data in the source domain and the test data in 

the target domain had the same distribution. For the remaining 

datasets, i.e., datasets 3-10, the distributions of the training data 

and test data were different. Furthermore, the samples in the 

training data and test data for all the datasets were different.  

3) Datasets construction for CHB-MIT datasets 

The EEG signals in the CHB-MIT dataset are continuous. 

They must be segmented for feature extraction. The duration of 

non-seizure signals for each patient is long, while the time 

interval of seizure onset is short. That is, the training data for 

the non-seizure interval is enough but the training data for 

seizure onset is scare. Here, the moving-window technique was 

used to segment the EEG signals into epochs. The non-

overlapping moving-window with 10 seconds (2560 samples) 

was used to extract features from non-seizure signals and the 1-

second overlapping moving-windows with 10 seconds was used 

to extract features from seizure onset signals. 23 channels were 

selected for all the signals. Each epoch of each channel had 6 

features and the features of all the channels were concatenated 

to produce a sample with 138 (6*23) dimensions.  

 
Table III: The data adopted from the CHB-MIT dataset  

ID-Gender-

Age 

Number of 
seizures (Tmin-

Tmax) 

Seizure time 
(number of 

segments) 

Non-seizure time 
(number of 

segments) 

1-F-11 7 (27-101) 442 (433) 145546 (14552) 

2-M-11 3 (9-82) 172 (163) 126787 (12677) 

3-F-14 7 (47-69) 402 (393) 136404 (13636) 

4-M-22 4 (49-116) 378 (369) 561456 (56137) 

5-F-7 5 (96-120) 558 (549) 139852 (13984) 

6-F-1.5 10 (12-20) 153 (144) 240093 (24006) 

7-F-14.5 3 (86-143) 325 (316) 241063 (24105) 

8-M-3.5 5 (134-264) 919 (910) 71104 (7108) 

9-F-10 4 (62-79) 276 (267) 244062 (24402) 

10-M-3 7 (35-89) 447 (438) 179637 (17961) 

11-F-12 3 (22-752) 806 (797) 124451 (12442) 

12-F-3 27 (13-847) 1810 (1801) 72666 (7261) 

13-F-3 10 (17-70) 440 (431) 39160 (3913) 

14-F-9 8 (14-41) 169 (160) 93431 (9339) 

15-F-16 20 (31-205) 1992 (1983) 138442 (13838) 

16-F-7 8 (6-14) 69 (60) 61131 (6111) 

17-F-12 3 (88-115) 293 (284) 68131 (6812) 

18-F-18 6 (30-68) 317 (308) 124357 (12434) 

19-F-19 3 (77-81) 236 (227) 103910 (10390) 

20-F-6 8 (29-49) 294 (285) 99072 (9903) 

21-F-13 4 (12-81) 199 (190) 117990 (11796) 

22-F-9 3 (58-74) 204 (195) 111407 (11139) 

23-F-6 7 (20-113) 424 (415) 95186 (9516) 

24-NR-NR 16 (16-70) 511 (502) 76156 (7611) 

 
Table IV: The ten datasets constructed for performance comparison 

Distribution 
No. of 

dataset 

Training set 

(source domain) 

Test set 

(target domain) 
Number of classes Descriptions of class labels 

Identical 
1 BE-each 75 BE-each 25 2 Binary classification 

Class 1: EEG signals obtained from the healthy 

volunteer with eye open or closed. 

Class 2: EEG signals obtained from patients during 
periodic lulls or onset of seizure. 

Three class classification 

Class 1: EEG signals obtained from the healthy 
volunteer keeping eye open or closed. 

Class 2: EEG signals obtained from patients during 

periodic lulls. 
Class 3: EEG signals obtained from patients during the 

onset of seizure. 

2 BDE-each 75 BDE-each 25 3 

Different 

3 AE-each 50 AC-each 50 2 

4 AE-each 50 AD-each 50 2 

5 BE-each 50 BC-each 50 2 

6 BE-each 50 BD-each 50 2 

7 ACE-each 50 BCE-each 50 3 

8 ADE-each 50 BDE-each 50 3 

9 ACE-each 50 ADE-each 50 3 

10 BCE-each 50 BDE-each 50 3 

C. Experimental Settings 

The purpose of the proposed method is to improve the 

performance of epileptic EEG signal recognition in the scene 

of transductive transfer learning. After feature extraction and 

dataset construction, two sets of data were made available for 

the experiments and the settings are described as follows.   

1) Experimental settings on Bonn dataset 

For the Bonn dataset, accuracy was selected as the 

performance metric to demonstrate the performance of the 

algorithms more intuitively. The definition of accuracy was the 

proportion of the number of correctly classified epochs to the 

total number of epochs.  

Six existing modeling methods were adopted for the 

performance comparison with the proposed ETTL-TSK-FS on 

the Bonn dataset. On one hand, the proposed method were 

compared with three classical intelligent methods without 

transfer learning abilities, i.e., support vector machine (SVM) 

[41], TSK fuzzy system (TSK FS) [28] and radial basis 

function neural networks (RBF-NN) [42]. Radial basis 
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function was selected as the kernel function of SVM. For these 

three non-transfer learning methods, the training and test 

datasets listed in Table IV were fed into the models directly 

without additional settings as in the traditional training 

strategies. On the other hand, the proposed method was also 

compared with three classical transfer learning methods, i.e., 

TSVM [43], LMPROJ [13] and TSK-TL-FS [14]. TSVM is an 

SVM with transductive inference ability; LMPROJ is an SVM 

with transductive transfer learning abilities based on MMD; 

and TSK-TL-FS is a TSK FS construction method with 

transductive transfer learning abilities using MMD [14]. The 

strategies of training and testing for all these transfer learning 

methods were same as that of the proposed method. 

For all these methods, the hyper-parameters are determined 

using five-fold cross-validation strategy on given search grids. 

The hyper-parameters and the corresponding search grids are 

listed in Table V (please see part 3 in the Supplementary 

Materials). The means and the standard deviations of the 

classification accuracy of 10 runs of the experiment were 

recorded for performance evaluation. 

2) Experimental settings on CHB-MIT dataset 

As in most literatures that are based on the CHB-MIT 

dataset, the classification performance metrics for the seizure 

and non-seizure segments adopted here are sensitivity, 

specificity and accuracy, which are defined as follows. 

Sen TP TP FN                                                       (23a) 

Spe TN TN FP                                                       (23b) 

( ) ( )Acc TN TP TP TN FP FN                             (23c) 

where TP (true positive) is the number of segments correctly 

detected as seizure, FN (false negative) is the number of 

segments incorrectly detected as non-seizure, TN (true 

negative) is the number of segments correctly detected as non-

seizure, and FP (false positive) is the number of segments 

incorrectly detected as seizure. 

For patient-specific recognition of EEG signals in the scene 

of transductive transfer learning, the data in the target domain 

can be selected from a specific patient, say patient A, and the 

data in the source domain can be selected from the non-seizure 

data of the same patient A and from the seizure data of other 

patients. Two thousand randomly selected non-seizure 

segments of patient A and one thousand seizure segments of 

other patients were combined as the data of the source domain, 

where the seizure segments from other patients were treated as 

auxiliary data to realize transfer learning. In addition, another 

two thousand non-seizure segments and all the seizure 

segments from patient A were selected as the data in the target 

domain. When five-fold cross-validation strategy was adopted 

for evaluation, all the segments with labels in the source 

domain and four-fold of the segments without labels in target 

domain were combined as training data, one-fold of the 

segments in target domain were the test data. 

D. Experimental results on Bonn dataset  

1) Comparing non-transfer and transfer learning methods 

The experimental results obtained with the ten epileptic 

EEG datasets are shown in Table VI, where the means and 

standard deviations (inside brackets) of the classification 

accuracies of the 10 runs are reported. The following findings 

can be drawn from the results. 

(1) For datasets 1 and 2, since the distribution of the data 

in the source domain and the target domain are identical, the 

classification performance of transfer learning methods and 

non-transfer methods are comparable. For datasets 3 to 10, the 

transfer learning methods LMPROJ, TSK-TL-FS and ETTL-

TSK-FS obviously outperform the non-transfer learning 

methods in classification performance. 

(2) The results on datasets 1 and 2 show that the proposed 

ETTL-TSK-FS method is also suitable for classical modeling 

scenes where the training data and the test data have the same 

distribution. In this situation, although the classification 

accuracies of ETTL-TSK-FS are not significantly better than 

that of the classical non-transfer-learning methods, transfer 

learning based method is still recommended since the 

distributions of the training and the test data are usually not 

known to users in advance. 

(3) Among the transfer learning methods, the proposed 

ETTL-TSK-FS has demonstrated better performance than the 

others. For example, the classification accuracies of ETTL-

TSK-FS on all the datasets are higher than 95%. 

(4) Comparing with TSVM and LMPOJ, the proposed 

ETTL-TSK-FS not only has better classification accuracies but 

also better interpretability as it inherits the characteristics of 

fuzzy logic rules based methods. 

(5) Comparing with the TSK-TL-FS, the proposed ETTL-

TSK-FS inherits the good interpretability of TSK-TK-FS. It 

also demonstrates better transfer learning ability, attributed to 

the improved transfer learning mechanism proposed that 

considers both marginal and conditional distributions of the 

data simultaneously. 

An important innovation of the proposed ETTL-TSK-FS is 

the iterative transfer learning ability. This is illustrated in Fig. 

4 with datasets 1, 4, 6 and 9, and the classification accuracies 

of 10 iterations are recorded (please see part 4 in the 

Supplementary Materials). We can see that when the number 

of iteration increases, there is an improving trend of 

classification accuracies, until the performance stabilizes at a 

certain level. The results also show empirically that ten 

iterations are usually enough for epileptic EEG recognition, 

which offers a practical advantage that the iterative transfer 

learning process is time efficient. 

2) Statistical analysis 

To further evaluate the proposed ETTL-TSK-FS, the 

nonparametric Friedman test [55] was used to evaluate 

whether the difference in classification performance among 

the methods concerned in the study is of statistical significance. 

In the test, the significance level   was set to 0.05 as usual. If 

the p-value of the Friedman test was smaller than  , the null 

hypothesis that the classification performance of all the 

methods was the same was rejected and there existed 

significant difference in their performance. Furthermore, if the 

null hypothesis was rejected, the post-doc test [55] was 

conducted to analyze the difference between the best method 

and the other six methods. The results of the Friedman test and 

post-hoc test are given in Table VII (please see part 5 in the 

Supplementary Materials) and VIII respectively. 
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Table VI: Classification accuracies of the seven methods on the ten sets of data derived from the Bonn dataset 

Datasets 
Non-transfer methods Transfer methods 

SVM TSK-FS RBF-NN TSVM LMPROJ TSK-TL-FS ETTL-TSK-FS 

1 
0.9200 

(0.0016) 

0.9800 

(0.0190)* 

0.9700 

(0.0058) 

0.9267 

(0.0346) 

0.9480 

(0.0235) 

0.9700 

(0.0134) 

0.9701 

(0.0230) 

2 
0.9200 

(0.0046) 

0.953 

(0.0031) 

0.9401 

(0.0064) 

0.9500 

(0.0593) 

0.9370 

(0.0258) 

0.9270 

(0.0215) 

0.9700 

(0.0120) 

3 
0.9400 

(0.0120) 

0.9102 

(0.0240) 

0.9304 

(0.0146) 

0.8903 

(0.0715) 

0.9380 

(0.0717) 

0.9510 

(0.0128) 

0.9601 

(0.0300) 

4 
0.9510 

(0.0220) 

0.9201 

(0.0340) 

0.9500 

(0.0303) 

0.9200 

(0.0789) 

0.9590 

(0.0232) 

0.9300 

(0.0235) 

0.9750 

(0.0093) 

5 
0.9500 

(0.1006) 

0.9400 

(0.0187) 

0.9301 

(0.0290) 

0.8901 

(0.0994) 

0.9380 

(0.1740) 

0.9760 

(0.0146) 

0.9850 

(0.0045) 

6 
0.9000 

(0.0105) 

0.9300 

(0.0104) 

0.9501 

(0.0106) 

0.9200 

(0.0919) 

0.9590 

(0.0354) 

0.9810 

(0.1039) 

0.9850 

(0.0435) 

7 
0.8830 

(0.0209) 

0.8500 

(0.1230) 

0.8304 

(0.1322) 

0.7344 

(0.0752) 

0.9470 

(0.0532) 

0.9280 

(0.0415) 

0.9500 

(0.0176) 

8 
0.8800 

(0.0100) 

0.8500 

(0.0140) 

0.8011 

(0.0250) 

0.7501 

(0.0572) 

0.9380 

(0.0355) 

0.9350 

(0.0340) 

0.9500 

(0.0375) 

9 
0.8709 

(0.0008) 

0.8601 

(0.0040) 

0.8110 

(0.0300) 

0.7625 

(0.0588) 

0.9288 

(0.0253) 

0.9453 

(0.0410) 

0.9567 

(0.0333) 

10 
0.8950 

(0.0306) 

0.8702 

(0.0106) 

0.8020 

(0.0200) 

0.7805 

(0.0430) 

0.9301 

(0.0357) 

0.9472 

(0.0520) 

0.9533 

(0.0165) 

Average 
0.9109 

(0.0213) 

0.9064 

(0.0261) 

0.8915 

(0.0303) 

0.8525 

(0.0669) 

0.9423 

(0.0503) 

0.9525 

(0.0358) 

0.9655 

(0.0227) 

 
Table VIII: Post-hoc test between the proposed ETTL-TSK-FS and the other methods 

i Algorithms 0( ) /iz R R SE    p   Holm / , 0.05i    Null hypothesis 

6 TSVM 5.27900 0 0.008333 Rejected 

5 RBF-NN 3.881619 0.000104 0.01 Rejected 

4 SVM 3.415825 0.000636 0.0125 Rejected 

3 TSK-FS 3.208805 0.001333 0.016667 Rejected 

2 LMPROJ 2.277216 0.022773 0.025 Rejected 

1 TSK-TL-FS 1.500893 0.133383 0.05 Not rejected 

The result of Friedman test in Table VII shows that the 

classification performance of the seven methods is 

significantly different and that the ranking of the proposed 

ETTL-TSK-FS is highest (with the lowest ranking value), 

which indicates its superiority to all the other methods. The 

post-hoc test was then conducted to compare the ETTL-TSK-

FS with the other six methods. The results shown in Table VIII 

indicate that the performance of the proposed ETTL-TSK-FS 

clearly exceeds that of TSVM, RBF-NN, SVM, TSK FS and 

LMPROJ. Meanwhile, it can be seen from Tables VII and VIII 

that the performance of the ETTL-TSK-FS is better than that 

of the TSK-TL-FS to some extent although the improvement 

is not statistically significant. 

3) Further comparison 

In this subsection, the proposed method was further 

evaluated by comparing with methods that had been developed 

for epileptic EEG recognition on the Bonn dataset. Four 

methods reported in the literature were adopted, namely, 

FFT+DT, WT+SLFN, WT+ANFIS and ApEn+SLFN  [4, 6, 44, 

45]. They are only described briefly here. The detailed 

procedure and the experiments settings of these methods can 

be found in [4, 6, 44, 45].  

FFT+DT [44]: This method is based on frequency domain 

analysis and consists of two stages: feature extraction using the 

FFT-based Welch method and classification with decision tree. 

129 features were obtained by the FFT based Welch method to 

train a decision tree (DT) for classification. 

WT+SLFN [45]: It is based on time-frequency domain 

analysis using DWT. The db4 wavelet coefficients were used 

to decompose the original EEG signals and the statistics of 

wavelet coefficients were calculated for the frequency bands 

A5 and D3-D5. The statistics used were mean, average power, 

standard deviation and the ratio of the absolute mean values of 

the adjacent sub-bands. A total of 16 features were used to train 

the single hidden layer feedforward neural networks (SLFN) 

with 10 hidden neurons and sigmoid activation functions. 

WT+ANFIS [6]: The feature extraction in this method 

adopted was similar to that in [45]. Each signal was first 

divided into 16 segments by a rectangular window composed 

of 256 sampling points. Then, db2 wavelet coefficients were 

used to decompose each segmented signal into D1-D4 and A4 

sub-bands. Four statistics were extracted from each segmented 

signal, i.e., maximum, minimum, mean and standard deviation 

of the wavelet coefficients. Datasets of 20 dimensions and with 

8000 vectors (1600 vectors from each class) were used to train 

the ANFIS classifier, with three fuzzy partitions for each 

dimension. 

ApEn+SLFN [4]: This method is based on approximate 

entropy (ApEn). Every EEG segment of 4096 sampling points 

for each class was divided into four equal epochs to obtain 

2000 epochs, each containing 1024 sampling points. For each 
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EEG epoch, the value of ApEn was calculated. Finally, SLFN 

with 10 hidden neurons and sigmoid activation functions was 

trained to be a classifier with the extracted new features. 

For fair comparison, the same datasets that were generated 

from the University of Bonn’s epileptic EEG database as 

described above were adopted for performance comparison. 

The results are reported in Table IX. The results show that for 

the scenes where the source and target domains have the same 

distribution (e.g. datasets 1 and 2), the performance of the 

proposed methods are comparable with that of the existing 

methods, but when drifting in data distributions between the 

two domains exists (datasets 3-10), the proposed methods are 

obviously outstanding.  

 
Table IX: Further comparison with four other algorithms on the Bonn dataset 

 
FFT+DT 

[44] 

WT+SLFN 

[45] 

WT+ANFIS 

[6] 

ApEn+SLF

N [4] 

ETTL-

TSK-FS 

1 
0.9937 

(0.0035) 

0.9820 

(0.0063) 

0.9654 

(0.0054) 

0.8890 

(0.0032) 

0.9701 

(0.0230) 

2 
0.9503 

(0.0044) 

0.9347 

(0.0042) 

0.8704 

(0.0074) 

0.6160 

(0.0191) 

0.9700 

(0.0120) 

3 
0.6222 

(0.0131) 

0.6060 

(0.0184) 

0.5731 

(0.0141) 

0.8317 

(0.0024) 

0.9601 

(0.0300) 

4 
0.6796 

(0.0084) 

0.6770 

(0.0160) 

0.7844 

(0.0226) 

0.8763 

(0.0060) 

0.9750 

(0.0093) 

5 
0.8134 

(0.0173) 

0.6480 

(0.0162) 

0.5151 

(0.0044) 

0.7680 

(0.0052) 

0.9850 

(0.0045) 

6 
0.9270 

(0.0054) 
0.9360 

(0.0295) 
0.8335 

(0.0090) 
0.6403 

(0.0121) 

0.9850 

(0.0435) 

7 
0.8879 

(0.0106) 

0.8993 

(0.0139) 

0.7935 

(0.0083) 

0.6345 

(0.0207) 

0.9500 

(0.0176) 

8 
0.8879 

(0.0106) 
0.8993 

(0.0139) 
0.7935 

(0.0083) 
0.6345 

(0.0207) 

0.9500 

(0.0176) 

9 
0.8879 

(0.0106) 

0.8993 

(0.0139) 

0.7935 

(0.0083) 

0.6345 

(0.0207) 

0.9500 

(0.0176) 

10 
0.8879 

(0.0106) 
0.8993 

(0.0139) 
0.7935 

(0.0083) 
0.6345 

(0.0207) 

0.9500 

(0.0176) 

Average 
0.8391 

(0.0090) 

0.8119 

(0.0142) 

0.7622 

(0.0101) 

0.7508 

(0.0098) 

0.9500 

(0.0375) 

E. Experimental results on CHB-MIT dataset 

For the classification of signals segments, the three 

performance metrics – sensitivity, specificity and accuracy – 

were recorded for each patient. The classification results were 

listed in Table X. The first column represents the target 

patients whose data are used for classification. The second 

column represents the patients whose data are used as the 

auxiliary seizure segments for the target patients. 

The results of some recent studies are summarized in Table 

XI. It is difficult to directly compare the proposed method with 

the existing methods due to the different experimental settings 

adopted by these methods. The main difference among them 

are the number of selected channels, the number of selected 

patients, the number of selected seizures, the methods for 

feature extraction and the methods for constructing the training 

and test data. While various performance metrics were 

reported in the literatures of these methods, the common ones, 

i.e. sensitivity, specificity and accuracy, are given listed in 

Table XI where the NR represents that the values are not 

reported in the corresponding method. 

 

(conclusions from the results, To be added late): 

 
Table X: Classification results on CHB-MIT dataset 

Patient Auxiliary Sensitivity Specificity Accuracy 

1 3,4,7 100.00 98.75 98.95 

2 1,3,5 100.00 98.00 98.15 

3 1,5,7 94.12 98.39 98.00 

4     

5 1,3,7 94.17 98.00 97.22 

6     

7 3,5,9 96.67 96.50 96.52 

8     

9 7,11 97.92 100 99.81 

10     

11 7,9,13 96.88 95.68 97.86 

12     

13     

14     

15     

16     

17     

18     

19 17,18,20,23 93.48 97.73 99.10 

20     

21 17,18,19,20 97.37 89.75 90.41 

22 17,20,21,23 100 99.50 99.54 

23 17,20,22,24 95.18 94.25 94.41 

24 18,20,23 88.12 97.75 95.81 

Average     

 

Table XI: The experimental settings and performance results of existing methods on CHB-MIT dataset 

No. Authors Features Extraction Methods Patients Channels Seizures Sen-Spe-Acc (%) 

1 
Rafiuddin 

et.al. [46] 

Two wavelet based features and two 

statistical features 
23 23 195 NR -NR-80.16 

2 
Khan et.al. 

[47] 

Relative energy and normalized coefficient 

of variation  
5 NR 65 83.6-100-91.8 

3 
Kiranyaz 

et.al. [48] 

Features for time, frequency, time-

frequency, non-linear and MFCC 
21 18 NR 89.0-94.7-NR 

4 
Zabihi et.al. 

[49] 

Seven features extracted from intersection 

sequence 
23 23 161 89.1-94.8-94.6 

5 
Samiee 

et.al. [50] 

Multivariate textural features from gray level 

co-occurrence matrix 
23 23 153 70.1-97.7-NR 

6 
Abhijit 

et.al. [51] 

Three features extracted using multivariate 

extension of EWT 
23 5 157 97.9-99.6-99.4 

7 Proposed 
6*23 energy features extracted from the 

wavelet coefficients 
24 23 176  
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F. Discussions 

It has been validated experimentally on the Bonn dataset and 

the CHB-MIT dataset that the proposed ETTL-TSK-FS 

exhibits better classification performance that various existing 

algorithms. This results also shows that joint-knowledge can 

effectively reduce the discrepancy between the source and 

target domains, and that the proposed iterative transfer learning 

procedure can enhance the transfer learning ability. Although 

the training procedure could be quite time consuming, it can 

be implemented offline. Once a model has been trained, for a 

future test example, the testing time will be very small as the 

previously trained model can be used directly. Therefore, it is 

appropriate for online applications.  

As mentioned previously, the two focuses of seizure 

recognition are on the feature extraction methods and the 

classification methods. The paper mainly concerns the 

improvement of classifiers in the scene of transfer learning. 

Recent development in this area is further discussed here. It 

can be seen from the literatures that multilayer perceptron 

neural networks have been widely used, with various 

configurations for seizure recognition in different methods 

[52]. Similar with our work that is based on fuzzy modeling 

techniques, interval type-2 fuzzy inference has been 

introduced into support vector machine classifier for the 

classification of three seizures phases [53], which achieves 

superior learning performance due to its ability of uncertainty 

fuzzy modeling. Deep learning methods based on stacked 

sparse autoencoder [54] and recurrent neural networks [55] are 

explored for seizure recognition. Promising performance is 

achieved as a result of their outstanding feature learning ability. 

For the challenge due to the scarcity of labeled seizure data and 

the voluminous non-seizure data, weighted extreme learning 

machine is proposed to tackle the class imbalance problem in 

seizure classification [56],  while the problem of lacking 

labeled seizure training data can be alleviated by the proposed 

ETTL-TSK-FS by enhancing the transfer learning ability. 

V. CONCLUSION 

The enhanced transductive transfer learning TSK FS 

construction method ETTL-TSK-FS is proposed in this study 

in order to increase the effectiveness of epileptic EEG signal 

recognition. Compared with the existing transfer learning TSK 

FS construction methods, the ETTL-TSK-FS has sufficiently 

considered the adaptation of both the conditional and the 

marginal distributions simultaneously, which constitutes the 

joint-knowledge for transfer learning. Meanwhile, the iterative 

joint-knowledge-transfer strategy is also introduced to enhance 

transfer learning ability. The results of the extensive 

experimental studies show that the ETTL-TSK-FS is a 

promising approach for epileptic EEG signal recognition in 

which drifting in data distributions between the source domain 

and the target domain exists. 

Despite the encouraging results, further investigation is need 

to deal with certain issues . For example, negative transfer may 

occur in the proposed ETTL-TSK-FS if the joint-knowledge is 

not properly constructed in the transfer learning procedure. To 

tackle this problem, cross-validation strategy is adopted in our 

study to determine the appropriate values of the transfer 

learning parameters. Nevertheless, this strategy is very time 

consuming and it is necessary to investigate the theory that 

governs the setting of the transfer learning parameters. 

Research into effective approaches to avoid negative transfer 

is an important future work of the study. 
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