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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract 

The growing number of doubly-fed induction generator (DFIG) based wind farms has significantly increased the model complexity 
and simulation burden for power system stability analysis. In this paper, a novel method to assess the modeling adequacy of DFIGs 
for small-signal stability analysis is introduced. By evaluating the damping torque contribution to stability margin from different 
DFIG dynamic model components, the proposed method provides a quantitative index to show the participation level of each DFIG 
model component in affecting power system damping performance. In addition, five DFIG model reduction schemes are 
established, and a novel strategy to reduce individual DFIG model complexity based on the participation level is proposed. The 
effectiveness of the proposed strategy has been demonstrated in the New England test system. It can be concluded that the proposed 
DFIG model reduction for dynamic studies is undoubtedly beneficial to system planner and operator, in the way of improving 
computational efficiency when analyzing large-scale power systems with the increasing penetration of wind energy. 
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1. Introduction 

Doubly-fed induction generator (DFIG) based wind turbine is equipped with power electronics converters, which 
enables its characteristic of faster response and effective control. However, the converter controllers have raised the 
modeling complexity of wind generation. As a result, the size of power system dynamic model could be considerably 
increased with the penetration of DFIGs. Since the model size can significantly affect the efficiency of dynamic 
stability studies, it is beneficial to reduce DFIG model complexity yet retain sufficient adequacy.  

Initial study to reduce DFIG models is implemented by empirically attempting and validating different models [1-
3]. Later some theoretical model order reduction techniques have been developed, e.g., selective modal analysis in [4], 
balanced truncation in [5] and singular perturbation analysis in [6]. However, most of model reduction techniques only 
focus on the dynamics of DFIG itself, with little consideration in whole system impact. In reality, Electricity System 
Operator needs to deal with stability issues by studying all the DFIGs’ performance subject to various system operating 
conditions, which requires an effective model reduction strategy to improve the calculation efficiency, especially for 
real-time online stability analysis. 

In this paper, a model reduction strategy for DFIGs is proposed based on a novel modeling adequacy assessment.  
Modeling adequacy assessment is used to determine participation level of damping contribution for each DFIG and its 
internal dynamic model component. Based on participation level, a step-by-step DFIG model reduction strategy is 
implemented by five model reduction schemes. Improved calculation efficiency is observed in New England test 
system for small-signal stability analysis. 

2. Modeling adequacy assessment of DFIGs 

A standard linearized model of multi-machine power system with the algebraic model of DFIGs can be written as 
(A detailed procedure to drive this model can be found in [8]) 

[
∆�̇�𝜹
∆�̇�𝝎
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                                                         (1) 

where ∆𝜹𝜹 and ∆𝝎𝝎 is the vector of variation of power angle and angular speed of synchronous generators (SGs) 
respectively, and ∆z is the vector of other state variables of SGs. ∆𝒔𝒔, ∆𝑬𝑬𝒅𝒅 and ∆𝑬𝑬𝒒𝒒 is the vector of variation of slip 
and electromotive force of DFIGs. ∆𝑿𝑿𝒄𝒄 is the vector of state variables of converter integral controllers as well as the 
DC link of DFIGs. It can be noted from (1) that ∆𝑿𝑿𝒄𝒄 does not have a direct contribution to the system damping. 

The internal dynamics of DFIGs includes dynamics of induction generator, rotor-side converter (RSC) controller, 
grid-side converter (GSC) controller and DC link. The generic DFIG differential equations can be written as 
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] ∆𝑽𝑽𝟏𝟏                                                 (2)                                       

According to (1), the forward path function from [∆𝒔𝒔, ∆𝑬𝑬𝒅𝒅, ∆𝑬𝑬𝒒𝒒]
𝑻𝑻 to electric torque of SGs is 

                                                     𝑭𝑭𝟏𝟏(𝑝𝑝) = 𝑨𝑨𝟐𝟐𝟐𝟐(𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐)−𝟐𝟐𝑩𝑩𝟐𝟐 + 𝑩𝑩𝟐𝟐                                                                       (3) 
where 𝑭𝑭𝟏𝟏(𝑝𝑝) is a 𝑚𝑚 × 3𝑙𝑙 matrix, assuming there are totally 𝑚𝑚 SGs and 𝑙𝑙 DFIGs in the system. 

Based on (2), the contributions from  ∆𝑽𝑽𝟏𝟏 to [∆𝒔𝒔, ∆𝑬𝑬𝒅𝒅, ∆𝑬𝑬𝒒𝒒]
𝑻𝑻
 can be computed and the dynamics of DFIGs can be 

split and described by three separate transfer functions 

{
𝑮𝑮𝑬𝑬𝒅𝒅(𝑝𝑝) = [𝑰𝑰 − (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏(𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏]−𝟐𝟐  × (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐[𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏(𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐𝑩𝑩𝟐𝟐𝟏𝟏 + 𝑩𝑩𝟐𝟐𝟏𝟏]
𝑮𝑮𝑬𝑬𝒒𝒒(𝑝𝑝) = [𝑰𝑰 − (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏(𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏]−𝟐𝟐 × (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐[𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏(𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐𝑩𝑩𝟐𝟐𝟏𝟏 + 𝑩𝑩𝟐𝟐𝟏𝟏]
𝑮𝑮𝒔𝒔(𝑝𝑝) = (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏)−𝟐𝟐 [𝑩𝑩𝟐𝟐𝟏𝟏 + 𝑨𝑨𝟐𝟐𝟐𝟐𝟏𝟏𝑮𝑮𝑬𝑬𝒅𝒅(𝑝𝑝)]                                                                                                                      

(4)                                                                                                                                                   

where 𝑮𝑮𝑬𝑬𝒅𝒅(𝑝𝑝)𝑙𝑙×2𝑙𝑙 = ∆𝑬𝑬𝒅𝒅/∆𝑽𝑽𝟏𝟏, 𝑮𝑮𝑬𝑬𝒒𝒒(𝑝𝑝)𝑙𝑙×2𝑙𝑙 = ∆𝑬𝑬𝒒𝒒/∆𝑽𝑽𝟏𝟏, and 𝑮𝑮𝒔𝒔(𝑝𝑝)𝒍𝒍×2𝑙𝑙 = ∆𝒔𝒔/∆𝑽𝑽𝟏𝟏. As proved by (1) previously that 
the dynamics of integral controllers and DC link of DFIG converter do not have a direct impact on system damping, 
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it actually contributes the system damping via the channel of [∆𝒔𝒔, ∆𝑬𝑬𝒅𝒅, ∆𝑬𝑬𝒒𝒒]
𝑻𝑻
. Therefore, both damping contributions 

of ∆𝑬𝑬𝒅𝒅 and ∆𝑬𝑬𝒒𝒒 consist of two parts: the contributions from their own dynamics (∆𝑬𝑬𝒅𝒅 or ∆𝑬𝑬𝒒𝒒) and dynamics of ∆Xc. 
It is possible to differentiate these two parts in 𝑮𝑮𝑬𝑬𝒅𝒅(𝑝𝑝) and 𝑮𝑮𝑬𝑬𝒒𝒒(𝑝𝑝) as well as 𝑮𝑮𝒔𝒔(𝑝𝑝) 

{
𝑮𝑮𝑬𝑬𝒅𝒅_𝑬𝑬𝒅𝒅(𝑝𝑝) = (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟐𝟐)−𝟏𝟏𝑩𝑩𝟐𝟐𝟐𝟐, 𝑮𝑮𝑬𝑬𝒅𝒅_𝑿𝑿𝒄𝒄(𝑝𝑝) = 𝑮𝑮𝑬𝑬𝒅𝒅(𝑝𝑝) − 𝑮𝑮𝑬𝑬𝒅𝒅_𝑬𝑬𝒅𝒅(𝑝𝑝)                                                     
𝑮𝑮𝑬𝑬𝒒𝒒_𝑬𝑬𝒒𝒒(𝑝𝑝) = (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟑𝟑𝟑𝟑𝟐𝟐)−𝟏𝟏𝑩𝑩𝟑𝟑𝟐𝟐, 𝑮𝑮𝑬𝑬𝒒𝒒_𝑿𝑿𝒄𝒄(𝑝𝑝) = 𝑮𝑮𝑬𝑬𝒒𝒒(𝑝𝑝) − 𝑮𝑮𝑬𝑬𝒒𝒒_𝑬𝑬𝒒𝒒(𝑝𝑝)                                                      
𝑮𝑮𝒔𝒔_𝒔𝒔𝑬𝑬𝒅𝒅(𝑝𝑝) = (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟏𝟏𝟏𝟏𝟐𝟐)−𝟏𝟏[𝑩𝑩𝟏𝟏𝟐𝟐 + 𝑨𝑨𝟏𝟏𝟐𝟐𝟐𝟐𝑮𝑮𝑬𝑬𝒅𝒅_𝑬𝑬𝒅𝒅(𝑝𝑝)], 𝑮𝑮𝒔𝒔_𝑿𝑿𝒄𝒄(𝑝𝑝) = (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟏𝟏𝟏𝟏𝟐𝟐)−𝟏𝟏 𝑨𝑨𝟏𝟏𝟐𝟐𝟐𝟐𝑮𝑮𝑬𝑬𝒅𝒅_𝑿𝑿𝒄𝒄(𝑝𝑝) 

                       (5)  

Assuming the 𝑖𝑖𝑡𝑡ℎ eigenvalue 𝜆𝜆𝑖𝑖 is the critical oscillation mode in the system, ∆𝑽𝑽𝟐𝟐 should be equal to 𝛄𝛄𝒊𝒊𝒊𝒊∆𝜔𝜔𝑘𝑘 [7], 
and thus combining (3) and (4), the electric torque provided by DFIGs to the 𝑘𝑘𝑡𝑡ℎ SG can be written as 

  ∆𝑇𝑇𝑤𝑤𝑘𝑘 = 𝑭𝑭𝟐𝟐𝒊𝒊(𝜆𝜆𝑖𝑖)[𝑮𝑮𝒔𝒔(𝜆𝜆𝑖𝑖), 𝑮𝑮𝑬𝑬𝒅𝒅(𝜆𝜆𝑖𝑖), 𝑮𝑮𝑬𝑬𝒒𝒒(𝑝𝑝𝜆𝜆𝑖𝑖)]𝑻𝑻𝛄𝛄𝒊𝒊𝒊𝒊∆𝜔𝜔𝑘𝑘                                                   (6)                             
where  𝑭𝑭𝟐𝟐𝒊𝒊(𝑝𝑝) is the 𝑘𝑘𝑡𝑡ℎ row of 𝑭𝑭𝟐𝟐(𝑝𝑝). Eq. (6) can be further factorized to torque contribution of each dynamic model 
component of each DFIG by using (5). The electric torque from dynamics of the 𝑗𝑗𝑡𝑡ℎ DFIG to the 𝑘𝑘𝑡𝑡ℎ SG is 

{ 
 
  
∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑠𝑠 = 𝐹𝐹𝑤𝑤𝑘𝑘𝑤𝑤_𝑠𝑠(𝜆𝜆𝑖𝑖)𝑮𝑮𝒔𝒔_𝒔𝒔𝑬𝑬𝒅𝒅𝒋𝒋(𝜆𝜆𝑖𝑖)𝛄𝛄𝒊𝒊𝒋𝒋𝒊𝒊∆𝜔𝜔𝑘𝑘                                                                                                                   
∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑑𝑑 = 𝐹𝐹𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑑𝑑(𝜆𝜆𝑖𝑖)𝑮𝑮𝑬𝑬𝒅𝒅_𝑬𝑬𝒅𝒅𝒋𝒋(𝜆𝜆𝑖𝑖)𝛄𝛄𝒊𝒊𝒋𝒋𝒊𝒊∆𝜔𝜔𝑘𝑘                                                                                                             
∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑞𝑞 = 𝐹𝐹𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑞𝑞(𝜆𝜆𝑖𝑖)𝑮𝑮𝑬𝑬𝒒𝒒_𝑬𝑬𝒒𝒒𝒋𝒋(𝜆𝜆𝑖𝑖)𝛄𝛄𝒊𝒊𝒋𝒋𝒊𝒊∆𝜔𝜔𝑘𝑘                                                                                                              
∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑋𝑋𝑐𝑐 = [𝐹𝐹𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑑𝑑(𝜆𝜆𝑖𝑖)𝑮𝑮𝑬𝑬𝒅𝒅_𝑿𝑿𝒄𝒄𝒋𝒋(𝜆𝜆𝑖𝑖) + 𝐹𝐹𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑞𝑞(𝜆𝜆𝑖𝑖)𝑮𝑮𝑬𝑬𝒒𝒒_𝑿𝑿𝒄𝒄𝒋𝒋(𝜆𝜆𝑖𝑖)+𝐹𝐹𝑤𝑤𝑘𝑘𝑤𝑤_𝑠𝑠(𝜆𝜆𝑖𝑖)𝑮𝑮𝒔𝒔_𝑿𝑿𝒄𝒄𝒋𝒋(𝜆𝜆𝑖𝑖)]𝛄𝛄𝒊𝒊𝒋𝒋𝒊𝒊∆𝜔𝜔𝑘𝑘                   

             (7)                      

where the subscript 𝑗𝑗, 𝑠𝑠, 𝐸𝐸𝑑𝑑, 𝐸𝐸𝑞𝑞  and 𝑋𝑋𝑐𝑐 denote the relevant part of matrices associated with different dynamics of the 
𝑗𝑗𝑡𝑡ℎ DFIG, ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤 = ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑠𝑠 + ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑑𝑑 + ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑞𝑞 + ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑋𝑋𝑐𝑐 and ∆𝑇𝑇𝑤𝑤𝑘𝑘 = ∑ ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤𝑙𝑙

𝑤𝑤=1 . Hence, the impact of DFIG 
dynamics on 𝜆𝜆𝑖𝑖 can be assessed by introducing 𝑆𝑆𝑖𝑖𝑘𝑘 , the sensitivity of 𝜆𝜆𝑖𝑖 w.r.t. the electric torque coefficient [7]. 
∆𝜆𝜆𝑖𝑖  = ∑ 𝑆𝑆𝑖𝑖𝑘𝑘𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑚𝑚

𝑘𝑘=1 = ∑ 𝑆𝑆𝑖𝑖𝑘𝑘 ∑ 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤 = ∑ 𝑆𝑆𝑖𝑖𝑘𝑘 ∑ (𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑠𝑠 + 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑑𝑑+𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑞𝑞 +  𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑋𝑋𝑐𝑐)𝑙𝑙
𝑤𝑤=1

𝑚𝑚
𝑘𝑘=1

𝑙𝑙
𝑤𝑤=1

𝑚𝑚
𝑘𝑘=1         (8) 

where 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘  and 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤  is the electric torque coefficient of ∆𝑇𝑇𝑤𝑤𝑘𝑘  and ∆𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤 , and 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑠𝑠, 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑑𝑑, 𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝐸𝐸𝑞𝑞  and 
𝑇𝑇𝑇𝑇𝑤𝑤𝑘𝑘𝑤𝑤_𝑋𝑋𝑐𝑐 is the coefficient of each dynamic model component in (7). 

In (8), the participation level in contributing damping is ranked for each DFIG’s dynamic model components by 
their contributions to the critical eigenvalue. The participation level is able to indicate which part of DFIG dynamics 
can be ignored in the small-signal stability analysis due to less involvement in dynamic interactions. Based on 
modelling adequacy assessment results, a model reduction strategy of DFIGs is proposed in Section 3. 

3. Model reduction strategy for DFIGs 

Based on different participation level of dynamic model components in DFIGs, five gradually reduced models are 
established step by step in the following. 

3.1. Reduction of dynamics of ∆𝑿𝑿𝒄𝒄 (constant 𝑿𝑿𝒄𝒄 model) 

    As discussed previously in (1), ∆𝑿𝑿𝒄𝒄 (the dynamics of integral controller and DC link only) impacts the system 
indirectly by contributing damping to [∆𝒔𝒔, ∆𝑬𝑬𝒅𝒅, ∆𝑬𝑬𝒒𝒒]

𝑻𝑻
 .and hence if ∆𝑿𝑿𝒄𝒄 has a high participation in affecting small-

signal stability margin which cannot be ignored, the dynamic model of [∆𝒔𝒔, ∆𝑬𝑬𝒅𝒅, ∆𝑬𝑬𝒒𝒒]
𝑻𝑻
cannot be reduced. Therefore, 

the reduction of dynamics of ∆𝑿𝑿𝒄𝒄 is considered as the first step of the DFIG model reduction. For demonstration 
purpose, in the rest of this subsection assume there is only one DFIG in the system. The dynamics of ∆𝑿𝑿𝒄𝒄 can be 
neglected when the participation level of ∆𝑿𝑿𝒄𝒄 is below certain threshold. The resultant linearized dynamic model in 
(2) is reduced to 

                                              [
∆�̇�𝑠
∆𝐸𝐸�̇�𝑑
∆𝐸𝐸�̇�𝑞

] = [
𝐴𝐴11𝑤𝑤 𝐴𝐴12𝑤𝑤 0
0 𝐴𝐴22𝑤𝑤 0
0 0 𝐴𝐴33𝑤𝑤

] [
∆𝑠𝑠
∆𝐸𝐸𝑑𝑑
∆𝐸𝐸𝑞𝑞

] + [
𝑩𝑩𝟏𝟏𝟐𝟐
𝑩𝑩𝟐𝟐𝟐𝟐
𝑩𝑩𝟑𝟑𝟐𝟐

] ∆𝑽𝑽𝟐𝟐                                                   (9) 
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3.2. Reduction of dynamics of ∆𝑿𝑿𝒄𝒄 𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝑠𝑠 (constant 𝑿𝑿𝒄𝒄 and 𝑠𝑠 model) 

The third-order model shown in (9) is the most commonly used simplified model of DFIGs in the existing research. 
By applying the modeling adequacy assessment, it has been discovered in this paper that the third-order model can be 
further reduced. When the participation level of both ∆𝑿𝑿𝒄𝒄 and ∆s is below certain threshold, the dynamics of ∆𝑿𝑿𝒄𝒄 and 
∆s can be neglected at the same time and the linearized dynamic model becomes (10). The electric torque is considered 
to be equal to the mechanical torque in this model so that the rotor speed could stay constant. 

                                                      [∆𝐸𝐸�̇�𝑑
∆𝐸𝐸�̇�𝑞

] = [𝐴𝐴22𝑤𝑤 0
0 𝐴𝐴33𝑤𝑤

] [∆𝐸𝐸𝑑𝑑
∆𝐸𝐸𝑞𝑞

] + [𝑩𝑩𝟐𝟐𝟐𝟐
𝑩𝑩𝟑𝟑𝟐𝟐

] ∆𝑽𝑽𝟐𝟐                                                        (10) 

3.3. Reduction of dynamics of  ∆𝑿𝑿𝒄𝒄, ∆𝐸𝐸𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝐸𝐸𝑞𝑞  (constant 𝑿𝑿𝒄𝒄 and ∆�̇�𝐸 = 0 model) 

On the basis of model reduction presented in 3.1, the dynamics of rotor flux represented by ∆𝐸𝐸𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝐸𝐸𝑞𝑞  can be 
further neglected by setting ∆𝐸𝐸�̇�𝑑 = 0 and ∆𝐸𝐸�̇�𝑞 = 0 in small-signal stability analysis [9]. Due to the existence of offset 
voltage items in RSC controller, the physical meaning of ∆𝐸𝐸�̇�𝑑 = 0 and ∆𝐸𝐸�̇�𝑞 = 0 is that the dynamics of inner current 
loop of RSC controller is ignored and the rotor current can track its reference instantaneously. This reduction is usually 
considered to be reasonable in small-signal stability analysis as the inner current loop responses much faster than the 
electromechanical transient [9]. As a result, ∆Ed and ∆Eq become algebraic variables like terminal voltage and the 
dynamic model associated with ∆Ed and ∆Eq in (9) becomes algebraic model. It is straight forward to assess the 
impact of the reduction of rotor flux dynamics on the critical eigenvalue by simply setting 𝑝𝑝 = 0 for (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟐𝟐𝟐𝟐𝟐𝟐)−𝟏𝟏 
and (𝑝𝑝𝑰𝑰 − 𝑨𝑨𝟑𝟑𝟑𝟑𝟐𝟐)−𝟏𝟏 in (4) and (5). It can be concluded that further reductions on the dynamics of ∆𝐸𝐸𝑑𝑑 and ∆𝐸𝐸𝑞𝑞  could 
be carried out if the change in their participation levels (before and after 𝑝𝑝 = 0) are less than the preset threshold. 

3.4. Reduction of dynamics of  ∆𝑿𝑿𝒄𝒄, ∆𝑠𝑠, ∆𝐸𝐸𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝐸𝐸𝑞𝑞  (constant 𝑿𝑿𝒄𝒄, 𝑠𝑠 and ∆�̇�𝐸 = 0 model) 

Similarly, if the requirement of dynamics reduction in 3.2 and 3.3 are met simultaneously, the model reductions 
can be combined and the dynamic model of the DFIG becomes a pure algebraic model without differential equations. 
That is to say, the introduction of constant 𝑿𝑿𝒄𝒄, 𝑠𝑠 and ∆�̇�𝐸 = 0 model of DFIGs to the system would not increase the 
computational time. Similar to 3.3, this model can be derived from the constant 𝑿𝑿𝒄𝒄 and s model by setting 𝑝𝑝 = 0. 

3.5. Reduction of dynamics of  ∆𝑿𝑿𝒄𝒄, ∆𝑠𝑠, ∆𝐸𝐸𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝐸𝐸𝑞𝑞  (constant 𝑿𝑿𝒄𝒄, 𝑠𝑠 and 𝐸𝐸 model) 

If the participation level of all the state variables of the DFIG in affecting the critical eigenvalue is very low, all 
dynamics of the DFIG can be removed in the study. In this case, the DFIG can be modeled as a constant admittance 
with constant 𝑿𝑿𝒄𝒄, 𝑠𝑠, 𝐸𝐸𝑑𝑑 and 𝐸𝐸𝑞𝑞 . 

The model reduction schemes in 3.1-3.5 apply to the individual DFIG level. On this basis, a model reduction 
strategy is proposed for multiple grid-connected DFIGs on the system level, aiming to reduce the complexity of overall 
system dynamic model. The model reduction should start from the dynamic model of DFIGs with comparatively low-
level participation. For instance, some small-scale DFIG-based wind farms are located far away from main-
interconnected system, the dynamics of which might have a limited impact on the critical eigenvalue and thus could 
be generally ignored. A concept of model reduction margin (MRM) determined by the preset variation of damping 
ratio of the critical eigenvalue is proposed to define the maximal damping variation (either +ve or -ve) allowed in the 
model reduction. If the critical eigenvalue  𝜆𝜆𝑖𝑖 = 𝜎𝜎 + 𝑗𝑗𝑗𝑗 and the damping ratio is denoted as ζ, 

                                                                         MRM = | a%𝜔𝜔
√1−(a%)2|                                                                             (11) 

where a%  is the preset variation of 𝜁𝜁  (e.g., the variation range allowed for 𝜁𝜁  is from 2.97% to 3.03%  if 
a% is set to 0.03% and 𝜁𝜁 = 3%). Therefore, once a% is set up and MRM is calculated according to (11). DFIGs are 
ranked and numbered based on their respective participation level from low to high after the modeling adequacy 
assessment. The model reduction is implemented from the DFIGs with low-level participation to the ones with high-
level participation. For each DFIG, different model reduction schemes are tried on generator level and the reduced 
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model with less orders has the higher priority as long as the total damping variation is still within MRM. The model 
reduction stops when MRM is reached and the most effective model reduction strategy for the system is finalized. 

4. Application 

The New England test system (NETS) with 10 SGs and 39 buses is used to demonstrate the proposed model 
reduction strategy in Fig. 1. A detailed twelfth-order DFIG model [7] consisting of third-order induction generator, 
fourth-order RSC controller, fourth-order GSC controller and first-order DC link is employed as a benchmark model 
with corresponding parameters below. Three DFIG-based wind farms (WF1-3) are connected to bus 19, 30 and 36. 
The output active power and terminal voltage of the three DFIGs are also provided. 
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Fig. 1.  Diagram of 10-machine 39-bus New England test system integrated with 3 WFs. 
 

In this case, the 17th eigenvalue 𝜆𝜆17 is regarded as the critical eigenvalue as an example. The critical eigenvalue 
reflects the inter-area oscillation mode between NETS represented by SG1-9 and external power system (New York 
power system) represented by the equivalent generator SG10 of the external system. When the DFIGs are connected, 
if only considering the impact of the constant admittance of the DFIGs, by computing the critical eigenvalue of state 
matrix in (1), 𝜆𝜆17

𝐶𝐶𝐶𝐶 = −0.1199 + j3.2452 . Then the modeling adequacy assessment is implemented and the 
contributions from different dynamics of DFIGs to the critical eigenvalue are computed by (8), and presented in Table 
1. The real part of the eigenvalue contribution in Table I indicates the participation of each dynamic model component 
of the DFIGs in affecting the system damping. It can be revealed that different connecting locations lead to different 
participation levels of DFIG dynamics. According to (8), the eigenvalue contribution from the dynamics of all DFIGs 
in Table 1 is summed up, i.e., ∆𝜆𝜆17 = 0.0438 − j0.1012. Finally, the critical eigenvalue considering the impact of the 
constant admittance and dynamics of the DFIGs can be estimated to be 𝜆𝜆17

𝐶𝐶𝐶𝐶 + ∆𝜆𝜆17 = −0.0761 +  j3.1440. 
Table 1. Eigenvalue contributions from different DFIG dynamics. 

∆𝜆𝜆17 From WF1 From WF2 From WF3 
∆𝑠𝑠 −8.2633 × 10−5 + 𝑗𝑗1.1072 × 10−5 −1.5575 × 10−5 − 𝑗𝑗1.0050 × 10−5 −5.2153 × 10−5 − 𝑗𝑗1.6774 × 10−5 

∆𝐸𝐸𝑑𝑑 −8.9922 × 10−5 − 𝑗𝑗4.0514 × 10−4 4.5767 × 10−5 − 𝑗𝑗8.7290 × 10−5 6.2514 × 10−5 − 𝑗𝑗2.7911 × 10−4 
∆𝐸𝐸𝑞𝑞 0.0192 − 𝑗𝑗0.0733 0.0109 − 𝑗𝑗0.0072 0.0128 − 𝑗𝑗0.0180 
∆𝑿𝑿𝒄𝒄 0.0005 − 𝑗𝑗0.0014 2.2901 × 10−4 − 𝑗𝑗1.2328 × 10−4 2.8821 × 10−4 − 𝑗𝑗3.3864 × 10−4 
Total 0.0196 − 𝑗𝑗0.0751 0.0111 − 𝑗𝑗0.0074 0.0131 − 𝑗𝑗0.0187 

To validate the method above, modal analysis is carried out and the critical eigenvalue of the complete linearized 
model of the test system with DFIGs can be obtained, i.e., 𝜆𝜆17

𝑀𝑀𝐶𝐶 = −0.0760 + 𝑗𝑗3.1448. By comparing 𝜆𝜆17
𝑀𝑀𝐶𝐶 and 𝜆𝜆17

𝐶𝐶𝐶𝐶 +
∆𝜆𝜆17, the accuracy and effectiveness of the proposed assessment method can be verified.  

Based on modeling adequacy assessment, the dynamic model of the three DFIGs is reduced by adopting the model 
reduction strategy. MRM is firstly calculated to be 6.2896 × 10−4, where the critical eigenvalue is equal to 𝜆𝜆17

𝑀𝑀𝐶𝐶 and 
a% is set to 0.02%. Then the DFIGs are ranked as WF2, WF3 and WF1 according to the total participation of each 
DFIG as shown in Table 1 (real part of Total). Hence, the dynamic model reduction starts from WF2 due to the lowest 
participation level. By comparing with MRM, Model in 3.4 is selected for WF2 and Model in 3.2 for WF1. The detailed 
dynamic model of WF3 should be retained as the reduction of ∆𝑿𝑿𝒄𝒄 dynamics will breach MRM. After the model 
reduction, the total damping variation is −5.6394 × 10−4, and thus the estimated 𝜆𝜆17 is −0.0766 + j3.1459. 

Induction generator parameters 
𝑆𝑆𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 70𝑀𝑀𝑀𝑀𝑀𝑀, 𝑀𝑀𝑤𝑤 = 3.4𝑠𝑠, 𝐷𝐷𝑤𝑤 = 0, 𝑅𝑅𝑟𝑟 = 0.0007, 𝑋𝑋𝑠𝑠 = 0.0878, 𝑋𝑋𝑟𝑟 =
0.0373, 𝑋𝑋𝑚𝑚 = 1.3246, 𝑋𝑋𝑟𝑟3 = 0.05, 𝑀𝑀𝑑𝑑𝑑𝑑0 = 1, 𝐶𝐶𝐷𝐷𝐺𝐺𝐶𝐶 = 13.29      
RSC controller parameters 
𝐾𝐾𝑝𝑝𝑠𝑠𝑝𝑝1 = 𝐾𝐾𝑞𝑞𝑠𝑠𝑝𝑝1 = 0.2, 𝐾𝐾𝑝𝑝𝑠𝑠𝑝𝑝2 = 𝐾𝐾𝑞𝑞𝑠𝑠𝑝𝑝2 = 1,  𝐾𝐾𝑝𝑝𝑠𝑠𝐷𝐷1 = 𝐾𝐾𝑞𝑞𝑠𝑠𝐷𝐷1 =
12.56𝑠𝑠−1, 𝐾𝐾𝑝𝑝𝑠𝑠𝐷𝐷2 = 𝐾𝐾𝑞𝑞𝑠𝑠𝐷𝐷2 = 62.5𝑠𝑠−1 
GSC controller parameters 
𝐾𝐾𝑣𝑣𝑑𝑑𝑑𝑑𝑝𝑝1 = 𝐾𝐾𝑞𝑞𝑟𝑟3𝑝𝑝1 = 0.2, 𝐾𝐾𝑣𝑣𝑑𝑑𝑑𝑑𝑝𝑝2 = 𝐾𝐾𝑞𝑞𝑟𝑟3𝑝𝑝2 = 1, 𝐾𝐾𝑣𝑣𝑑𝑑𝑑𝑑𝐷𝐷1 = 𝐾𝐾𝑞𝑞𝑟𝑟3𝐷𝐷1 =
12.56𝑠𝑠−1, 𝐾𝐾𝑣𝑣𝑑𝑑𝑑𝑑𝐷𝐷2 = 𝐾𝐾𝑞𝑞𝑟𝑟3𝐷𝐷2 = 62.5𝑠𝑠−1  
Operational Conditions 
𝑃𝑃𝑤𝑤1 = 𝑃𝑃𝑤𝑤2 = 𝑃𝑃𝑤𝑤3 = 2.0 𝑝𝑝. 𝑢𝑢., 𝑀𝑀𝑤𝑤1 = 𝑀𝑀𝑤𝑤2 = 𝑀𝑀𝑤𝑤3 = 1.025 𝑝𝑝. 𝑢𝑢. 
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To validate the model reduction strategy, time-domain simulation based on benchmark DFIG dynamic models is 
conducted and compared with reduced models in Fig. 2. The power angle difference between major generators 
associated with this critical oscillation mode is observed, and the results demonstrate that there is no significant result 
difference between detailed model and reduced model. The simulation time and dynamic model complexity before 
and after the model reduction is also compared in Table 2. The same computational resource (Intel Core i7-4790 CPUs 
3.60 GHz, 32.0 GB RAM) is employed. Around one fourth of total simulation time is saved. It can be expected that 
time difference in Table 2 would be much more significant with larger number of DFIGs connected. 

 
Fig. 2.  SG5-SG10 power angle difference with different WF dynamic models. 
(a) Three WFs with detailed model (benchmark); (b) WF1 with Model 3.2, WF2 with Model 3.4 and WF3 with detailed model. 

5. Conclusions 

This paper presents a novel methodology to reduce the model complexity of DFIG-based wind turbines for power 
system small-signal stability analysis. Model reduction strategy is achieved by the following steps: 1. Assess the 
modeling adequacy of DFIGs by performing the damping torque computation based on (8), to determine participation 
level of each component of individual DFIG in contributing system damping. 2. Sum up model component’s 
participation level to obtain total participation level for all DFIGs (DFIGs with lower participation level contribute 
less to system damping, and therefore will be simplified first). 3. Five DFIG dynamic model reduction schemes are 
proposed to perform different levels of model reduction based on the calculated participation level. 4. Model reduction 
stops when MRM is reached.  

Improved calculation efficiency is observed in the small-signal stability analysis of New England test system. This 
approves that the proposed model reduction methodology is particularly useful when analyzing dynamic stability for 
large-scale power systems with high penetration of wind energy. Future work will focus on the application of such 
DFIG model reduction techniques to the National Grid UK power network and Jiangsu power grid in China. 
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Table 2. Simulation time before and after model reduction. 
Before Reduction  
(76th-order Model) 

After Reduction 
 (54th-order Model) 

93.28s 75.32s 
 


