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Abstract—Various 3-D talking heads have been developed 

lately for language learning, with both external and internal 
articulatory movements being visualized to guide learning. 
Mandarin pronunciation animation is challenging due to its 
confusable stops and affricates with similar places of articulation. 
Until now, less attention has been paid to the bio-signal 
information of aspiratory airflow, which is essential in 
distinguishing Mandarin consonants. This study fills a research 
gap by presenting the quantitative analyses of airflow, and then 
designing an airflow model for a 3-D pronunciation system. The 
airflow information was collected by Phonatory Aerodynamic 
System (PAS), so that confusable consonants in Mandarin could 
be discerned by means of airflow rate, peak airflow rate, airflow 
duration, and peak time. Based on the airflow parameters, an 
airflow model using the physical equation of fluid flow was 
proposed and solved, which was then combined and synchronized 
with the existing 3-D articulatory model. Therefore, the new 
multimodal system was implemented to synchronously exhibit the 
airflow motions and articulatory movements of uttering 
Mandarin syllables. Both an audio-visual perception test and a 
pronunciation training study were conducted to assess the 
effectiveness of our system. Perceptual results indicated that 
identification accuracy was improved for both native and 
non-native groups with the help of airflow motions, while native 
perceivers exhibited higher accuracy due to long-term language 
experience. Moreover, our system helped Japanese learners of 
Mandarin enhance their production skills of Mandarin aspirated 
consonants, reflected by higher gain values of voice onset time 
(VOT) after training. 

Index Terms—Airflow, 3-D articulatory animations, confusable 
consonants, evaluation, second language learning. 

I. INTRODUCTION
ITH the development of speech technology, language 
learners have been paying more attention to Computer 

Assisted Pronunciation Training system (CAPT system). The 
activation of ‘audio-visual’ mirror neurons might explain 
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human capacity to learn by imitation from multiple modalities 
[1]. As the carrier of audio-visual speech, various 3-D talking 
heads have been developed in CAPT systems by instructing the 
learners to imitate from multimodal animations. It has been 
proved to reduce cognitive load through multimodal 
presentation [2], [3] and offers learners with one-to-one 
instruction.  

To present more authentic articulatory animations, various 
physiological-data based talking heads have been devised and 
applied to enhance the language learning as a new mode (see 
Fig. 1). Among which, talking heads in (a) and (c) were 
developed for Mandarin visual speech [4], [5], (b) and (d) for 
English [6], [7], (e) for French [8], (f) for Swedish [9]. Based on 
MRI or CT images, physiology-based talking head models have 
been developed to represent human face, lips, tongue, and even 
to represent the human velum and nasopharyngeal wall [10]. In 
order to drive articulators to move, one approach is to utilize the 
acoustic-to-articulatory inversion model to recover articulatory 
movements directly from the speech audio signal [11], and this 
technique has been further applied to a virtual talking head with 
a speaker-adaptive way [12]. The other common method tries 
to animate both external and internal articulators in a 
real-data-driven articulatory talking head, using articulation 
data recorded through facial motion capture [13], 
Electro-Magnetic Articulography (EMA) [7], [14], [15], or 
video-fluoroscopic image [16].  

Importantly, investigations on Mandarin visual speech 
potentially make unique contributions [17], since some 
kinematic characteristics and acoustic features of Mandarin 
phonemes are different compared with other languages. 
Besides the supra-segmental lexical tones, Mandarin 
phonology system has a variety of voiceless stops and affricates 
with similar places of articulation, which were difficult for 
non-Mandarin second language (L2) learners to acquire 
[18]-[20]. Based on a relatively large non-native speech corpus 
by L2 learners of Mandarin [21], it has been found that 6 out of 
the top 10 pronunciation error patterns are relevant to 
‘de-aspiration’ or ‘aspiration’. The unaspirated and aspirated 
contrast plays a dominant role in telling apart the minimal pair 
of Mandarin confusable consonants (e.g., d [t] vs. t [t‘]). As 
they show similar places of articulation, it is difficult to 
discriminate them only through the articulatory movements in 
all the existing 3-D Mandarin talking heads [4], [5], [22]-[25].  

Some previous studies have worked on optimizing visual 
speech through offering certain supplementary visual features 
[6], [26], [27]. For example, Cued Speech [26] was designed to 
supplement speech reading (i.e., lip reading) by including a 
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hand gesture together with the mouth pattern. However, the 
mappings between gestures and their corresponding phonemes 
are always arbitrary. By obtaining a few robust acoustic 
features (including nasality, voicing, and frication) which can 
be mapped into supplementary visual cues, Massaro [6], [27] 
has successfully developed a near-real-time visual system to 
help disambiguate the spoken message and thus to enhance 
intelligibility. The supplementary visual characteristics were 
presented with various colored bars next to a talking head. The 
intensity of these colored cues varied according to the degree to 
which corresponding acoustic feature was present as the 
continuous speech signal unfolded. This methodology has been 
proved to be effective for listeners to perceive and detect 
different non-visible acoustic features of consonants to some 
extent. 

Since the intended imitation learning from a talking head in 
CAPT system requires a more straightforward and vivid 
exhibition of key acoustic features, the current study endeavors 
to develop a biophysical model to show airflow visualization in 
accordance with articulation animations through a multimodal 
3-D talking head. Although speech production requires
exhalant airflow to be phonated through the vocal cavities,
transient airflow changes are actually invisible during the
process of pronunciation, and are immeasurable without the
help of specific measuring instrument. Since few studies have
focused on investigating the visualization of airflow model in a
3-D talking head, the current work aims to provide a clearer
solution for this challenge, in order to improve the
discriminability among confusable Mandarin voiceless
consonants in a talking head, and further to apply this airflow
system to teach Mandarin pronunciation among L2 learners.

The first focus of the present study is to record and analyze 
the physiological airflow data while producing Mandarin 
consonants, where relevant parameters should be extracted to 
exhibit aspiration differences among these confusable stops and 
affricates accurately. For individuals with pathological voices, 

the abnormal airflow control is one of the cardinal symptoms 
during articulation [28], [29], demonstrating that aerodynamic 
parameters of airflow rate could be used to discriminate normal 
from dysphonic voices. Recently, some works have already 
indicated the validity of collecting the aerodynamic 
characteristics of the voice by using Phonatory Aerodynamic 
System (PAS) Model 6600 [30], [31], which investigated the 
aerodynamic features of the voice within typical adult speakers. 
In these studies, multi-speaker airflow data were collected by 
extending the use of PAS Model 6600, since PAS system 
utilizes a convenient set of protocols based on typical 
aerodynamic tasks to minimize variability in the application, 
and provide airflow measure of speech and voice production to 
support evidence-based practice. From airflow recordings by 
PAS, key parameters can be extracted such as mean airflow rate, 
peak airflow rate, airflow duration, and peak time. It is expected 
that these parameters could be shown to capture differences 
between confusable Mandarin consonants, which are essential 
for further airflow modeling. 

For airflow visualization, a suitable airflow model should be 
designed and incorporated into the existing articulatory model 
to produce the airflow motions in accordance with articulatory 
movements of Mandarin pronunciation. To make it authentic, 
the data-driven aspiratory animation and articulatory 
movements must be synchronized in a 3-D talking head system, 
during the production process of a syllable. The key problem is 
then to compute the control parameters with the use of 
PAS-extracted mean and peak airflow rate, and the peak time 
and duration are also vital to simulate the airflow model 
synchronized with the articulatory model. Although working 
on fluid control in graphics has been an active area in computer 
graphics [32]-[34], few approaches tried to make use of real 
physiological airflow data to stimulate and drive an airflow 
model. One study [35] has found that the flow direction and the 
area of mouth/nose opening did not change much during 
breathing, while the exhaled flow rate can be calculated and 

(a) (b) (c)

(d) (e) (f)
Fig. 1.  Some examples of physiological-data based talking heads. Among which, talking heads in (a) and (c) were developed for Mandarin visual speech, 

(b) and (d) for English, (e) for French, (f) for Swedish. 
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represented as a sinusoidal function with time. Furthermore, the 
real-time fluid dynamics [36], [37] on the basis of physical 
equations of fluid flow, likely fit better with our purpose. Since 
both forces and sources are used as important control variables 
to the dynamics, this physics-based model may enhance the 
visual effect by providing realistic fluid-like effects. In this way, 
a new multimodal visualization system is proposed, where 3-D 
articulatory movements and airflow motions would be 
animated simultaneously to instruct Mandarin pronunciation 
training as a second language. 

The evaluation of our multimodal 3-D talking head for 
CAPT system is another point of this study, since a talking head 
system involved in any applications must undergo an 
evaluation [38]. The present study concentrated on the impact 
of adding a bio-data-driven airflow model in CAPT system for 
learning Mandarin consonants as an L2. The supplementary 
airflow information might be of great importance for 
audiovisual perceptual training among L2 learners of Mandarin. 
In this paper, both an audio-visual perception test and a 
pronunciation training study would be utilized to assess the 
proposed multimodal system, in order to figure out whether the 
supplementary airflow animations are effective to improve 
perception of Mandarin consonants for both native and 
non-native speakers and to enhance production of Mandarin 
stops and affricates among L2 learners of Mandarin. 

The acquisition of Mandarin unaspirated vs. aspirated 
contrast seems pretty easy for typically-developing native 
speakers at an early age. However, learning speech sounds of 
an L2 can be effortful, if these speech sounds do not exist in the 
L1 or show a different phonological status between the two 
languages [39], [40]. For instance, in Japanese, the consonants 
are mainly distinguished by voiceless and voiced contrast, and 
‘aspiration’ is not a distinctive feature in Japanese consonants. 
Some aspirated voiceless consonants in Japanese are actually 
allophones in complementary distribution with their 
unaspirated phonemes. The voice onset time (VOT, an 
objective and widely used acoustic measurement of stops and 
affricates [41]) of these Japanese aspirated allophones tends to 
be much shorter than the corresponding Mandarin aspirated 
phonemes [42], [43]. The average VOT of most Mandarin 
aspirated consonants is often longer than 100 ms, which can be 
classified as strongly aspirated type even among the world’s 
languages [44]. For Japanese learners of Mandarin, as 
influenced by their native language, there is a high 
de-aspiration rate. They often produce the strongly aspirated 
Mandarin consonants as the weakly aspirated ones. Moreover, 
the de-aspiration phenomenon in producing Mandarin aspirated 
consonants by Japanese L2 learners lasts long and even 
becomes fossilized after years of learning [43]. The accurate 
display of airflow rate and duration between aspirated and 
unaspirated consonants may provide important visual cues to 
vividly teach Japanese learners how fast and how long the 
aspirated airflow should be produced within a syllable. In order 
to further testify the efficacy of our airflow model, a training 
package was given especially to Japanese learners of Mandarin. 

In the following, Section II presents the airflow data 
collection of Mandarin consonants using PAS, and the related 

airflow data analyses. Section III realizes an airflow model that 
uses the airflow parameters for fluid control, and then 
incorporates the airflow model into an articulatory model. In 
section IV, an audio-visual perception test and a pronunciation 
training study are shown, respectively. The discussions are 
shown finally in section V. 

II. AIRFLOW DATA ACQUISITION AND ANALYSES

A. Participants, Materials, and Procedure
Starting from airflow data collection, a multi-speaker

database was constructed. Eighteen healthy young adults (nine 
male) were recruited (M = 25.34 years, SD = 1.73), with 
Mandarin as their native language. All subjects had no history 
of significant voice problems, trauma/surgery to the oral cavity 
or larynx based on self-report questionnaires. During data 
collection, all participants were free from colds or seasonal 
allergies. 

The pronunciation corpus was designed to contain 42 
Mandarin syllables with high-level tone, combining 12 
confusable Mandarin stops or affricates with 8 basic Mandarin 
monophthongs (i.e., [a], [i], [u], [ɤ], [o], [y], [ɿ], [ʅ]). Each 
subject was asked to repeat all the 42 syllables three times, with 
a totaling of 126 samples. The 12 confusable stops and 
affricates were divided into six minimal pairs, each sharing 
similar place of articulation and articulatory trajectory. There 
are three pairs of Mandarin voiceless stops (in terms of Pinyin 
and the corresponding IPA in square brackets): labial (Group 1: 
b [p] and p [p‘]), alveolar (Group 2: d [t] and t [t‘]), velar 
(Group 3: g [k] and k [k‘]), and three pairs of voiceless 
affricates: alveolar (Group 4: z [ʦ] and c [ʦ‘]), retroflex (Group 
5: zh [tʂ] and ch [tʂ‘]), alveolo-palatal (Group 6: j [ʨ] and q 
[ʨ‘]). The two consonants within each minimal pair are mainly 
distinguished by the manner of articulation (i.e., the distinctive 
feature of unaspirated vs. aspirated contrast). 

Before airflow data collection, the PAS flow-head and 
pressure transducer were carefully calibrated according to PAS 
protocol instructions. All participants were asked to pronounce 
all the testing syllables at comfortable pitch height and loudness 
to make sure that the speech samples were produced naturally. 
During airflow data collection, participants were instructed to 
hold the PAS side handles and to firmly press the facemask 
over the face, so the areas of nose and mouth were both covered 
to stop airflow from escaping (see Fig. 2). 

Fig. 2.  The demonstration of airflow collection using PAS. 
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B. Airflow Data Analyses
The airflow data were collected continuously within a

Mandarin syllable with a sampling rate of 22 025 Hz. With the 
help of WaveSurfer software (version 1.8.5), the segment of 
voiceless consonant could be properly split away from the 
following monophthong. The segment of monophthong could 
be detected from the fundamental frequency (F0) superimposed 
on a vowel (see Fig. 3). What is more, we would double check 
through listening to the audio for the correctness validation of 
our segmentation. After manual segmentation, relevant airflow 
information of consonants was calculated in terms of four 
parameters: mean airflow rate (L/S), peak airflow rate (L/S), 

airflow duration (ms), and peak time (ms) (see TABLE I). The 
formula of average peak airflow rate for a consonant is: 

 

where N is the number of speakers, K is the times of recordings 
per speaker, and   is the peak airflow rate. Fig. 3 shows the 
fluctuation of airflow rate and the corresponding spectrograms 
of a minimal pair pronounced by one subject. 

Before airflow data analysis, the distribution normality was 
evaluated by using Shapiro-Wilk tests of normality. Moreover, 
the outliers (defined as over three standardized residuals away 
from predicted scores) were picked out with regression analysis, 
and were removed from further analysis. Table I shows the 
average airflow data of mean airflow rate (L/S), peak airflow 
rate (L/S), airflow duration (ms), and peak time (ms). Statistical 
analysis of one-way analysis of variance (ANOVA) revealed 
that mean airflow rate, peak airflow rate, airflow duration, and 
peak time of were all significantly different among different 
Mandarin consonants (all ps < 0.001). Afterwards, Tukey’s 
HSD post hoc pairwise comparisons of the minimal pair 
showed that mean airflow rate (Fig. 4(a)) and peak airflow rate 
(Fig. 4(b)) for “p” [p‘] was much faster than that for “b” [p]; “t” 
[t‘] > “d” [t]; “k” [k‘]> “g” [k]; “c” [ʦ‘] > “z” [ʦ]; “ch” [tʂ‘] > 
“zh” [tʂ] ; “q” [ʨ‘] > “j” [ʨ] (all ps < 0.05). Moreover, pairwise 
comparisons of the minimal pair showed that airflow duration 
(Fig. 4(c)) was relatively longer and the peak time (Fig. 4(d)) 
was delayed for “p” [p‘] compared with “b” [p]; “t” [t‘] > “d” 
[t]; “k” [k‘]> “g” [k]; “c” [ʦ‘] > “z” [ʦ]; “ch” [tʂ‘] > “zh” [tʂ] ; 
“q” [ʨ‘] > “j” [ʨ]  (all ps < 0.05). Observed from TABLE I, it is 
promising that the PAS parameters can provide quantitative 
and differentiable information to identify aspiratory 
components of Mandarin consonants.  

III. THE IMPLEMENTATION OF AIRFLOW MODEL 
INTO A 3-D TALKING HEAD 

ba

pa

Time
(S)

Fig. 3. The aspiratory airflow rate of “ba” vs. “pa”, and the corresponding 
spectrograms, with the blue line representing the F0 trajectory. 

Fig. 4.  The parameters of mean airflow rate (a), peak airflow rate (b), airflow duration (c), and peak time (d) of  Mandarin stops and affricates (Error Bars: ±1 SE). 

(a) (b)

(c) (d)
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A. Mandarin 3-D Talking Head with Internal Articulator
Dynamics

Both English talking head and Mandarin talking head have 
been proposed in our previous studies [7], [22], [23], [45]-[47]. 
For Mandarin 3-D external and internal articulator dynamics, 
articulatory data specifying in Mandarin production were 
collected with Carstens AG-501 EMA [22], [23]. The 
articulatory trajectories of 13 feature points were recorded, in 
which five facial feature points (nose, left head, right head, 
right jaw, left jaw) were used for calibration. In particular, four 
lip feature points (right lip corner, left lip corner, upper lip, 
lower lip,) and another four internal feature points (tongue tip, 
middle tongue, tongue root, middle jaw) were normalized and 
smoothed.  

The static 3-D head model with tongue, uvula and jaw was 
constructed based on the templates from MRI images and 
anatomy, which is a generic triangular mesh model designed 
manually with great irregularity and a large number of vertices 
[7] [48]. Then the EMA data collected from any speaker could
be registered to the static head model via affine transformation 
through related feature points manually identified in the static 
3-D head model (see [7] for more details). Thus, a flexible
graphic algorithm named Dirichlet free form deformation [49],
[50] was then adopted for articulatory modeling work. The
control parameters of multiple articulators of tongue, upper lip
and lower lip were computed with Sibson coordinates of each
anatomy. The EMA-based displacements were then input into
the articulatory model, so as to drive multiple articulators to
move smoothly and simultaneously over time.

The articulatory animations presented by this 3-D talking 
head could depict accurate and subtle Mandarin pronunciation 
at syllable level, where internal articulatory motions could be 
observed through a transparent profile view (see Fig. 5). This 
articulatory system has been successfully applied for 
hearing-loss children to learn Mandarin pronunciation [22]. 

B. The Airflow Model
The airflow model in this study is designed by modifying a

fluid dynamics model [36], [37] which is suited for the airflow 
parameters extracted from the PAS collections. The algorithms 
are on the basis of the physical equations of fluid flow, named 
Navier-Stokes equations. Although it is difficult to tackle this 
problem when the physical accuracy is strict, an alternative 
solution is proposed for visual quality in [36]. To make the state 
of aspiration visualized at some point of time, the velocity of 
airflow during pronunciation is modeled with the following 
equation: 

 

 
where  means the velocity of the airflow,  is the kinematic 
viscosity, is its density, and  refers to an external force. The 
symbol is Laplacia, having  in 
three-dimensions, and . The density of airflow is 
then simulated by the following equation: 

 
where means the diffuse constant, and S is the source of 
density. 

TABLE I 
THE OBTAINED DATA OF MEAN AIRFLOW RATE, PEAK AIRFLOW RATE, AIRFLOW DURATION, AND PEAK TIME 

Stops and 
Affricates 

Within Syllable 
 

Mean Airflow Rate 

(L/S) 
 

Peak Airflow Rate 

(L/S) 
 

Airflow Duration 

(ms) 
 

Peak Time 

(ms) 
“b” [p] 
“p” [p‘] 

0.11 0.25 41.66 8.38 
0.46 0.81 94.44 22.94 

“d” [t] 
“t” [t‘] 

0.11 0.24 30.00 6.16 
0.56 0.90 83.33 20.04 

“g”[k] 
“k” [k‘] 

0.15 0.19 37.07 7.52 
0.50 0.84 95.18 22.77 

“j” [ʨ] 
“q”[ʨ‘] 

0.13 0.24 73.88 14.83 
0.34 0.57 160.00 38.66 

“z” [ʦ] 
“c” [ʦ‘] 

0.11 0.26 83.61 16.83 
0.39 0.82 160.69 38.62 

“zh” [tʂ] 
“ch” [tʂ‘] 

0.14 0.31 64.58 13.05 
0.49 0.92 133.61 32.31 

(a) Front View

(b) Profile View

Fig. 5.  The 3-D articulatory animations in sequence of Mandarin syllable ba [pa]: (a) a front view and (b) a transparent profile view. 
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To solve the above equations, we have applied a fast and 
stable semi-Lagrangian fluids method proposed by [36], [37]. 
By applying a projection operator P, which projects any vector 
field onto its divergence free part, on both side of Equation (2), 
it has: 

 
where having the fact  and  . The advection, 
diffusion and external force items are represented by the right 
three parts of the equation.  

Aa is shown in Equation (4), given the velocity field at a 
time , then the velocity field at the next time step 

 over the time span  is generated, by applying four steps 
of adding external force, self-advection, viscous diffusion and 
projection steps. Afterward, a similar scheme is utilized to 
move densities in Equation (3), by adding source, advection 
and diffusion. To simulate the consonant airflow using the 
aforementioned method, the initial velocity  is zero, and 
the external forces are then presented according to the 
aerodynamic parameters computed from PAS collections. With 
the use of the peak airflow rate velp, mean airflow rate velm, and 
the start and ending time, we can derive the following equations 
for the external forces: 

 

 

        ,    (5) 

where subscripts ‘ ’, ‘ ’, and ‘ ’ indicate the time points at 
start, peak and end time of airflow respectively. Moreover, the 
subscription ‘sp’ means the onset stage from start time of 
aspiration to the peak, and ‘pe’ refers to the offset stage from 
peak to the end instant of aspiration. 
    Given that both the start and end velocities of airflow are 
zero, m is the mass of airflow volume, and Q is the whole 
volume of the airflow that is the product of mean airflow rate 
velm and the duration. During the onset stage of aspiration from 
start to peak, the source of density  is added as constant 
subsection of volume Q/N, the external force  is the same as 

, and , where N means the total time steps 
within this period. While during the offset stage of aspiration 
from peak to end, the source of density is not added, and the 
external force  is set as . The constant density of airflow 

 is assigned 1.3g/L in our simulation. Thus, an airflow model 
is established, and the motion of the airflow is computed by the 
forces in Equation (5).  

C. The Implementation of a 3-D Articulatory with Aspiratory
System

Modern Mandarin has a relatively simple syllable structure, 
consisting of an optional initial and a final on the segmental 
level, where the initial (i.e., onset) consists of a single 
consonant. At the syllable-level animation, the above airflow 
model was then combined with the 3-D articulatory model 
presented in [22], and a multimodal articulatory with aspiratory 

system was then constructed. The peak time, airflow rate, and 
airflow volume were exhibited through the velocity and density 
in the airflow animations. Because the airflow data were 
collected from speakers different from those of EMA 
articulatory data, the duration of syllable pronunciation would 
be slightly different. Thus, a dynamic time warping is used to 
match the airflow duration to that of EMA articulation. At the 
same time scale, the airflow model was synchronized with the 
3-D articulatory model for each Mandarin syllable animation.
As a result, the 3-D articulatory with aspiratory system was
implemented and driven by the EMA articulatory data and PAS
airflow data as well.

The simulations were conducted with carrying syllables 
containing all the 12 stops and affricates, where the airflow 
motions were generated when producing a consonant (i.e., 
initial) of a Mandarin syllable. As shown in Fig. 6, the 
pronunciation animations of minimal pairs, “zi” vs. “ci”, “zhi” 
vs. “chi” have been displayed. Through the transparent views of 
a 3-D talking head, the motions of the airflow as well as the 
movements of the articulators can be clearly observed. Hereby, 
the size and density of the fluid change with the volume and 
velocity of aspiration over time.  

Comparing the articulatory animations at the peak time of 
producing a minimal pair “zi” and “ci”, it is hard to depict the 
differences from the lips and tongue positions of two 
confusable consonants. However, the airflow size and density 
of the consonant “c” are much bigger and heavier than those of 
“z” (see Fig. 6 (a)), which are in accordance with the 
quantitative analysis in Fig. 4 (b). Similarly, it is also seen the 
significant difference of the airflow size and density between 
“ch” and “zh” in Fig. 6 (b). Moreover, the tongue position of 
consonant “zh” can be discriminated from that of “z”, and the 
airflow size of “zh” is also slightly bigger than that of “z”. 
Similar results can be found by comparing the consonant “ch” 
with “c”, where the airflow size and density of producing 
consonant “ch” at the peak time are the greatest among all 

Fig. 6.  The articulatory with aspiratory animations showing the minimal pairs
of consonants at the peak state: (a) “zi” and “ci”, (b) “zhi” and “chi”. 

zi  [ʦɿ]  ci [ʦ‘ɿ] 

zhi  [tʂʅ] chi  [tʂ‘ʅ]

(a)

(b)
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consonants of this study. 
In terms of the airflow parameters extracted by PAS, the 

proposed airflow model can visualize accurate changes of 
consonant aspirations. Therefore, the 3-D articulatory with 
aspiratory animation can provide extra information for 
probably better perception of Mandarin consonants. The CAPT 
system with the proposed 3-D talking head has the capability of 
differentiating between those confusable Mandarin consonants, 
which may facilitate L2 learners to better control his/her 
aspiration during pronunciation and then to improve learning 
performance. 

IV. EVALUATION OF THE 3-D ARTICULATORY WITH
ASPIRATORY SYSTEM 

A. Audio-visual Perception Test
For L2 learners of Mandarin, confusable Mandarin stops and

affricates are often mispronounced as they are differentiated 
mainly by unaspirated vs. aspirated contrast. Thus, minimal 
pairs of Mandarin consonants were selected to evaluate our 3-D 
articulation with or without aspiration animations. A total of 12 
Mandarin syllables with high-level tone, containing six 
confusable stops (bo [po], po [p‘o], de [tɤ], te [t‘ɤ], ga [ka], ka 
[k‘a]) and six confusable affricates (ji [tɕi], qi [tɕ‘i], zi [tsɿ], ci 
[ts‘ɿ], zhi [tʂʅ], chi [tʂ‘ʅ]), were divided into six minimal pairs 
(see TABLE II). The audio-visual perception test [46] was 
adopted and aimed to evaluate, when the audio information was 
eliminated, whether the visual animations of our 
airflow-incorporated CAPT system could enhance the 
identification accuracy of confusable consonants for native 
speakers and non-native learners of Mandarin. Two groups of 
subjects were then recruited to conduct the perceptual test: 
Group 1 contained 21 Mandarin-speaking individuals (12 
males, mean age = 24.2 years); Group 2 contained 21 Japanese 
learners of Mandarin (8 males, mean age = 20.6 years). 
Exclusion criteria for all the 42 subjects included history of 
hearing or visual loss, and majoring in linguistics in college. All 
these native and non-native subjects had no metalinguistic 
knowledge of Mandarin phonology, and gave responses on the 
basis of their own language experience. Moreover, the 21 
Japanese subjects in Group 2 have studied Mandarin in Beijing 
Language and Culture University for more than ten months and 
have all passed the HSK intermediate level (HSK is an official 
Chinese language proficiency test).  

All subjects were asked to conduct two audio-visual 
perceptual subtests. In one subtest, the two audio streams of one 
minimal pair were randomly played at first. After that, mute 

3-D talking heads without airflow animations were shown in
which two animations of minimal pair appeared in random.
Participants were then asked to recognize and identify which
talking head corresponded to the potential audio syllable. In the
other subtest, a similar experimental procedure was adopted
while the mute visual animations in 3-D talking heads were
accompanied with additional airflow presentation. Subjects
were told that the presentation of the airflow was related to the
changes of expiratory aspiration during pronunciation. The
order of the two perceptual subtests was counterbalanced
within each subject group.

Perceptual results for the identification accuracy were shown 
in Table II. A two-way 2 (group: native group, Japanese group) 
× 2 (presentation condition: without airflow, with airflow) 
ANOVA was conducted on the identification accuracy, with 
presentation condition as a within-subject factor and the group 
as a between-subject factor. The native group showed a higher 
identification accuracy than the Japanese group (F (1, 40) = 
20.464, p < 0.05), and identification accuracy with the help of 
airflow information was much higher than that without airflow 
(F (1, 40) = 33.735, p < 0.001). There was no significant 
interaction between presentation condition and group, F (1, 40) 
= 2.040, p = 0.161. 

For native speakers, the average identification accuracy was 
improved from 49.21 % (close to chance level) without airflow 
to 79.37 % with airflow motions. Due to the long-term 
language experience, most of the native subjects can correctly 
make use of airflow information to match the mute 3-D 
articulator dynamics with the confusable consonants of 
minimal pairs. All the native subjects gave feedback that the 
airflow information was essential to discriminate the 
confusable syllables. Consequently, our airflow model can 
exhibit the real airflow changes to a great extent. For the 
intermediate-level Japanese learners of Mandarin, they also 
showed an improvement of identification accuracy in the 
audio-visual perception test, from 47.62% without airflow to 
65.87% with airflow-incorporated information. However, the 
accuracy gain with the help of airflow information was lower 
for Japanese subjects compared with native ones, indicating 
that these intermediate-level Japanese learners of Mandarin 
were less certain about the airflow distinction between 
Mandarin aspirated and unaspirated consonants. This result 
also underscores the importance of exhibiting supplementary 
visual information of airflow in a CAPT system to help 
Japanese learners of Mandarin with their pronunciation training 
of Mandarin stops and affricates. 

TABLE II 
THE IDENTIFICATION ACCURACIES (%) OF MINIMAL PAIRS IN NATIVE AND JAPANESE SUBJECTS 

Minimal Pairs 
Group1: Native Speakers Group2: Japanese learners of Mandarin 

Without Airflow With Airflow Without Airflow With Airflow 
b([p]) vs. p([p‘]) 42.86 76.19 42.86 57.14 
d([t]) vs. t([t‘]) 57.14 85.71 52.38 61.90 

g([k]) vs. k([k‘]) 47.62 76.19 42.86 71.43 
j([ʨ]) vs. q([ʨ‘]) 47.62 80.95 42.86 66.67 
z([ʦ]) vs. c([ʦ‘]) 52.38 76.19 47.62 66.67 

zh([tʂ]) vs. ch([tʂ‘]) 47.62 80.95 57.14 71.43 
Mean 49.21 79.37 47.62 65.87 
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B. Pronunciation Training Study
The supplementary airflow animation might offer an

effective audiovisual training approach for L2 learners of 
Mandarin. In order to further testify the efficacy of our airflow 
system, a training package was given to Japanese learners of 
Mandarin. In this experiment, a pronunciation training study 
was conducted to compare learning performance between two 
groups of Japanese learners of Mandarin, through learning 3-D 
articulation with or without aspiration animations respectively. 
Twenty young Japanese learners were chosen from the 
subjects in the first perception test. Of which, Group 1 includes 
10 Japanese learners of Mandarin (4 males, mean age = 21.02 
years), and Group 2 also contains 10 Japanese learners (4 
males, mean age = 20.10 years). Moreover, another 10 
Mandarin-speaking native subjects were recruited as a control 
group (5 males, mean age = 23.7 years).  

Since all the intermediate-level learners of Mandarin from 
Japan have learned Mandarin for more than 10 months in 
Beijing, they were able to elicit spontaneous production of 
Mandarin syllables from Pinyin. In the pretest, all subjects were 
asked to produce the 12 Mandarin syllables containing six 
minimal pairs of consonants with a natural speaking rate. The 
entire pronunciation task was recorded by Cool Edit software 
(22050 Hz sampling rate, 16-bit resolution) in a quiet room, and 
any vocalization that occurred simultaneously with any other 
sound on the recording was abandoned.  

VOT value of each produced sample was calculated and 
analyzed (see Table III). Independent-samples T test indicated 
that the VOT values of unaspirated consonants in the pretest 
were not different between native speakers and Japanese 
learners of Mandarin (t = 1.05, p = 0.30), while the VOT values 
of aspirated consonants produced by native speakers were 
much longer than that spoken by Japanese learners of Mandarin 
(t = -4.50, p < 0.001) in the pretest. The pretest results were in 
accordance with the previous literature [43], indicating that 
Japanese learners of Mandarin tended to produce Mandarin 
aspirated consonants with a much shorter VOT. Due to the 
‘de-aspiration’ of Mandarin aspirated consonants, these 
aspirated consonants spoken by Japanese learners sounded 
unnatural and easily confused with their unaspirated 
counterparts. 

After the pretest, two groups of Japanese learners were then 
asked to take part in a training program. Ten subjects from 
Group 1 learned from our airflow-incorporated animations 
containing 12 testing syllables four times each day, while the 
other 10 subjects from Group 2 learned from the 3-D 

animations without airflow. During training, all subjects were 
asked to watch the videos and to follow what they heard and 
saw. After the fifth training day, both training groups were then 
asked to conduct a posttest, with a similar pronunciation task as 
that in the pretest.  

The improvement (i.e., gain) from pretest to posttest was 
calculated by subtracting each participant's pretest VOT value 
from his/her posttest VOT value: Gain value of VOT = posttest 
VOT value – pretest VOT value. The gain values of VOT for six 
aspirated Mandarin stops and affricates were analyzed between 
two training groups of Japanese learners (see Fig. 7). Two 
outliers of gain values were removed before the statistical 
analyses. A two-way 2 (training group) × 6 (consonant) 
ANOVA was conducted on the gain values of VOT, with the 
six types of aspirated consonants as a within-subject factor and 
two training groups as a between-subject factor. The analysis 
showed that the main effect of group was significant (F (1, 18) 
= 4.38, p < 0.05), indicating that Japanese subjects learning 
from airflow-incorporated animations showed relatively higher 
gain values of VOT compared with those learning from 
animations without airflow, while no main effect for different 
consonants on gain values of VOT (F (5, 90) = 0.51, p = 0.71). 
There was no significant interaction between consonant and 
group (F (5, 90) = 0.09, p = 0.98). Results showed that our 
real-data-driven articulatory with aspiratory system 
successfully helped intermediate-level Japanese learners of 
Mandarin improve their production accuracy of Mandarin 
aspirated consonants, reflected by much higher gain values of 

TABLE III 
AVERAGE VOT OF CONSONANTS PRODUCED BY NATIVE SPEAKERS AND JAPANESE LEANERS (GROUP 1 AND GROUP 2)  

Group 
VOT of Aspirated Consonants (ms) VOT of Unaspirated Consonants (ms) 

Stops Affricates Stops Affricates 
p[p‘] t[t‘] k[k‘] q[ʨ‘] c[ʦ‘] ch[tʂ‘] b[p] d[t] g[k] j[ʨ] z[ʦ] zh[tʂ] 

Native Speakers 126.3 114.5 112.9 207.4 203.4 178.1 21.1 17.7 22.1 90.4 81.3 70.2 

Group 1 
Pretest 59.5 75.9 85.6 141.0 146.8 145.3 32.6 27.1 31.6 69.5 88.1 76.0 
Posttest 96.1 97.3 110.5 170.9 176.6 173.5 30.7 28.8 31.5 75.3 87.8 84.2 
t-value -5.01*** -1.27 

Group 2 
Pretest 67.0 82.5 92.9 158.3 155.5 154.0 24.8 25.9 31.5 84.8 85.1 80.3 
Posttest 81.9 91.3 98.9 171.9 172.3 168.8 23.2 24.7 28.7 87.6 73.8 83.8 
t-value -2.39* 0.69 

*p < 0.05, ***p < 0.001 

Fig. 7.   The gain values of VOT for six aspirated Mandarin stops and affricates 
between two training groups of Japanese learners. 
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VOT for aspirated consonants after training. Moreover, to 
investigate the correlation between pretest scores and gain 
values of VOT for aspirated consonants, the Pearson 
correlation analysis was conducted for both learning groups. 
Results indicated that there was no correlation between the 
pretest scores and gain values for all the six aspirated 
consonants (r = - 0.10, p = 0.27). 

V. DISCUSSIONS
For learning Mandarin as an L2, the aspiratory airflow 

information is important in telling apart minimal pair of 
Mandarin stops and affricates with similar places of articulation. 
Making use of PAS, we have collected bio-signal data of 
airflow from multi-speaker native pronunciations, and 
calculated quantitatively the airflow rate, peak airflow rate, 
airflow duration, and peak time of Mandarin stops and 
affricates. Results showed that minimal pairs of confusable 
consonants could be discriminated through the related airflow 
parameters. The existing 3-D articulatory systems, however, 
mainly focused on the animations of internal and external 
articulators. This study fills a research gap by presenting a 
multimodal system containing both articulatory and airflow 
models for pronunciation animations, using EMA articulatory 
data and dynamic airflow parameters simultaneously. The 
proposed 3-D multimodal pronunciation system can 
additionally illustrate the aerodynamic airflow changes of 
Mandarin consonants, and offers a comprehensive exhibition of 
the entire process of speech production. 

To evaluate our articulatory with aspiratory system, an 
audio-visual perception test and a pronunciation training study 
have been conducted to testify whether the supplementary 
airflow animations are effective to improve the perception of 
Mandarin confusable consonants for both native and non-native 
speakers, and further to refine pronunciation of Mandarin 
consonants among L2 learners of Mandarin. In the audio-visual 
perception test, both native and non-native subjects showed 
enhanced identification skill with the help of supplementary 
airflow animation. However, native perceivers exhibited higher 
identification accuracy than the intermediate-level Japanese 
learners of Mandarin when the airflow information was shown. 
Although native subjects (excluding subjects majoring in 
linguistics) had no metalinguistic knowledge about the 
phonetic distinction of consonants, the long-term exposure to 
Mandarin has helped them implicitly classify the tested 
consonants into two subtypes, and thus greatly improve the 
identification accuracy when matching the tested sounds with 
supplementary visual animations of airflow. For the non-native 
Japanese subjects, however, they were more uncertain about 
the airflow distinction between Mandarin aspirated and 
unaspirated consonants compared with native ones. Moreover, 
the poorer perceptual results can partly explain the smaller 
differences of VOT values in producing Mandarin aspirated vs. 
unaspirated consonants by the Japanese subjects compared to 
native speakers (see Table III).  

As influenced by native language, the de-aspiration of 
Mandarin aspirated consonants tended to one type of fossilized 
mispronunciations for Japanese learners of Mandarin [43]. The 

intermediate-level Japanese learners of Mandarin in the pretest 
tended to produce Mandarin aspirated consonants with a much 
shorter VOT, making these consonants sound unnatural and 
easily confused with their unaspirated counterparts. To further 
prove the efficacy of the proposed airflow model in CAPT 
system, a comparative pronunciation training study was 
conducted. The learning results showed that exhibiting 
additional airflow information led to better production of 
aspirated consonants, reflected by higher gain values of VOT 
after training. Consequently, utilizing supplementary visual 
information of airflow can efficiently help Japanese learners of 
Mandarin with their pronunciation training of Mandarin 
aspirated consonants.  

To conclude, by effectively demonstrating supplementary 
visual information of airflow changes in a talking head, the 
current bio-data-driven 3-D articulatory with aspiratory system 
provides a novel pronunciation training approach for L2 
learners of Mandarin. It is argued that the tactile modality (by 
putting hand close to the mouth) might also facilitate L2 
learners of Mandarin to sense the expiratory airflow differences 
between aspirated vs. unaspirated Mandarin consonants. 
However, it is also known that the tactile modality has much 
poorer temporal and spatial resolution compared with the visual 
modality [27]. Our airflow model showed great advantages by 
offering language learners a more straightforward and accurate 
visual exhibition of airflow changes during syllable 
pronunciation.  

In the future study, we will also test the changes of airflow 
rate from pretest to posttest for evaluation, to have a clearer 
view of the impact of the airflow animations on the production. 
Moreover, we will record the acoustic materials and have 
native speakers and/or phonetical experts score the 
pronunciation to assess whether these changes are perceptually 
significant. Furthermore, speech visualization that includes 
Mandarin fricatives, nasal (m, n, ng) and lateral consonants 
should be investigated and exhibited in a CAPT system. 
Moreover, as Engwall [51] proposed that hearing-loss children 
showed very limited exposure to acoustic speech, and these 
hearing-loss children can acquire speech production through 
observing visual cues of phonetic features. Visualization of the 
current multimodal system might help hearing-loss children 
conceptualize articulator movements and airflow changes 
during speech production. Furthermore, speakers with 
pathological voices often showed atypical airflow control 
during speech production [28], [29]. The current 3-D 
articulatory with aspiratory animation system offers a 
promising training option for individuals with pathological 
voices as well. 
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