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Abstract  

‘The word “fashion” is synonymous with the word “change”. Fashion begins with fabrics and 

fabrics begin with colour.’ This famous remark/definition of ‘fashion’ must now be revised in 

the era of digital technology. In this paper, we propose a novel print design concept, from 3D 

garments to 2D textiles. By taking advantage of the cutting-edge developments in surface 

parameterisation, cloth simulation and texture assignment, we develop a computer system that 

allows designers to create figure-flattering prints directly onto 3D garments, and will output 2D 

pattern pieces with matched texture that are ready for digital printing and garment production.  

It reverses the traditional design process from 2D fabrics to 3D garments. The results produced 

by the proposed method guarantee textural continuity in both garment and pattern pieces. It not 

only releases apparel makers from the tedious work of matching texture along seams, but also 

provides users with a new tool to create one-of-a-kind fashion products by designing 

personalised prints.  
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1. Introduction 

It is the very nature of every human being, from the ancient time, to beautify the body with 

attractive decorations, including clothing. It is the mission of every designer to satisfy such 

human desire that consequently keeps the momentum of growth in the fashion business. Fashion 

designers determine the silhouettes, colours, fabrics, trimmings, and details in the design process 

for each product [1]. The best figure-flattering design should have the ideal prints and colours to 

match silhouettes; nevertheless, fashion designers do not have full control of all these five 

elements in the design process. This is because the fashion business has one of the longest supply 

chains, taking over two years to move from raw materials of fibres, to yarns, to fabrics, and to 

apparel; each stage involves hundreds of operations.  

Fibres Yarns Fabrics
Applied 

processes

Product  

Development
Production

Sales & 

logistics
weaving, knitting, 

non-woven...
dyeing, printing, 

finishing...

Textile supply chain Fashion supply chain

Textile designers Fashion designers

Apparel products

 
Figure 1. Fashion and textile supply chain. 

Textile and fashion design are two separate processes in the fashion supply chain. As shown in 

Figure 1, textile products typically pass through a complex lifecycle beginning with the 

production of the raw materials (fibres), to spinning of yarns, fabrication of cloth from yarns (by 

weaving or knitting), followed by a variety of processes to make the finished cloth more 

appealing, colourful and useful. Further stages in the supply chain include apparel product 

development and manufacture, and the final step of sale and logistics (transferring clothes to 

consumers). It is important to note that fabric manufacturing is done in bulk at least six months 

ahead of the design and production of clothing (fashion), and fabric design is done by another 

team of experts, textile designers, not fashion designers. As shown in Figure 1, fashion designers 

are not responsible for fabric design; rather, they choose the prints and colours of the fabrics to 

best present their products.  

On the other hand, for a figure-flattering design, the prints on the clothing must follow the 3D 

body shape. Designers may wish to visualise the prints/pattern on the garment in 3D so as to 

have the best print arrangement. Although the final wearing effect is assessed in 3D, the upstream 

garment manufacturing and fabric print design are mainly completed on two-dimensional basis. 

It is the ideal case if the 3D wearing effects can be visualised before confirmation of which textile 

prints to use. However, this requires reversing the design process of textiles and clothing.  
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The current technology tries to tackle this problem with a technique called ‘engineered’ patterns, 

i.e. the careful placement of clothing pattern pieces on fabrics in the process of marker planning; 

when these pieces are cut and assembled into a garment, a degree of continuity is maintained in 

that the design flows unbroken around the body. Matching prints along seams is capable of 

helping disguise the seams of a garment [2]. Clothes with engineered patterns are perceived to 

be more luxurious and elegant [3] because matching prints demand a lot in terms of operators’ 

skills and patience. Notable designers using such techniques include Mary Katrantzou and 

Alexander McQueen [4-5]. Other designers such as Sonia Delaunay, Emilio Pucci, Gianni 

Versace, and Basso & Brooke all favour engineered prints [3]. It is also an observed trend in 

recent catwalk shows, as illustrated in Figure 2, that textile prints are matched specifically to fit 

the form of a garment following the body contours of the wearer. 

 

 

Figure 2. Recent catwalk examples with matched prints [6]. 

Although print placement or engineered prints can obtain continuous patterns, they have a 

number of drawbacks. This will be further explained in Section 2.2. In this paper, a novel method 
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is proposed that allows the textile and fashion design processes to be reversed; a computer system 

is developed by which fashion designers can customise designs for individual customers and 

create figure-flattering prints on 3D garments. Taking advantage of cutting- edge digital printing 

technology, the 3D design can be digitally printed out on plain fabrics as pattern pieces with 

matched prints. The pattern pieces fulfil the apparel manufacturing requirements with proper 

seam allowance and correct grain. This method ensures continuity of prints along all seams on 

complex pattern pieces, and it also improves the fabric utilisation with correct grain alignment 

of all cut pieces on fabrics. The main contributions of the paper are summarised as follows. 

 

A new design concept: traditionally, 3D garments are made of fabrics, and garments designed 

must fit the constraints of a patterned fabric. The method proposed in this paper is the reverse of 

the traditional garment-making process, where prints/patterns are designed on 3D garments 

directly, and the resulting pattern pieces with texture are printed on plain fabrics.  

Intuitive, customised and figure-flattering design: designing textile patterns on a 3D garment 

directly is an intuitive way to show the final wearing effects. Designers can experiment and see 

the end-results without actually producing the garments. Designers can create one-of-a-kind 

fashion products with figure-flattering prints for individual customers. 

Unbroken continuity of design eliminating tedious pattern placement: the textile patterns on 

the garment work with the shape and form of the garment. The continuity design flows 

unbrokenly around the body and is capable of helping disguise the seams of the apparel.  

 

2. Literature review 

Before discussion of our method, we give an overview of the manufacturing constraints in the 

textile and fashion industry, including the garment-making process and the textile printing. The 

recent developments in computer-aided clothing design are also reviewed in this section. 

 

2.1 Sequential processes of garment manufacturing 

Garment manufacturing is traditionally a sequential process that has a series of operations, 

including fashion design, pattern design, grading, marker making, spreading, cutting, sewing and 

assembly (see Figure 3).   
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Figure 3. Fashion product development and garment manufacturing processes. 

The first step in garment manufacturing is fashion design, which outputs design sketches with 

indications of materials, colours, and size details. After a garment is designed, the next step is 

pattern design, which creates pattern pieces. Traditionally, fashion design and pattern design are 

an iterative process called product development, involving a series of design adjustment, pattern 

drafting/alteration, and sample construction. The outputs from the product development process 

are detailed product specification including confirmed design sketches (Figure 4(a)) and 

production patterns (Figure 4(b)), in which seam allowance and grain lines are provided for later 

production operations of cutting and sewing. As shown in Figure 4(c), seam allowance is the 

narrow width of fabric between the seam line and the cut edge of the fabric. The grain line 

indicates either the lengthwise or crosswise grain in the fabric, i.e. the orientation of the yarns 

that make up the fabric.  

After product development, grading is used to obtain pattern pieces of different sizes. Next, the 

pattern pieces are arranged for cutting in marker planning, and proper grain alignment in this 

operation is vitally important to ensure the finished garment assembled from the cut pieces 

drapes correctly and has the desired aesthetic and functional quality. As shown in Figure 4(d), 

the output from this operation is markers which provide the layouts of pattern pieces and are 

used as a guide for cutting. The next step of the process is spreading and cutting; in mass 

production, a large number of fabric plies are laid (spread) and cut before sent to downstream 

sewing lines. The last step is the sewing operation, where cut pieces are assembled to create the 

structure and detail of a garment. 
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Figure 4.(a) Fashion sketches; (b) clothing pattern pieces; (c) zoomed details of patterns; (d) a 

marker example. 

 

2.2 Printed fabrics: from traditional to digital 

In traditional garment manufacturing, fabrics are cut one a plane and then assembled to form a 

three-dimensional garment. Fashion begins with fabrics and fabrics begin with colour. Printing 

refers to the method of colouring some areas of fabrics differently from others by using dyes, 

pigments and paints. The main methods of printing are batik, tie dye, band painting with 

mordants, block printing, screen printing, roller printing, transfer printing, and direct printing [8]. 

The design and production of textile printing are performed under considerable constraints: the 

industry is itself capital-intensive, and the use of dyes, pigments and paints and other fixation 

agents in the production lead to high manufacturing cost for every single new design. It implies 

large order size and long production runs are mandatory for printing. It also explains the long 

production cycle in the textile and clothing industry, as discussed in Section 1 and shown in 

Figure 1.  

The introduction of digital textile printing in the early 1990s revolutionised the entire textile 

printing industry, from methods of creating and presenting designs to the ways in which they 

were realised. With the rapid development in new printers and inks, complex designs can now 

be printed directly onto textile media at very high speed. The restrictions that textile designers 
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have traditionally faced are now removed: they can work with thousands of colours and create 

designs with a high level of detail; the sampling timespan is drastically reduced from months to 

days, making one-off production as well as small print runs possible. 

 

Table 1. Feasible and infeasible regions of engineered patterns [24, p.318]. 

Key seams/location where pattern matching is 

expected in high-quality garment 

Places where matching cannot be expected at 

any quality level  

 Centre front and centre back 

 Side seams 

 Collar at centre back (for collars that open 

in front); collar at centre front (for collars 

that open at the back) 

 Armscye at bust/chest level 

 Shaped facing 

 Sleeve plackets 

 Pockets/pocket flags 

 Two-piece outfits where they overlap, so 

that the patterns appear continuous from 

top to bottom 

 Shoulder seams 

 Seams with darts 

 Any area that contains ease or gathers 

 Yokes (if the yoke is a dart-substitute 

yoke) 

 Armscye backs and fronts (above 

bust/chest level) 

 Pattern pieces with varying angles 

 Raglan sleeve 

 Cuffs 

 Waistline seams and waistbands 

 

Digital textile printing makes it more economically feasible to create prints specifically to fit 

within a garment. However, placement of digitally printed fabrics still faces the same problems 

as the printed fabrics created by traditional methods. A few of the drawbacks of engineered prints 

are as follows. First, since the pattern on fabrics is printed before the garment is made, the print 

stays the same regardless of the size of the garment. It means that the prints/designs may appear 

too large on smaller sized apparel, or appear too small on plus sized apparel. It thus may not 

achieve the best effect on customised design. Second, matching prints along seams lowers the 

fabric utilisation, and in turn increases the material costs. Third, the clothing pattern pieces often 

have irregular geometrical shapes. Placement of prints on a plane may result in matching prints 

along one seam, but not the other seams on the same piece. It is extremely tedious and time-

consuming to match prints on a 2D plane, especially for styles with a complex design and a large 

number of pattern pieces (see Table 1). Fourth, the layout of pattern pieces on fabrics must take 
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into consideration of the desired grain alignment for the best drape effect of the finished garment 

[24], this makes matching prints on a plane even more challenging. It is important to note that 

the method proposed in our paper overcomes such problems by enabling print design on 3D 

garments and lowers the production cost by maximising fabric utilisation with advanced 

computer-aided design technologies. 

 

2.3 Cutting-edge computer-aided 3D clothing design 

The research of fashion related computer-aided design has blossomed in the past two decades 

because of the introduction of 3D computer-aided design (CAD) techniques in patternmaking. 

Traditionally, the function of computers is to act as a drawing tool, just like pen and ruler in 

paper-based patternmaking, to obtain clothing patterns in digital form. In recent years, some 

researchers worked on parametric patternmaking [25-28] and make-to-measure (MTM) patterns 

[29].  

On the other hand, since the end of the twentieth century a large amount of work has been done 

on 3D clothing simulation [18-20], including customising 3D models [7], virtual assembling 2D 

digital patterns into a 3D virtual garment [30-31; 9, 21], and direct 3D garment editing [22]. For 

example, [9] placed pattern pieces interactively around a virtual human model along the process 

of virtual sewing. Compared with previous methods like the seminal work of [32], this method 

can realise complex designs. [12] proposed a novel cross parameterisation technique for mapping 

the garment pattern pieces on the human model surface, enabling easy style editing. [22] 

introduced a framework for direct editing garments in 3D space and producing simulation and 

manufacturing ready 2D patterns. [21] presented a system for automatically parsing sewing 

patterns and converting them into detailed 3D garment models for virtual characters. The aim of 

3D clothing simulation is to visualise the wearing effect of apparel product on a 3D model before 

actual production of real sample [33].  

Looking at the recent development in fashion CAD, it is not difficult to tell that most research 

efforts are focused on garment development, namely the pattern design, sampling and fitting [37-

38], as shown in the yellow highlighted process in Figure 3. It means these new initiatives in 

fashion CAD again follow the traditional textile and fashion design processes (see Figure 1). 

With the advancement in digital textile printing and 3D computer-aided fashion design 

technologies, we propose in this paper to design print/pattern on 3D garments directly. To the 

best of our knowledge, there is no reported method for designing textile patterns directly on the 

3D garment model on computers and generating accurate 2D printed patterns for production. 
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3. Methodology 

3.1  System overview 

We develop in this paper a computer system reversing the textile and fashion design process that 

fashion designers create figure-flattering prints directly on 3D garments and then obtain 2D 

pattern pieces with matched prints for later garment production. The system overview is shown 

in Figure 5, where key operations are highlighted in blue. First, a surface parameterisation and 

hybrid pop-up method is used to generate a 3D geometric garment model from 2D pattern pieces. 

Next, pattern pieces are arranged in 2D and the points on pieces are normalised as the texture 

coordinates for the corresponding vertices on the garment model. Then, two techniques including 

3D digital painting and texture projection are used to design prints on the garment models. The 

wearing effects can be visualised by carrying out drape simulation. Finally, the textured pattern 

pieces are printed on fabric digitally with seam allowance added, they are then cut and sewn 

together as the final garment. The method is discussed in detail in the following subsections.  
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Figure 5. From 3D garments to 2D textured patterns - a system overview. 

 

3.2 Surface parameterisation and 3D garment generation 

This method uses a 3D garment model as an input for print design, and aims to produce pattern 

pieces with texture for a real garment. There are different ways to obtain 3D garments. Some 

researchers have proposed designing garments directly in 3D space and later flattening the 3D 

garments to obtain 2D patterns [10-11]. However, because of the unavoidable distortion in the 

flattening process, the flattened pattern pieces are not good for garment manufacture. As 

reviewed in Section 2.3, most researchers virtually simulate 2D pattern pieces around a human 
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model to form 3D garments using the finite element method (FEM). However, the output 3D 

garments have folds and gathers formed in the physical-based drape simulation, making them 

unsuitable for designing prints on top.  

Since the print design on the garment models will map onto the pattern pieces, low-distortion 

surface parameterisation between garment and patterns should be employed. Good 

parameterisation methods should fulfil the following requirements: (1) one-to-one 

correspondence should be established between the feature point of 2D pattern pieces and that of 

3D garments; (2) the boundary curves in the 2D pattern pieces should have a similar length to 

the corresponding seams in the 3D garment; and (3) the garment model should retain the size of 

the 2D pattern pieces.   

To generate a 3D garment ready for print design, we employ the method proposed by [12], which 

takes 2D clothing patterns for everyday production as input and forms a 3D geometrical garment 

model as output. It precisely defines one-to-one mapping between feature points on patterns and 

on the garment, and the boundary length and pattern size on the garment are restored to those of 

the original 2D pattern pieces. As a result, it ensures very low distortion between garment and 

pattern pieces.  The process is described as follows. 

Step One: initial form of garment generation by surface parameterisation. The process starts by 

defining the corresponding feature points on both the human mesh model and clothing pattern 

pieces. Ancillary patterns are then obtained from triangulating the 2D pattern pieces by the 

constrained Delaunay method (Figure 7(a)). Next, the human mesh model is segmented into 

several patches corresponding to these ancillary patterns. Finally, a cross-parameterisation 

procedure is carried out by a duplex mapping scheme. As a result, the initial form of the garment 

(Figure 7(b)) and a mapping relationship are generated.  

Step Two: restoration to desired shape and size of the garment. An iterative hybrid pop-up 

method is employed to deform the initial garment. First, the initial form of the garment’s 

silhouette (i.e. girth measurement at the hem level) is adjusted to the size of corresponding 

pattern pieces.  Then, a physical simulation is performed along the normal direction to update 

the garment length. As a result, the position of the boundary vertices is changed. Finally, other 

vertices are updated by a geometrical reconstruction with the use of pyramid coordinates (see 

Figure 6).  
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Figure 6. Pyramid coordinates of vertex 3dv , where 
3d

iv   is one of its neighbouring vertices. 

The pyramid coordinate of vertex 3dv  is calculated as weight parameter 
3d

i  by:  

3 2 (1 cos )d d

i i i  q                                             (1) 

where iq  is the normal angle; 
2d

i  is the mean value coordinate weight, as defined by its 

neighbouring angle i  and length il  as follows:  

2 1tan( 2) tan( 2)d i i
i

il

 
 

                           (2) 

where 
2 2| |d d

i il v v 
.
 

3 3 2 2
(arcsin arcsin ) / 2

| | | |
i d d d d

i i

l l

v v v v
q  

 
         (3) 

where 
3 3| |d d

iv v  is the length between 3dv  and its neighbour 
3d

iv  on the 3D shape of the current 

reconstruction iteration, 
2 2| |d d

iv v  is the corresponding length on the 2D pattern, l  is the length 

parameter value for the local coordinate of the current reconstruction iteration. 

 

A sample blouse model consisting of nine patches each with a unique colour is shown in Figure 

7(b). Each 2D pattern has the same colour as its corresponding patch on the 3D garment. Figure 

7(a) shows the corresponding 2D pattern pieces. Figure 7(c) and (d) show the front view and the 

back view of the garment, respectively. It is important to note that the garment model is restored 

to the original size defined by the 2D clothing pattern pieces in this method. The area 

preservation guarantees that parameterisation between the desired shape of the garment and the 

clothing patterns brings little distortion. The normalised points on the 2D pattern pieces can be 

assigned with the texture coordinates of the corresponding vertices on the 3D garment. 
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Consequently, the texture designed on the 3D garment will automatically map to the 2D pattern 

pieces by means of this spatial relationship. It provides the basis for 3D painting and cylindrical 

texture projection described in Section 3.5.  

 

(a) (b) (c) (d)  

Figure 7. (a) 2D clothing pattern pieces, (b) initial form of garment by pattern-to-model 

parameterisation (front view), and (c) (d) the desired shape of garment after hybrid pop-up 

(front and back view).  

 

3.3 Pattern layout for a texture image: marker planning 

Given the set of the 2D mesh pattern pieces obtained from the triangulation process described in 

Section 3.2, we next define a texture atlas by merging all pattern pieces on a 2D plane. The 

texture atlas enables the subsequent step of texture coordinate assignment for establishing one-

to-one correspondence between the object coordinate and the texture coordinate. As discussed 

in Section 2.1, the process of finding a non-overlapping placement of the pattern pieces in a 

minimum enclosing rectangular area is called marker planning in garment manufacturing. The 

main objective of marker planning is to minimise the size of the marker and maximise fabric 

utilisation. In our method, the pattern pieces together with the matched texture are printed out by 

digital printers for garment production; minimising image (marker) size can also lower the 

texture memory consumption.  

Finding the optimal layout of the patterns is known as the packing problem, which is a special 

instance of an NP-complete problem. This problem is studied extensively both in the textile 

industry [13] and in the computational geometry community [14]. These methods can be used in 

our application to obtain the texture atlas; alternatively, pattern pieces can be arranged on the 

canvas manually. The key difference between our pattern layout and traditional marker planning 

is that our process does not need to consider matching prints but only the orientation of grain on 

the pattern pieces. Our process is similar to planning markers on plain fabrics, because the texture 

is printed later on the patterns. 
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3.4 Texture coordinates assignment 

Before prints are designed directly on the 3D garment model, the texture coordinates for all the 

vertices on the garment should be assigned. The vertices are divided into two categories, 

including interior points and feature points along the seams (Figure 8). The first category is 

interior vertices of the 3D patches, and the assignment of texture coordinates of these vertices is 

straightforward because of one-to-one correspondence between these vertices and those vertices 

on 2D mesh patterns. The second category consists of the feature points along the seams on the 

3D garment. As discussed in Section 3.2, the 3D patches merge at seams (usually the boundary 

curve of 3D patches) to form a completed garment model. As a result, each vertex in this category 

corresponds to multiple vertices on the 2D mesh patterns, one on each joining pattern piece. The 

assignment of texture coordinates for this kind of vertex must be carefully planned to avoid 

texture mismatch. 

 

Figure 8. Two categories of vertices. (a) A 2D pattern piece and (b) the corresponding 3D patch 

of the garment. The interior vertices (grey) belong to the first category; the vertices on the seams 

(red) are the second category. 

 

A section of a 3D garment is composed of two 3D patches, which correspond to pattern pieces 

P1 and P2 as shown in Figure 9(a), (b) and (c). Red dots {vl, vi, vj, vk} are the seam vertices on 

the garment surface.  A seam vertex will appear in all joining patterns, in both P1 and P2 in this 

case. The triangle {vi, vj, vm} is mapped to P1 and {vi, vj, vn} is mapped to P2. Assigning either vi 

(u1, v1) in P1 or vi (u2, v2) in P2 as the texture coordinate for the vertex vi on the 3D surface will 

cause texture mismatch problems in 2D pattern pieces. In other words, if the texture coordinates 

are not set properly for the seam vertices, the textures mapped on the patterns are not consistent 

when they are sewn up.  For example, the triangles {vi, vj, vm} and {vi, vj, vn} on 3D surface are 

painted green (Figure 10(a)). If vi and vj in P1 are assigned as the texture coordinates for the 

vertices vi and vj of the garment surface, the corresponding painted result on the 2D patterns is 
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shown in Figure 10(b). A similar problem is also found if P2 is assigned (Figure 10(c)). 

Although textures on the two 3D patches are consistent without seams since the print is applied 

on the garment surface directly, the result on the 2D patterns is not correct.  To tackle this 

problem, we duplicate the seam vertices according to the number of joining patterns. For 

example, seam vertices {vl, vi, vj, vk} are the joint of two patterns P1 and P2, and thus {vl, vi, vj, vk} 

is duplicated once to obtain {vl
’
, vi

’
, vj

’
, vk

’} with the same 3D position but with different texture 

coordinates in P1 and P2, respectively.  The correct result is shown in Figure 10(d).  

vl

vi

vj

vk

vm

vl

vi

vj

vk

vn

P1 P23D Patch

(a) (b) (c)   

Figure 9. Texture coordinates for seam vertices (shown in red dots). (a) 3D garment surface. 

Triangles in grey are mapped to pattern P1 shown in (b) and triangles in blue are mapped to 

pattern P2 shown in (c). 
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Figure 10. (a) 3D surface with two triangles painted green, (b-c) texture on pattern pieces is not 

consistent if the texture coordinates are not set properly, and (d) texture is consistent on the 

pattern pieces after the improvement. 

 

3.5 Printing designs on a garment 

As discussed in Section 2.2, matching patterned fabric on 2D is tedious and time-consuming, 

and it cannot ensure continuity of texture in all areas (see Table 1). In this paper, we propose to 

design a textile on a 3D garment model directly by using two techniques, namely 3D digital 

painting and texture projection. The seams between patches of the garment model are hidden 

from users, and thus users are allowed to draw freely any figure-flattering designs without the 
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constraint of seams. The corresponding 2D textured pattern pieces are obtained on the fly 

because of the proper parameterisation and texture coordinate assignment. 

 

3.5.1 3D digital painting 

Texture mapping is the most usual way to decorate the surface of 3D objects. Precise texture 

mapping is very challenging for a complex surface [15]. For instance, decorating a humanoid 

model will require the texture representing the eyes to be mapped to the actual eyes’ position on 

the model.  

3D painting can be regarded as the reverse process of texture mapping. 3D painting allows users 

to paint directly on the surface of a 3D model. It is a very convenient way to generate desired 

texture maps. The first direct painting and texturing system, named WYSIWYG, was introduced 

by Hanrahan and Haeberli [16]. In their method, parameterisation is not involved because the 

painted colour information is stored at the mesh vertices instead of on a separate texture bitmap. 

Nowadays, most 3D painting techniques use surface parameterisation to map the painting on the 

3D surface onto the corresponding texture map. Therefore, when users paint directly in a 3D 

view, they are indeed editing the corresponding 2D texture bitmap [17, 35]. We developed a 

painting system similar to that of [36] in this paper. During painting, when the user paints strokes 

in the 3D view on object, the system subsequently re-projects the user’s strokes to the 

corresponding position in the 2D texture bitmap based on the predefined UV mapping (texture 

coordinates). Next, the strokes are displayed on the 3D surface by texture mapping.  

 

3.5.2 Texture projection 

Painting is not a trivial task, and 3D digital painting is also time-consuming. Even if the user is 

familiar with 3D digital painting, it still takes hours or days to finish a painting, depending on its 

complexity. Aside from painting directly on a 3D surface using brushes, an alternative technique 

for the design of prints on garments is texture projection. This method takes less time and does 

not require the user to have painting skills. 

The direction of projection is important; less texture distortion is produced when the projection 

conforms more closely to the shape of the 3D object. We propose two schemes of texture 

projection: cylindrical projection and plane projection.  

In the first scheme, we choose cylindrical projection for the global texture design since a human 

model can be approximated as a cylinder. First of all, the cylinder is geometrically derived from 

closely fitting a tube around the garment model. The cylinder can be unfolded to define a map 

of rectangle texture. Based on the relationship between the garment and the cylinder, we project 



17 

the texture of this virtual cylinder onto the garment.  We obtain the texture-embedded pattern 

pieces. Since the 3D garment model has relationships with both rectangle texture and embedded 

pattern pieces, we thus define the relationship between rectangle texture and pattern pieces. 

Given this relationship and the rectangle texture as the source UV map, we can get the textured 

pattern pieces as a target map. A video showing the cylindrical texture projection is provided in 

this paper 

In the second scheme, plane projection is used for local texture design. Once the model has been 

dropped to the canvas, we import the image, rotate it and scale it to the desired position and size 

on the screen, and then use the projection to paint it onto the model.  

 

3.6 Post-processes 

3.6.1 Seam allowance texture assignment 

Pattern pieces without seam allowances are input for the surface parameterisation process 

(Section 3.2). It means the edges of these pattern pieces are seam lines not cut lines (see Figure 

4(c). Since the output patterns with matched texture will be digitally printed, cut and sewn up as 

a garment, the seam allowance must be added as a post-process.  Seam allowances can be added 

easily by using pattern design software or by simple geometric operations (see Appendix A).  

In this section, we assign texture to the seam allowance area. In order to have continuous texture 

across seams, we first divide the seams into two categories and different schemes of texture 

assignment are used. The first category of seams is where two or more pieces of fabric are joined. 

The second category of seams is mainly used in edge treatment, finishing the raw or cut edge of 

a garment (e.g. the hem of a dress). Figure 11(a) shows one section of the skirt panel; the left 

and right seams belong to the first category, and the top seam belongs to the second category.  

For the first category of seams, the texture assignment is as follows. Take Figure 11(b) as an 

example, where the seam joins panel 1 and panel 2. Let A and B be the seam allowances for 

panels 1 and 2 respectively and both of them have the same width.  To have continuous texture 

along seams, we first calculate the inner offset parts of C and D in the panels, whereby C and D 

have the same width as A and B. C and D can be generated as follows:  

dNSSinner                                                (4) 

where S indicates any seam curve on the pattern pieces, N is the unit normal of S, and d is the 

offset distance. The offset distance d is determined by the seam allowance width. Given the 

current vertex Svcur  , the vertex 
'

curv  on the innerS  can be obtained by 
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c

c
dvv curcur '                                                  (5) 

where c is the vector giving the direction of moving curv .  

To obtain the texture for C and D, we compute the texture coordinate for each vertex on C and 

D. Specifically, for each vertex 
'

curv  on C and D, the first step is to identify the triangle T in 

which 
'

curv  is located on the panel. The texture coordinate for 
'

curv  is the barycentric 

interpolation of three vertices’ texture coordinates in the triangle T.   

 

Figure 11. Seam allowance calculation. (a) Sample pattern piece with seam allowance; (b) seam 

generated by joining two or more different pieces; (c) seam generated by flipping section of the 

same piece, (d) and (e) are the zoom results of (b) and (c) respectively.  

Finally, the texture for seam allowances is obtained by copying the texture of D to A; this is done 

by assigning the texture coordinate of each vertex on A to that of the corresponding vertex on D. 

Similarly, the texture of C is copied to B.  The zoom result is shown in Figure 11(d).  

For the second category of edge seam, A is the seam allowance and B is the inner part obtained 

by the same method described above (as shown in Figure 11(c) and (e)). The texture for A is 

obtained by flipping the texture of B, and it can be done by assigning the texture coordinate for 
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vertices on A to that of the corresponding vertex on B. Figure 11(a) demonstrates the final result 

of a panel with seam allowance, where the seam allowance is distinguished from the pattern 

piece by being rendered in a different tone. 

 

3.6.2 Drape simulation 

In our computer system, a physically based cloth simulation is introduced as another post-process, 

so that users can visualise the final drape of the garment with texture. In this post-processing 

step, the draping effect is obtained by colliding the garment with the human model, which is 

regarded as the rigid object.  

In the simulation, the garment is modelled as a particle system, where each vertex of the garment 

model represents one particle. The particles are connected with forces. Physically-based cloth 

simulation is formulated as a time-varying partial differential equation, and it can be solved 

numerically as a differential equation:  

1v E
M F

x x

  
   

  
                       (6) 

where v is the velocity, x is the position, M is the spring system matrix, F represents the external 

forces, E represents the internal forces. Cloth dynamics is a complex phenomenon. In our 

application, stretch forces and bending forces are involved as internal forces to simulate a 

realistic garment.  Given the positions and velocities of particles at time t, we use an implicit 

Euler integration method to compute the particle positions and velocities at time t t .   

ttxvtxttx

ttxfMtvttv
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                            (7) 

where f is the total force exerted on the particle.  

Collision detection and response are also essential parts of realistic cloth simulation [23]. The 

collision is handled during the calculation of implicit Euler integration of positions and velocities. 

The system detects the collisions between garment and human models, and self-collisions of the 

garment by using vertex-face, edge-edge, vertex-edge, and vertex-vertex pairs to check whether 

or not two objects will collide. If the collisions do not intersect at the current time, we enforce a 

minimum distance between the garment and human models. To deal with the current existing 

intersection, our algorithm uses a position correction strategy to move two previously collided 

objects away from each other with a given minimum distance. 
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4. Experimental results and discussions  

A total of four garment models are used to demonstrate the pattern textile design method 

proposed in this paper. Table 2 give details of the garment models and their pattern pieces. 

Table 2. Garment model and details. 

Garment 

models 
Number of pattern pieces and details 

Print design methods 

3D painting 
Texture 

projection 

Simple top 

(with darts) 
4 

front panels × 2; and 

back panels × 2 
  

Blouse 

(pattern 

pieces with 

varying 

angles) 

9 

front panel ×1;  

back panels ×2;  

side-front panels ×2; 

side-back panels ×2; and 

sleeves ×2 

  

Dress 

(pattern 

pieces with 

varying 

angles) 

10 

front panels × 2; 

back panels × 2; 

side-front panels × 2; 

side-back panels ×2; and 

sleeves × 2 

  

Skirt (with 

waistband) 
9 

skirt panels × 8; and 

waist band × 1 
  

 

4.1 Results of 3D painting and texture projection 

The textures of three garment models including a simple top, a blouse and a dress are designed 

by 3D painting, and the results are demonstrated in Figure 12, Figure 13 and Figure 14, 

respectively. The simple top has bust, shoulder and waist darts; the blouse and dress have pattern 

pieces with varying angles or curved seams. In garments with such types of pattern pieces, 

continuous texture cannot be achieved by engineered patterns (as discussed in Section 2.2 and 

Table 1).  

Because the garment models are painted by interactive brush painting, completely continuous 

texture can be achieved as shown in the corresponding textured pattern results in these three 

figures.  Because of the one-to-one texture correspondence established before painting, when the 

user paints strokes on the object, the corresponding result on the pattern pieces can be seen on 

the fly. Alternatively, if the user edits 2D pattern pieces, the result is visualised on a 3D garment. 
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A limitation of 3D painting is that users must have good painting skills. Although a graphic tablet 

and some editing tools are provided, it still takes a long time to paint a design in 3D. For example, 

it took almost three hours to complete the vintage floral painting on the simple top garment model 

(Figure 12(a)). For the irregular geometric pattern on the blouse and the simple stripe pattern on 

the dress, it took more than an hour and half an hour, respectively. Even though the design is not 

complex, it follows the contours of the body and flatters the wearer’s figure. 

  

Figure 12. 3D painting result for the simple top model. (a) 3D painting result, and (b) the 

resulting pattern pieces. 

  

Figure 13. 3D painting result for the blouse model. (a-c) Front, side, back views of the blouse, 

and (d) the resulting pattern pieces. 

 

 

Figure 14. 3D painting result for the dress model. (a-c) front, side, back views of the dress, and 

(d) the resulting pattern pieces. 
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Figure 15, Figure 16 and Figure 17 show the results of texture projection for the completed 

dress, the blouse, and a skirt.  Figure 15 shows (a) the input texture, (b) the front and (c) the side 

views of the dress, and Figure 15(d) shows the resulting pattern pieces. Figure 16 shows (a) the 

input texture, (b) design results on a blouse and (c) pattern pieces.  Figure 17 shows the input 

texture, (b) front and (c) top views of the projection result on the skirt, and Figure 17(d) is the 

result on pieces. Because the cylinder is generated by rolling a rectangle texture and joining the 

two edges of the texture, it is preferred to adopt input texture that supports seamless tiling. For 

example, the results shown in Figure 16 and Figure 17 are generated by projecting marbling 

texture [34].  

 

With a human model as a cylinder, results obtained from cylindrical projection have slight 

texture distortions in the underarm area. Thus, this technique is good for all-round garment types 

like dresses and skirts, but may not be suitable for garments with long sleeves because the 

underarm areas will be covered by the sleeves. In this regard, plane projection can be used to 

design texture in specific regions. More results including plane projection and cylindrical 

projects can be found in Figure 18, where some results are obtained from regional plane 

projections (see examples in (b)(c) and (e)). 

 

  

Figure 15. The cylindrical texture projection result on the dress model. (a) Original marbling 

texture (b-c) front and side views of the dress, and (d) the resulting pattern pieces. 
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Figure 16. The cylindrical texture projection result of the blouse model. (a) Original texture, 

(b) front view of the blouse, and (c) the resulting pattern pieces. 

 

  

Figure 17. The cylindrical texture projection result of the 8-panel skirt model. (a) Original 

marbling texture, (b-c) front and top views of the skirt, and (d) the result on 8 pieces. 

 



24 

 

Figure 18. More results of texture projection. 

 

It has been demonstrated that both techniques of 3D painting and texture projection can 

guarantee the prints on the garments are continuous and the texture distortion is slight. Each 

technique has its own advantages. For example, 3D painting is an interactive technique whereby 

users are involved in the design of print on the garment. On the other hand, texture projection 

demands less from users, and it can automatically obtain 3D prints on a garment based on a given 

plane texture image.  The user can choose either one or both to design seamless and figure-

flattering prints on fashion products. 

 

4.2 Real garment samples and virtual drape simulation 

We used the method described in Section 3.6.1 to obtain clothing patterns with seam allowance 

(see Figure 19).  To facilitate the sewing process, notches are added along the seams.  The output 

pattern pieces with texture are then digitally printed, cut and sewn. Real sample garments are 

prepared, and these real garments are compared with virtual garments in Figure 20.  Before real 

garment production, we can also simulate the drape effects by using the method described in 

Section 3.6.2.  Figure 21 shows the drape results of a dress and a skirt. In the drape simulation, 

the garment first falls from a horizontal position because of gravity and then collides with the 

human model.  
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Figure 19. Result of generating seam allowance texture (a-b) patterns without seam allowances; 

(c-d) seam allowance with texture of the pattern in (a-b). 
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Figure 20. Comparison of real garments and 3D garments with texture design. 

 
  

 

Figure 21. Virtual drape simulation. 



27 

 

5. Conclusion 

In this paper, a novel method for print design on garments has been proposed. The design process 

is started from 3D garments and ended with 2D pattern pieces with matched prints. It is a reverse 

process of the traditional garment-making process. Two techniques including 3D painting and 

texture projection have been introduced to help design the prints. The proposed method provides 

a tool with which to design continuous prints on both garment and pattern pieces. Moreover, it 

is a useful tool for making a one-of-a-kind garment by designing personalised prints.  

The two techniques have been demonstrated to create interesting prints on four garments, 

comprising a simple top, a blouse, a dress and a skirt. It is important to note that the prints on 

other garment styles can also be designed by the proposed method. For cylindrical texture 

mapping, the garment model is flattened by a close-fit uniform cylinder, and the current method 

will have texture distortion because of occlusion in the underarm area. Since the garment varies 

from style to style, we will explore in the future other modes of projection, for instance by 

dividing the garment model into several parts, each applied with a suitable projection mode.  

 

Appendix A: Adding seam allowance by contour offset generation 

Traditional clothing seam allowance can be generated by offsetting the seam curves of a 2D 

pattern. Given a curve C , the offset curve outC  can be simply written as: 

lNCCout                              (a1) 

where N  is the unit normal of C , and l  is the offset distance, which is the width of the seam 

allowance. The width of the seam allowance affects the strength, durability, appearance, and cost 

of a garment [24]. The width of the seam allowance depends on the stitch type, the fabric and 

other factors. For any given width of the seam allowance, namely offset distance l , the seam 

allowance can be calculated.  

l

d vcur

vnext

vpre

v'cur

q

a

b

c

 

Figure 22. Illustration of curve offset. 
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As illustrated in Figure 22, for each vertex on the curve curv C , the corresponding offset vertex 

'

curv  is calculated as follows. Let the previous and next vertices of curv  be represented as prev  

and nextv , respectively. Thus, the direction vector a  between prev  and curv , the direction vector 

b  between nextv  and curv , and the vector c  giving the moving direction of curv  are calculated by: 

                                                         

| | | |

pre cur

next cur

a v v

b v v

a b
c

a b

 

 

 

                                           (a2) 

Let q  be the angel between edges ,cur prev v   and ,cur nextv v  , so we can then calculate the 

distance d  with Eq. a3. 

                                                 
sin ( 2)

l
d

q
                                                  (a3) 

Finally, the offset vertex 
'

curv  for curv  is calculated as: 

                                                     
c

c
dvv curcur /                                                (a4) 

Therefore, various seam allowances can be generated with different given seam allowance 

widths (i.e. offset distance) l .   
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