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Abstract 22 

Pervasive in outer space, hypervelocity impact (HVI), caused by man-made debris (a.k.a. 23 

space junk) and natural micrometeoroids, poses a clear and tremendous threat to the safe 24 

operation of orbiting spacecraft, and it will possibly lead to the failure of a space exploration 25 

mission. Addressing such an issue, damage in a downscaled two-layer space shielding 26 

assembly, engendered by HVI events with an impact velocity up to 4 km/s, was characterized 27 

quantitatively, using in-situ measured acoustic emission (AE) induced under HVI. A hybrid 28 

model, based on three-dimensional smooth-particle hydrodynamics and finite element, was 29 

developed, to achieve insight into the traits of HVI-induced AE waves and HVI-caused 30 

damage. Proof-of-concept simulation was accomplished using the hybrid model, in which a 31 

projectile, at various impact velocities, impinged a series of shielding assembly of different 32 

thicknesses, in a normal or oblique manner. Experimental validation was implemented, and 33 

HVI-induced AE waves were in-situ acquired with a built-in piezoelectric sensor network 34 

integrated with the shielding assembly. Results from simulation and experiment show 35 

qualitative consistency, demonstrating the capability of the hybrid model for depicting HVI-36 

produced shock waves, and the feasibility of in-situ measurement of HVI-induced AE 37 

signals. Taking into account the difference and uniqueness of HVI against other ordinary 38 

impact cases, an enhanced, delay-and-sum-based imaging algorithm was developed in 39 

conjunction with the built-in sensor network, able to “visualize” HVI spots in pixelated 40 

images accurately and instantaneously. 41 

 42 

Keywords: hypervelocity impact; acoustic emission; space structures; impact detection; 43 

damage detection 44 

  45 
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1. Introduction 46 

The recent quantum leap in space technology has intensified innovative quests by humans 47 

to penetrate outer space. A great number of spacecraft can now be found in low Earth and 48 

geosynchronous orbits, circling Earth with a velocity of the order of kilometers per second. 49 

However, the cluttering of meteoroids and man-made orbital debris (MOD, colloquially 50 

called space junk), which are ubiquitous in the Earth orbit, may pose an impending threat to 51 

the safety and integrity of orbiting spacecraft. MOD particles, though small in size, travel at 52 

such high speeds that even a small object can puncture the shielding layer of spacecraft and 53 

then impinge inner structures. This sort of impact is commonly referred to as “hypervelocity 54 

impact” (HVI) – a scenario in which the impact velocity (> 1 km/s usually) is at such a high 55 

degree that the strength of the materials upon impact is sufficiently small compared to their 56 

inertial forces [1, 2]. Day by day, massive space junk from abandoned, exploded and collided 57 

space vehicles emerges, and becomes new MOD. According to NASA, 20,000+ pieces of 58 

MOD particles larger than 10 cm, 500,000+ sized between 1 and 10 cm, and tens of millions 59 

smaller than 1 cm, are conservatively estimated to exist in low Earth and geosynchronous 60 

orbits [3]. The impact from any of them to spacecraft can functionally compromise the craft’s 61 

integrity, possibly resulting in immediate mission abortion with catastrophic consequences. 62 

Representatively, in 1996, MOD particles from a French rocket, which had exploded a 63 

decade earlier, impacted a French satellite, leading to vast damage to the satellite [4]. In 2007, 64 

a de-commissioned meteorological satellite was destroyed by a missile in an anti-satellite 65 

test. Although this HVI event was intentionally introduced by China for removing the de-66 

commissioned satellite from the orbit, the 3,000+ pieces of new MOD particles consequently 67 

produced in the test have posed severe HVI risk to other spacecraft, arousing a great deal of 68 

controversy from the public [4]. 69 

 70 
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Over the years, NASA and the Department of Defense in the U.S. have been working co-71 

operatively to establish a Space Surveillance Network, aimed at tracking MOD particles that 72 

are greater than 5 cm in sizes [5]. With this network, conjunction assessments and collision 73 

avoidance maneuvers can be implemented, whereby to counter MOD particles included in 74 

the surveillance network. Nevertheless, almost none of the available assessment or 75 

avoidance techniques is able to deal with the cases in which MOD particles are smaller than 76 

5 cm [5]. Therefore, prevention of HVI and evaluation of HVI-induced damage, once an 77 

attempt to evade MOD particles fails, are the top priority among those endeavors to enhance 78 

the survivability, integrity, and durability of space systems, whose importance cannot be 79 

overemphasized [2, 6-9]. 80 

 81 

HVI is significantly different from a low-velocity (several tens meters per second) or high-82 

velocity (up to the order of 102 m/s) impact. As a result, the HVI-engendered damage in 83 

space structures manifests itself with a high degree of complexity, taking a diversity of 84 

modalities due to the much greater kinetic energy that HVI carries and releases during the 85 

transient impact. Depending on the size and speed of an MOD particle and the impact 86 

location as well, HVI-induced damage can be recrystallization, cell dislocation, micro-cracks, 87 

micro-band extension, material vaporization, cratering, spall cracks, plastic zones, and 88 

macroscopic penetration or orifices to name a few [1, 2, 10]. 89 

 90 

To minimize a possible HVI risk to spacecraft, a variety of shielding mechanisms (e.g., 91 

Whipple shield [11], stuffed Whipple shield [11], and multi-shock shield [12]) has been 92 

designed. A well-installed shielding structure, together with the rear wall of spacecraft, may 93 

block an MOD particle with its size not greater than 100 μm (at a normal HVI velocity); but 94 

a shielding structure in most instances fails to intercept particles beyond 1 cm [13]. Upon 95 
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penetration of the outer shielding layer, MOD particles produce shattered debris (forming a 96 

debris cloud), to subsequently impinge the inner space structures and cause pitting-like 97 

damage scattered chaotically over a large area on the inner structure. 98 

 99 

To facilitate the estimation of the residual integrity of the spacecraft upon HVI, the impact 100 

location and severity of HVI-caused damage must be evaluated accurately and 101 

instantaneously. Based on the evaluation, remedial actions can be applied before the damage 102 

reaches a critical level, whereby to prevent an impacted structure from further deteriorating 103 

and to weaken the risk of a cascading failure of the entire space system. This is of vital 104 

importance and necessity for those spacecraft with long service time or with large surfaces 105 

exposed to the space environment. Addressing such significant and imminent needs, several 106 

sensing and diagnostic techniques have been deployed, as typified by those using acoustic 107 

emissions (AEs) [14, 15], acceleration-based detection [16], thermography [17], calorimetry 108 

[18], fiber optic sensor-based detection [19], resistor-based detection [20], microwave 109 

emissions, [21] and camera-based surface inspection [22]. All these techniques have been 110 

systematically graded by the Inter-Agency Space Debris Coordination Committee [13], in 111 

terms of the levels of their respective sensitivity, accuracy, and manipulability, and AE 112 

ranked top among all the above mentioned techniques. 113 

 114 

Representatively, Forli [14] initiated a series of investigation for the European Space 115 

Agency’s (ESA) Columbus module (part of the International Space Station) in the early 116 

1990s, to evaluate the feasibility of using an AE-based impact sensor network to detect HVI 117 

spots. In the study, twelve bulky AE ultrasonic transducers were used to determine impact 118 

localization, with a detection error of approximately 0.4 m. Schäfer and Janovsky [15] 119 

attached six bulky ultrasonic transducers onto an aluminum alloy panel and a sandwich panel 120 
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apiece of Columbus module, via which AE signals during HVI were captured. Conventional 121 

triangulation was carried out to locate HVI spots in these two panels, by assuming that HVI-122 

induced waves propagate at a constant velocity throughout the entire panels. Though 123 

conducted on ground, these proof-of-concept tests have demonstrated the capability and 124 

effectiveness of AE-based detection for locating HVI spots. It is noteworthy that in all these 125 

deployments of AE-based detection, the following hypotheses are usually applied: 126 

I. the velocity of HVI-induced wave is constant; 127 

II. there is only one wave mode; and 128 

III. wave dispersion can be largely ignored. 129 

In other words, the difference between HVI and other ordinary impacts (i.e., low- or high-130 

velocity impact) is not a factor to be considered during the previously reported algorithm 131 

development for HVI characterization [14, 15]. 132 

 133 

However, in HVI, shock waves are generated under extreme material compression that 134 

behave differently from elastic waves in ordinary impacts. Multiple wave modes co-exist, 135 

each featuring a particular velocity, complex dispersive attributes, and severe phase 136 

distortion. Together, these effects can obfuscate damage-associated signal features and create 137 

vast difficulties in precisely ascertaining the arrival time of AE, accordingly diminishing 138 

localization accuracy, provided that a conventional triangulation algorithm is applied with 139 

the three hypotheses enumerated above. Prosser et al. [23] experimentally examined the AE 140 

signals generated in both HVI (1.8~7 km/s) and low-velocity impact (<0.21 km/s) cases, and 141 

concluded that the extensional wave modes dominate the signal energy in HVI, whereas the 142 

flexural wave modes prevail in low-velocity impact; and compared with low-velocity impact, 143 

HVI-induced wave signals feature much larger magnitudes and wider frequency ranges in 144 

which the wave energy distributes. This study has revealed that the uniqueness and 145 
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difference of HVI, compared with other ordinary impacts, shall be addressed towards 146 

accurate evaluation of HVI-engendered damage. 147 

 148 

Targeting a real time and in-situ characterization capacity for real-time awareness of HVI 149 

occurrence and accurate evaluation of HVI spots in space shielding structures, the present 150 

study is dedicated to fundamental interrogation of HVI-induced AE waves, via numerical 151 

simulation and experiment. With the understanding of the unique propagation characteristics 152 

of AE waves, an HVI spot in a downscaled two-layer space shielding assembly was located 153 

using in-situ measured AE waves that were captured with a built-in sensor network 154 

comprising miniaturized lead zirconate titanate (PZT) sensing elements. An enhanced, 155 

delay-and-sum-based imaging algorithm, addressing the difference and uniqueness of HVI 156 

compared with other ordinary impacts, was developed for projecting the detected HVI spots 157 

into pixelated images. The proposed method in this paper possesses several merits over the 158 

others: 1) the miniaturized PZT wafer-formed sensor network endows the monitoring system 159 

with an ability of in-situ monitoring of HVI during spacecraft orbiting; 2) quantitative 160 

characterization of HVI, including localization of HVI spot, facilities immediate estimate of 161 

the severity of HVI-induced damage and offers guide for further repair and replacement; and 162 

3) the proposed imaging algorithm can pinpoint the HVI spot without human intervention or 163 

interpretation. 164 

 165 

This paper is organized as follows. To begin with, Section 2 describes a dedicated model 166 

developed based on three-dimensional smooth-particle hydrodynamics (SPH). With the 167 

model, numerical simulation is implemented to depict the unique characteristics of HVI-168 

induced AE waves. Using experiment and numerical modeling, three HVI scenarios are 169 

examined in Section 3, in which a projectile, at various impact velocities, impinges a series 170 
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of shielding assembly of different thicknesses, from normal to oblique impact, and from non-171 

penetration to penetration of the outer shielding layer. The built-in sensor network developed 172 

for in-situ AE measurements is also illustrated in this section. HVI-generated AE signals, 173 

respectively obtained from numerical simulation and from in-situ measurements are 174 

comparatively analyzed in Section 4. To characterize HVI spots in the shielding layer, a 175 

diagnostic imaging approach, originating but enhanced from a delay-and-sum-based 176 

triangulation method, is developed and elaborated in Section 5, followed by concluding 177 

remarks presented in Section 6. 178 

 179 

2. Dedicated Modeling of HVI 180 

In pursuit of achieving insight into HVI-induced AE waves and accurate depiction of HVI-181 

generated damage, continued efforts with a nature of theoretical analysis, numerical 182 

simulation, or experimental exploration have been made. In such a context, the specific 183 

equipment and high testing cost are always a major barrier restricting intensive experimental 184 

investigation. Thanks to the bourgeoning computational capacities in recent years, numerical 185 

simulation has been increasingly employed to accommodate such a purpose [24-26]. 186 

 187 

Distinct from low- or high-velocity impacts, HVI features an adiabatic loading process with 188 

transient, localized, and extreme material deformation, distortion, melting, and vaporization. 189 

This transient loading makes the target structure incapable of reacting in a prompt manner 190 

to the impact, leading to the generation of shock waves. As a consequence of large impact 191 

forces – much greater than the forces induced in a low- or high-velocity impact, as well as 192 

the transient conversion of kinetic to internal energy, the vicinity of an HVI spot usually 193 

exhibits material traits between fluid and solid. It would be a daunting task to describe these 194 

material traits using conventional numerical methods. 195 
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 196 

The Eulerian and Lagrangian descriptions [27] are two major theoretical cornerstones, by 197 

which the finite difference (FD) and finite element (FE) are respectively governed [23]. 198 

However, both FD and FE may encounter bottlenecks when attempting to simulate HVI. 199 

That is because FD-based modeling features a fixed spatial grid throughout the entire space, 200 

and it can become inefficient due to the singularity in the grid when large deformations under 201 

HVI occurs; on the other hand, FE-based modeling may yield erroneous results, because the 202 

meshed elements in the vicinity of an HVI spot can be extremely distorted during the impact. 203 

 204 

To circumvent the above-stated deficiencies when either FD or FE is used to interpret the 205 

material behaviors under HVI, a particle-based Lagrangian algorithm – smooth-particle 206 

hydrodynamics (SPH) – has been developed. Initially used for astronomy and then brought 207 

to hydrodynamics [28-32], SPH discretizes a modeling domain using mutually un-restricted 208 

particles instead of conjointly tied elements, thus allowing excessive deformation of 209 

materials with traits between fluid and solid. Nevertheless, up till this moment, most research 210 

efforts of using SPH to simulate HVI are limited to the evaluation of structural dynamic 211 

responses and resistance to impacts, and there is an obvious lack in using SPH-based 212 

approaches to explore HVI-induced AE waves and HVI-engendered damage. 213 

 214 

To faithfully delineate the unique and complex material behavior under HVI, a dedicated 215 

modeling approach, based on SPH in conjunction with FE, is developed in this study. 216 

Although this is a standard SPH development using ANSYS®/Autodyn, the modeling 217 

philosophy and methodology can be extended to the simulation and understanding of general 218 

HVI. In the approach, SPH discretizes the structure under investigation into particles 219 

( 1, ,j N= ), with no fixed connection between any two particles, within a support domain 220 
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Ω (a domain of finite size comprised of N particles within). Upon discretization, the integral 221 

representation of a function ( )
i

f x  (e.g., material deformation) at particle i (denoted by222 

( )
i

f x ) can be approximated, in terms of ( )f x  of its neighboring particles, as 223 
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where 
jV  , mj, and 

j   are the volume, mass, and density of a neighboring particle j, 225 

respectively.   is the Dirac delta function, and W a smoothing function for approximation. 226 

h signifies the smoothing length defining the influence area of the smoothing function W. 227 

Without the fixed connection, the particles adjunct to particle i are searched and updated 228 

within Ω before each step of calculation using Eq. (1). With a meshless nature and therefore 229 

without any geometric constraints, SPH has the potential to be effective in depicting HVI-230 

induced large deformation of material. 231 

 232 

The strength of the material is negligible compared with its inertial forces when HVI occurs 233 

– a similar behavior to fluids. To reflect such a material attribute, Navier-Stokes equations 234 

[33] are recalled in the model, to represent the conservation of mass, momentum, and energy 235 

in general hydrodynamics, which reads, in the absence of external forces, as 236 
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where   and   ( , 1, 2,3  = ) denote tensor indices;  , t and e are the density, time 238 

and internal energy of an element with infinitesimal volume moving with the flow; and v  239 

(or v ), σ  (or  ) are the velocity vector and stress tensor, respectively; the operator D 240 

signifies partial differential in Lagrangian frame. 241 

 242 

Stress    in a projectile and target material consists of two components, namely the 243 

isotropic part pressure p and deviatoric part shear stress  , as 244 

 p    = − + , (3) 245 

where 
  signifies the Kronecker delta. 246 

 247 

To integrate Navier-Stokes Equation (Eq. (2)) into SPH approximation (Eq. (1)) leads to a 248 

set of discretized equations, for particle i over Ω, as 249 
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where 
i

   denotes the strain rate. Variables in equations for particles i and j are 251 

distinguished by the subscripts i and j, respectively. To solve Eq. (4), three groups of 252 

supplementary equations, namely (I) equation of state (EOS), (II) strength model, and (III) 253 

failure criterion, are introduced into the model [32], whereby the discretized Navier-Stokes 254 

equation (Eq. (4)) can be solved numerically with a leapfrog algorithm [34]. In brief, for (I), 255 

an EOS describes a correlation between pressure p and the state variables including density 256 

𝜌 and internal energy e. In particular, the shock EOS – a genre of EOS specialized for HVI 257 

in which shock waves are generated – is established in this model, based on the Rankine-258 
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Hugoniot jump conditions [35], as well as Mie-Grüneisen equation for solid [36]. For (II), 259 

the strength model governs the relationship between shear stress    and strain of the 260 

material, indicating yielding conditions of the material under HVI. In this model, the 261 

Steinberg Guinan strength model [37], a semi-empirical flow stress model applicable to high 262 

strain rates (greater than 105 s-1), is adopted. For (III), the failure of the material upon HVI 263 

is determined in terms of the selected failure criteria. In this model, the principal tensile 264 

stress failure criteria are chosen, which is able to predict material failure when HVI-induced 265 

stresses are beyond a pre-defined maximum tensile stress. Aggregating the three groups of 266 

supplementary equations with Eq. (4), the HVI problem with extreme material deformation 267 

and distortion can be solved, and HVI-induced shock waves can be depicted. 268 

 269 

Though effective in delineating an HVI event, the process of searching and updating of 270 

neighboring particles at each calculation step using Eq. (1) may incur a high computational 271 

cost. On the other hand, during propagation from the impact spot, the HVI-induced shock 272 

waves convert quickly to elastic waves in the part of a target structure that is distant from 273 

the HVI spot, where material behaves elastically. With the above twofold consideration, 274 

SPH-based approach models and simulates HVI-induced shock waves and material 275 

deformation within the HVI vicinity only, while FE-based numerical method is used to 276 

canvass wave propagation and material deformation beyond HVI vicinity. This leads to a 277 

hybrid modeling approach in this study. This hybrid approach is emerging recently and is 278 

well validated in terms of its accuracy, as the sole adoption of SPH is often much more CPU 279 

consuming compared with SPH-FE approach or may not fulfill the modeling purpose [38, 280 

39]. In this study, it is a good approach achieving an efficient and accurate calculation.  281 

 282 
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3. Experiment and Simulation 283 

Three sets of downscaled two-layer shielding assembly, simulating a typical space shielding 284 

mechanism, were designed and prepared, as shown in Figure 1. Each assembly consists of 285 

two layers, with the outer layer to be impinged by a projectile first. With a spacing of 150 286 

mm to the outer layer, the inner layer provides a further protection for the inner space 287 

structures against HVI in the case that the outer layer is punctured. Both layers are made of 288 

aluminum (2024-T4), measuring 600 mm × 500 mm for in-plane dimensions. The three sets 289 

of shielding assembly feature two degrees of thickness of the outer layer, in hope of 290 

generating different damage: no puncture and puncture cases for the thicker and thinner outer 291 

layers, respectively. 292 

 293 

With the prepared shielding assembly sets, three HVI scenarios were explored, representing 294 

three typical HVI events with various degrees and types of damage induced by HVI: 295 

 296 

(I) accelerated to a velocity ~2.5 km/s and impinging the shielding assembly in a normal 297 

direction, the projectile (aluminum 2024-T4; Φ3 mm) was blocked by the outer layer 298 

with a thickness of 8 mm (no puncture case); 299 

(II) accelerated to a velocity ~4.0 km/s and impinging the shielding assembly in a normal 300 

direction, the projectile (aluminum 2024-T4; Φ5 mm) punctured the outer layer with 301 

a thickness of 2 mm (puncture case); and 302 

(III) accelerated to a velocity ~4.0 km/s and impinging the shielding assembly in an 303 

oblique direction (320 with regard to the normal direction of the outer layer), the 304 

projectile (aluminum 2024-T4; Φ5 mm) punctured the outer layer with a thickness 305 

of 2 mm (puncture case). 306 

 307 
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In all three scenarios, the thickness of the inner layer of the assembly remained the same (5 308 

mm). Experiment was carried out, followed with numerical simulation using the developed 309 

hybrid modeling approach. 310 

 311 

3.1. Experiment 312 

The HVI facilities, installed in the State Key Laboratory of Explosion Science and 313 

Technology China, were employed for HVI tests. The core equipment of the facilities is a 314 

two-stage light gas gun, via which a projectile can be accelerated to impinge a target structure, 315 

at a desired velocity up to 10 km/s – the impact velocity in a typical HVI event in the low 316 

Earth orbit when an MOD particle collides with a spacecraft. The high-pressure nitrogen gas, 317 

filled in the first-stage tube (with a larger cross-section) of the light gas gun, propels the 318 

piston to compress the second-stage tube (with a much smaller cross-section) of the gun that 319 

is filled with hydrogen gas. Once a pre-set pressure value is met, the hydrogen gas breaks 320 

through an aluminum membrane with a pre-made notch, and subsequently a three-pedal 321 

sabot with an encapsulated projectile is accelerated to a specific velocity. 322 

 323 
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(a)  (b)  
324 

 
325 

(c)  
326 

 
327 

Figure 1 Schematic of three designated HVI scenarios: (a) no puncture of outer layer 328 

under normal impact (Scenario I); (b) puncture of outer layer under normal impact 329 

(Scenario II); and (c) puncture of outer layer under oblique impact (Scenario III). 330 

 331 
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Following separation of the projectile from the sabot using a pneumatic separator, the 332 

projectile impacts the target structure. The impact velocity is calibrated according to the 333 

difference of arrival time between the two magnetic induction coils with a distance of 50 334 

mm in the gas gun. A testing chamber was placed at the end of the gas gun, in which the 335 

prepared shielding assembly was immobilized, with different angles of incidence with regard 336 

to the projectile, as shown in Figure 2. 337 

 338 

A built-in sensor network was developed for real-time acquisition of AE signals induced in 339 

HVI. Surface-mounted on the outer layer (facing the projectile) using a dual-component 340 

adhesive (Pattex®), the sensor network comprised of seven miniaturized and lightweight 341 

PZT wafers (Φ8, 0.48 mm thick, denoted by Pi (i = 0, 1, 2, …, 6)). All wafers, along with 342 

associated wiring and cabling, were protected using epoxy from detaching from the assembly 343 

when HVI occurred. Compared with conventional, bulky AE transducers, PZT wafers used 344 

in this study are lightweight and small, rendering a capacity of in-situ perception of HVI-345 

induced AE signals. As the thickness of PZT wafer is much smaller compared with the 346 

thickness of shielding layer, the PZT wafer dominantly catches the in-plane strain along the 347 

direction of wave propagation to represent the AE signals. In Scenario I, seven PZT wafers 348 

in the network were positioned in the marginal area near the boundary of the outer layer, as 349 

shown in Figure 3(a), each of them having the same distance to the anticipated center of the 350 

HVI spot; in Scenarios II and III, seven PZT wafers were deployed with various distances 351 

to the anticipated HVI spot, ranging from 80 mm to 200 mm with an interval of 20 mm, as 352 

shown in Figure 3(b). The different locations of the PZT wafers were intended to test the 353 

influence of sensor placement on the performance of in-situ AE measurements and the 354 

robustness of the HVI localization algorithm (to be detailed in Section 5). 355 

 356 
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(a)  
357 

 
358 

(b)  
359 

 
360 

Figure 2 Photographs of the two-layer shielding assembly immobilized in the testing 361 

chamber of HVI facilities: (a) for Scenario II (normal impact); and (b) for Scenario III 362 

(oblique impact). 363 
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 364 

(a)  
365 

 
366 

(b)  
367 

Figure 3 Configurations of the built-in sensor network for in-situ AE measurements in (a) 368 

Scenario I; and (b) Scenarios II and III. 369 

 370 
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With the built-in sensor network, AE signals were captured in three designated scenarios, 371 

via a self-contained signal acquisition system developed on a PXI (PCI eXtensions for 372 

Instrumentation) bus platform (NI® PXIe-1071). The schematic of the test, along with the 373 

signal acquisition system, is shown schematically in Figure 4. 374 

 375 

 376 

Figure 4 Schematic of experimental set-up. 377 

 378 

Table 1 lists the key parameters of tests and consequences of each impact. During in-situ 379 

measurements, the kinetic energy induced by the vast shock energy deformed the target 380 

structure to hundreds of microstrain, and the magnitudes of captured AE signals were in most 381 

circumstances out of the measurement range of the signal acquisition system. A signal 382 

attenuation module was developed and included in the system, to attenuate captured AE 383 

signals by 15 times. Upon attenuation, AE signals were registered with an eight-channel 384 

digitizer (NI® PXI-5105). A trigger voltage of 1 V on the attenuated signal acquired with 385 

sensor P0 (see Figure 3) was applied, to synchronize AE signal acquisition by the remaining 386 

PZT sensors in the sensor network. 387 
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Table 1 Key parameters of tests and consequences of each impact 388 

Scenario 
Projectile 

diameter (mm) 

Velocity 

(km/s) 

Impact 

type 

Outer layer 

thickness (mm) 

Inner layer 

thickness (mm) 

Consequence 

(for outer layer) 

I 3 2.511 normal 8 5 not punctured 

II 5 4.035 normal 2 5 punctured 

III 5 4.021 oblique (320) 2 5 punctured 

 389 

3.2. Simulation 390 

Pursuant to experiments, numerical simulations were implemented on ANSYS®/Autodyn 391 

platform using the developed hybrid SPH-FE modeling approach. Three models were 392 

respectively developed, in accordance with the three scenarios of the experiment. 393 

 394 

By way of illustration, Figure 5(a) shows the sketch of the developed hybrid model for 395 

Scenarios II (normal incidence) and III (oblique incidence). For Model I, the only difference 396 

is that the outer layer has a thickness of 8 mm. In the three models, a symmetric boundary 397 

condition was applied at the symmetric plane x-z of the outer layer and the projectile as well. 398 

The vicinity of the HVI spot was determined using the model to be 50 mm × 25 mm on the 399 

target structure, as shown in the insert of Figure 5(a). The criteria for the size of SPH area is 400 

mainly based on the estimated area of crater size. It is generally deemed that the crater is 401 

formed as a result of large plastic deformation, which can be modeled using SPH. According 402 

to [2], the ratio of a crater size to the projectile diameter can be expressed via an empirical 403 

equation as 404 

 1/3 1/3 1/3 2/3 2/3

0/ 1.1( / ) ( / ) ( / ) (1 / )c p p t t t t p p tD d v v u     = + ,  (5) 405 

where pd   is the projectile diameter, and cD   the crater diameter. p   and t   are the 406 

projectile and target densities, respectively. 0u  is the projectile (impact) velocity. tv  and 407 
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pv  are the target and projectile bulk sound velocities, respectively. t  is the target (static) 408 

yield strength. Here, using / 1p t  =  , 32783kg/mt =  , 324MPat =   [40], /t pv v  =1, 409 

and 0 4000m/su  in the model, /c pD d  is calculated to be ~9 according to Eq. (5). Thus 410 

in Scenarios 2 and 3, cD  is approximately nine times the diameter of the projectile (5 mm), 411 

which is ~45 mm. The determined vicinity with a size of 50 mm × 25 mm has been 412 

demonstrated sufficient to include the region in which the material of the shielding layer 413 

behaves plastically and HVI-induced shock waves fully convert to elastic waves. The 414 

vicinity of HVI spot, together with half the sphere projectile, was simulated using SPH-based 415 

modeling; while the rest of the shielding layer was meshed using FE-based modeling. In FE, 416 

a uniform element length of 0.5 mm was allocated, based on the criterion that at least ten 417 

nodes should be allocated per wavelength, which is ~6.2 mm in the context of 1 MHz and 418 

~6200 m/s for the concerned maximum frequency and bulk wave velocity, respectively. The 419 

particle was allocated in the size of 0.2 mm which has been demonstrated sufficient to 420 

achieve satisfactory simulation precision. With these settings, the energy deviation was 421 

controlled to be < 5%, well guaranteeing simulation accuracy, as shown in Figure 5(b). To 422 

link the two parts that were respectively modeled using SPH and FE, a tie-type bonding 423 

condition, as an enforced coincidence of displacement in the whole process of calculation, 424 

was applied at the interface between SPH particles and FE nodes. For comparison with 425 

experimental results, in-plane (y-z) strains along the wave propagation direction were 426 

extracted from those FE nodes at the locations where PZT wafers were positioned in 427 

experiment. Taking one node with an angle of 𝜃 with regard to z axis as an example, the 428 

in-plane strain (referring to Figure 5 (a)) is expressed as 429 

2 2cos sin 2 sin cosz y zy       = + + ,                  (6) 430 

where z , 
y  and 

zy  are the normal strains along the z axis, along the y axis, and shear 431 
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strain in the y-z plane, respectively. 432 

(a)  
433 

 
434 

(b)  
435 

 
436 

Figure 5 (a) Sketch of developed hybrid model for Scenario II (normal incidence) and III 437 

(oblique incidence); and (b) sectional view of the model, showing particles in the HVI 438 



23 

vicinity (using SPH) and elements in the rest of the shielding layer (using FE). 439 

 440 

The key material properties of the projectile and target structures used in the simulation are 441 

listed in Table 2. As illustrated in Section 2, the Shock EOS, Steinberg Guinan strength 442 

model, and principal tensile stress failure criteria were adopted in SPH-based modeling. In 443 

particular for the failure criteria, 469 MPa [40] was the threshold for both the projectile and 444 

target structures, beyond which material failure was anticipated. 445 

 446 

 447 

 448 

 449 

Table 2 Material properties of projectile and target structure used in simulation 450 

Parameter  Parameter  

Equation of state 

 (Shock) 

 

Strength model 

(Steinberg Guinan) 

 

Density 𝜌
0
 2.785(g/𝑐𝑚3) Shear modulus 𝐺0 28.6 𝐺𝑃𝑎 

Gruneisen coefficient 𝛤 2 Yield Stress 𝑌0 260 𝑀𝑃𝑎 

Parameter 𝑐0 5382(𝑚/𝑠) Maximum Yield Stress 𝑌𝑚𝑎𝑥 760 𝑀𝑃𝑎 

Parameter s 1.338 Hardening constant 310 

Reference temperature T0 300 K Hardening exponent 0.185 

Specific heat 𝐶𝑣 863 𝐽/𝑘𝑔𝐾 Derivative dG/dP 1.8647 

Failure   Derivative dG/dT -17.62 (𝑀𝑃𝑎/𝐾) 

(Principal stress) 469 MPa Derivative dY/dP 0.01695 

  Melting temperature 𝑇𝑚𝑒𝑙𝑡 1220 K 

 451 

 452 
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4. Analysis and Comparison 453 

In both experiments and simulations, HVI-induced AE waves were acquired, and the 454 

consequences of each impact were analyzed comparatively. 455 

 456 

4.1. Experimental Results 457 

HVI-induced damage in the outer shielding layer in the three designated scenarios is shown 458 

in Figure 6, showing different degrees of damage, subjected to the impact velocity and 459 

incident angle of the projectile. 460 

 461 

(a)  
462 

 
463 

(b)  
464 

 
465 
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(c)  
466 

 
467 

Figure 6 HVI-engendered damage in the shielding layer in Scenarios (a) I; (b) II; and (c) 468 

III. 469 

 470 

 471 

By way of illustration, Figure 7(a) displays the AE signals experimentally acquired with P2 472 

in Scenario II, to observe a conspicuous high-frequency wave component – the first-arrival 473 

wave in the signal – followed with a series of low-frequency wave components. These wave 474 

components are the elastic waves that are converted from the HVI-induced shock waves. 475 

According to the calculated wave propagation velocity, the high-frequency first-arrival wave 476 

component is the fundamental symmetric Lamb wave (S0) guided by the outer layer of the 477 

shielding assembly, and the low-frequency wave components are a mixture of the 478 

fundamental anti-symmetric Lamb wave (A0) and low-frequency vibration of the assembly. 479 

The spectra of the acquired signals were obtained via a Fast Fourier Transform (FFT), and 480 

the one for the signal shown in Figure 7(a) is exhibited in (b), in which the low-frequency 481 

power represents the low-frequency wave mixture. 482 

 483 

To analyse signals more explicitly, a second order high-pass Butterworth filter with a cutoff 484 
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frequency of 5 kHz was applied to all captured signals to screen the low-frequency structural 485 

vibration, leaving only S0 mode and A0 mode in the filtered signals. With a much faster 486 

propagation velocity compared to A0 mode, S0 mode arrives first. In addition, the magnitude 487 

of S0 mode is greater than that of A0 mode, leading to a higher signal-to-noise ratio. For these 488 

reasons, S0 mode, converted from the HVI-induced shock waves, was used for locating the 489 

HVI spot in the subsequent section. 490 

 491 

(a)  
492 

 
493 
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(b)  
494 

 
495 

Figure 7 Signal experimentally acquired with sensor P2 in Scenario II: (a) raw (upon signal 496 

attenuation) and filtered signals; and (b) signal spectra (RAW – raw but attenuated signal, 497 

FIL - filtered signal with a high pass filter of 5 kHz). 498 

 499 

4.2. Simulation Results 500 

Continuing to use Scenario II as the example, the in-plane strains were extracted from the 501 

FE nodes at the location where P2 was positioned in the experiment, as shown in Figure 8(a). 502 

With the simulation, it is possible to acquire strains at two points respectively on the upper 503 

and lower surfaces of the shielding layer that share the same in-plane positions, this allowing 504 

to isolate symmetric (corresponding to S0) and anti-symmetric (corresponding to A0) strain 505 

components from raw signals using a simple addition and subtraction manipulation of the 506 

two strain signals. With this manipulation, the ascertained results for the signals in Figure 507 

8(a) are shown in (b). Comparing Figures 8(b) against 7(a), it can be noted that the filtered 508 

signals in the experiment are consistent with the processed signals of the simulation, in terms 509 

of the arrival time and waveform of the first-arrival wave component (S0). 510 
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 511 

(a)  
512 

 (b)   
513 

 
514 

Figure 8 Signals in simulation acquired with sensor P2 in Scenario II: (a) raw strain signal; 515 

and (b) isolated symmetric (corresponding to S0) and anti-symmetric (corresponding to A0) 516 

strain components. 517 

 518 

S0 mode reflection 

A0 mode wave 

S0 mode wave 

S0 mode reflection 

A0 mode wave 

S0 mode wave 
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4.3. Comparison 519 

To validate the developed hybrid model, signals obtained in simulation were normalized 520 

with regard to the magnitude of S0 mode and then compared with the signals obtained with 521 

the experiment. Without loss of generality, Figure 9(a) compares the signal experimentally 522 

captured at P2 in Scenario II against its corresponding signal obtained in simulation, to 523 

observe a qualitative agreement in between. In the experimental signal, the structural 524 

vibration-related signal components are prominent, which the simulation cannot capture well, 525 

because the four-edge-fixed boundary conditions in the simulation are substantially different 526 

from the constraints in the experiment. Taking a step further, upon the signal filtering (with 527 

a high pass filter of 5 kHz) to remove low-frequency vibration components, the simulation 528 

and experimental signals are in good accordance, as shown in Figure 9(b). 529 

 530 

 (a)   
531 

 
532 

EXP 

SIM 
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(b)  
533 

 
534 

Figure 9 Comparison of simulation and experimental results (for Scenario II, captured by 535 

sensor P2): (a) raw; and (b) filtered signals (EXP - experimental signal, SIM – simulation 536 

signal). 537 

 538 

A further analysis of the dynamic responses of the outer shielding layer under HVI was 539 

performed, to gain insight into the sources of various wave components included in captured 540 

AE signals. Based on the hydrodynamics theory described in Eq. (3), the HVI-induced 541 

stresses basically feature a dominant hydrostatic stress (pressure), as well as a weak shear 542 

stress. Shock waves are generated due to the drastic pressure rise, provided that the outer 543 

layer is unable to absorb the kinetic energy of the HVI. Meanwhile, the weak shear waves 544 

are also generated due to the shear stress. The dominant lateral shock waves, along with the 545 

shear waves, scatter from the central HVI spot and then convert into elastic guided waves 546 

composed of symmetric and anti-symmetric modes in the elastic area of the shielding layer. 547 

Among the elastic guided waves, S0 retains most of the energy from the lateral shock wave, 548 

EXP 

SIM 
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which is the theoretical foundation to interpret the observation in both simulation and 549 

experiment that the S0 mode dominates the signal energy over the A0 mode. In addition, as 550 

observed in both experimental and simulation results (Figures 7-9), the S0 mode, compared 551 

with the A0 mode, features faster propagation velocity, larger magnitude, and less dispersion. 552 

All these traits of S0 can facilitate the characterization of HVI-induced damage in the 553 

shielding assembly. 554 

 555 

5. Localization of the HVI Spot 556 

5.1. Principle 557 

Based on the understanding of propagation characteristics of HVI-induced AE waves via 558 

both experiment and simulation, a real time, in-situ AE-based characterization framework 559 

for HVI was subsequently developed. ‘Real time and in-situ’ gives the framework the 560 

potential to sense in real time and characterize HVI without down time or disassembly. Thus, 561 

once HVI occurs, the developed framework can immediately identify the location of HVI, 562 

estimate the severity of HVI-induced damage, and further guide the action of repair. An 563 

enhanced, delay-and-sum-based diagnostic imaging algorithm was proposed and included 564 

in the framework, whereby identified HVI damage in the shielding layer can be visualized. 565 

 566 

In the algorithm, assuming the HVI spot is at point (y, z) on the outer layer of the shielding 567 

assembly, the time delay in the arrival of the first-arrival wave (i.e., S0, as interpreted earlier) 568 

captured with any two PZT sensors of the sensor network ((Pi (i = 0, 1, 2, …, 6))), say Pi at 569 

(yi, zi) and Pj at (yj, zj), can be expressed as [41] 570 

 571 
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 (7) 572 

Variables in Eq. (7) are discriminated by subscripts i and j for two PZT sensors. 0t  573 

signifies a reference time upon the impact occurrence on the outer layer. For sensor Pi, shock it −
 574 

and 
shock iv −

 are the duration and speed of HVI-induced shock waves propagating from the 575 

HVI spot to the perimeter of the region within which the shielding material is extremely and 576 

transiently compressed under HVI (this area is termed “HVI-influenced area” hereinafter); 577 

it   denotes the subsequent duration when S0 mode, converted from shock waves, 578 

propagates from the perimeter of the HVI-influenced area to Pi. platev   denotes the 579 

propagation velocity of S0 mode outside the HVI-influenced area. ir   and 
id   are the 580 

distances along which the wave propagation takes the modality of shock wave (with a 581 

velocity of shock iv − ) and the form of S0 (with a velocity of 
platev ), respectively. 582 

 583 

Notably, in the HVI-influenced area, 
shock iv −

  decreases along the wave propagation. It is 584 

noteworthy that in an oblique HVI, the material compression and deformation are distinct in 585 

different wave propagation directions. This wave propagation anisotropy is reflected in the 586 

integral terms with regard to shock iv −   in Eq. (7). As demonstrated earlier [41], this 587 

anisotropy only exerts a minute influence on the propagation of shock waves and would not 588 

incur marked error in locating the HVI spot. 589 

 590 
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Mathematically, Eq. (7) represents a locus that the difference between two distances – the 591 

one from the impact point (y, z) to sensor Pi at (yi, zi) and the one from the impact point to 592 

sensor Pj at (yj, zj) – is a constant, i.e., a set of hyperbolas with Pi and Pj being its two foci. 593 

Using a diagnostic delay and sum-based imaging approach based on the above principle 594 

described by Eq. (7) [42-46], the outer layer of the shielding assembly can be mapped into 595 

a two-dimensional pixelated image, in which the pixel value at each pixel reflects the 596 

probability of an HVI spot therein. In analogy to this, any two PZT wafers in the sensor 597 

network form a sensor pair, and create a two-dimensional color-scale synthetic image. All 598 

the pixel values calculated with the same t  are located on the same hyperbola. Based on 599 

the principle of delay and sum, summing the images rendered by all sensor pairs in the sensor 600 

network yields a superimposed image (ultimate resulting image in what follows) ˗ a 601 

collective consensus as to HVI from the entire sensor network. 602 

 603 

5.2. Results and Discussions 604 

With the imaging algorithm, HVI spots on the outer shielding layer in three designated HVI 605 

scenarios were located using in-situ measured AE signals obtained from experiments, as 606 

shown in Figure 10. In particular, the images constructed with raw signals are shown in 607 

Figure 10(a) ~ (c), which, however, fail to pinpoint any HVI spot. The reason can be 608 

attributed to the fact that the first-arrival S0 modes are overwhelmed by vibration-related 609 

low-frequency wave components, leading to marked error. To circumvent the interference 610 

from A0 mode and other vibration-related signal components, a high-pass filter with a cut-611 

off frequency of 40 kHz was applied to the raw signals. The accordingly constructed images 612 

with noise-filtered signals are displayed in Figure 10(d) ~ (f)), showing clear and focused 613 

HVI spots. 614 

 615 
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It is noteworthy that in Scenario I, the sensors were placed near the structural boundary (see 616 

Figure 3(a)), and therefore, in the simulation the boundary-reflected S0 modes are prone to 617 

be mixed with the first-arrival S0 modes in Scenario I compared with Scenarios II and III. 618 

This mixing degrades the extraction of the accurate arrival time of first-arrival S0, leading to 619 

a pseudo spot (Figure 10(d)) to be identified. In addition, even though HVI spots in 620 

Scenarios II and III are highlighted in Figure 10(e) and (f) with noise-filtered signals, the 621 

detection accuracy and image focusing are still inferior, due to the interference from the S0 622 

modes reflected from the structural boundary in the simulation. To this end, a screening 623 

approach was recalled to exclude boundary reflections from the signals, and the 624 

consequently constructed images, Figure 10(g) ~ (i), show further enhanced accuracy and 625 

focusing. 626 

(a) (b)   
627 

 
628 
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(c) (d)  
629 

 
630 

(e) (f)  
631 

 
632 

(g) (h)  
633 

 
634 
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(i)  
635 

 
636 

Figure 10 Diagnostic images using in-situ measured AE signals for (a) Scenario I using 637 

raw signals; (b) Scenario II using raw signals; (c) Scenario III using raw signals; (d) 638 

Scenario I using noise-filtered signals; (e) Scenario II using noise-filtered signals; (f) 639 

Scenario III using noise-filtered signals; (g) Scenario I using noise-filtered and reflection-640 

screened signals; (h) Scenario II using noise-filtered and reflection-screened signals; and 641 

(i) Scenario III using noise-filtered and reflection-screened signals. 642 

 643 

 644 

6. Concluding Remarks 645 

The threat of HVI to orbiting spacecraft has been of great concern. Significantly different 646 

from other ordinary impacts, HVI features a transient loading process with localized, and 647 

extreme material deformation, distortion, and melting. In this study, HVI-induced AE waves 648 

and HVI-caused damage were studied numerically and experimentally. Using a series of 649 

downscaled two-layer shielding assembly, different impact velocities and shielding layer 650 

thicknesses were examined under normal and oblique impacts. A dedicated, hybrid modeling 651 

and simulation approach was developed, by integrating particle-based SPH and element-652 

based FE, which has been experimentally demonstrated to be accurate in depicting HVI-653 
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induced AE signals. In this experiment, lightweight and miniaturized PZT wafers were 654 

networked to perceive HVI-generated AE waves in an in-situ manner. Analysis of signals in 655 

the time and frequency domains have revealed that multiple wave modes, together with 656 

structural vibration, co-exist in captured AE signals, entailing appropriate signal processing 657 

and screening. An enhanced, delay-and-sum-based imaging algorithm was developed, 658 

capable of visualizing HVI spots in a pixelated image. This algorithm is capable of localizing 659 

HVI even though the sensors are placed far over 200 mm from the HVI spot. It is the 660 

dimension of the cavity in the two-stage light gas gun that limits the dimensions of the 661 

shielding layer and the sensor placement. The magnitudes of captured AE signals were in 662 

most circumstances out of the measurement range of the signal acquisition system, such that 663 

a signal attenuation module has to be designed, which implies that the maximum monitoring 664 

area can be much larger compared with the reported one. Combining theoretical analysis, 665 

numerical modeling, experimental validation, imaging algorithm, and built-in sensor 666 

network approach, this study has demonstrated an in-situ AE-based characterization 667 

framework towards HVI. The ratio of the amplitude between different wave components is 668 

to be analyzed, to try to determine if the shielding layer is punctured or not. The additional 669 

penalty brought to spacecraft by the HVI characterization system, including weight, size, 670 

and power, should be the primary concern to make this method useful to space engineering. 671 
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