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KEY POINTS 25 

 A dynamic methodology that disaggregates the controlling parameters rather than 26 

LSTs is proposed for DLST 27 

 Diurnal and annual temperature cycle models are used to help DLST 28 

 A modulation process that adds thermal details to coarse LSTs is incorporated 29 

 30 

 31 

 32 

 33 

 34 

 35 

  36 
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ABSTRACT 37 

The tradeoff between the spatial and temporal resolutions of satellite-derived 38 

land surface temperature (LST) gives birth to disaggregation of LST (DLST). 39 

However, the concurrent enhancement of the spatio-temporal resolutions of LST 40 

remains difficult, and many studies disregard the conservation of thermal radiance 41 

between pre- and post-disaggregated LSTs. Here, we propose a new dynamic 42 

methodology to enhance concurrently the spatio-temporal resolutions of 43 

satellite-derived LSTs. This methodology conducts DLST by the controlling 44 

parameters of the temperature cycle models, i.e., the diurnal temperature cycle (DTC) 45 

model and annual temperature cycle (ATC) model, rather than directly by the LST. To 46 

achieve the conservation of thermal radiance between pre- and post-disaggregated 47 

LSTs, herein we incorporate a modulation procedure that adds temporal thermal 48 

details to coarse resolution LSTs rather than straightforwardly transforms 49 

fine-resolution scaling factors into LSTs. Indirect validations at the same resolution 50 

show that the mean absolute error (MAE) between the predicted and reference LSTs 51 

is around 1.0 K during a DTC; the associated MAE is around 2.0 K during an ATC, 52 

but this relatively lower accuracy is due more to the uncertainty of the ATC model. 53 

The upscaling validations indicate that the MAE is around 1.0 K and the normalized 54 

mean absolute error (NMAE) is around 0.3. Comparisons between the DTC- and 55 

ATC-based DLST illustrate that the former retains a higher accuracy, but the latter 56 

holds a higher flexibility on days when background low-resolution LSTs are 57 

unavailable. This methodology alters the static DLST into a dynamic way and it is 58 

able to provide temporally continuous fine-resolution LSTs; it will also promote the 59 

design of DLST methods for the generation of high-quality LSTs. 60 

  61 
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1. INTRODUCTION 72 

Land surface temperature (LST), a variable that directly affects the longwave 73 

radiation emitting into the atmosphere, and the heat flux transferring downward into 74 

subsurface, is crucial to the net surface radiation and energy budget as well as a 75 

number of biogeochemical processes. As a physical relatively easy for precise 76 

measurements, LST has been becoming one of the many basic and important 77 

indicators for global climate change [IPCC, 2013].  78 

Thermal infrared sensors onboard satellites convey a unique approach to sample 79 

LST in an effective and low-cost way. To cover the majority of the earth's surfaces, a 80 

satellite sensor with a lower spatial resolution usually samples the surface with a 81 

wider swath, therefore leading to a more frequent revisit, and vice versa. Such a 82 

sampling style initiates a tradeoff between the spatial and temporal resolutions among 83 

satellite-derived LSTs. This dilemma gives rise to the disaggregation of remotely 84 

sensed land surface temperature (DLST), which at least dates back to 1980s [Dozier, 85 

1981]. The development of DLST continued but it experienced a slow development in 86 

the 1990s, due in part to the lack of satellite missions of thermal sensors within this 87 

period. Since the 2000s, DLST has again become the focus of researchers and has 88 

been experiencing a remarkable growth due to the availability of various spaceborne 89 

sensors that regularly sample LSTs (e.g., ETM+ and ASTER since 1999; MODIS 90 

since 1999 and 2002). In the recent decade, the significant growth has also been 91 

motivated by mounting requirements for monitoring surface evapotranspiration 92 

[Anderson et al., 2012] and urban thermal environment [Zhou et al., 2013], both 93 

regionally and globally. The past three-decade-long developments of DLST have 94 

resulted in a comprehensive literature survey by Zhan et al. [2013] and a 95 

generalization paradigm by Chen et al. [2014]. The recent years (2012- ) have 96 
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witnessed the further prosperity of DLST [Bindhu et al., 2013; Merlin et al., 2012; 97 

Sismanidis et al., 2015; Teggi and Despini, 2014].  98 

Throughout the development of DLST, most methods, except for a very few (e.g., 99 

Inamdar et al. [2008]) before 2012, usually disaggregated an instantaneous coarse 100 

LST into a fine-resolution one at a time − LST images at different time nodes were 101 

processed separately (hereafter this type of DLST is termed purely static). However, a 102 

notable feature of LST comes from its fast diurnal or annual dynamics − its variations 103 

are significant even within a short period (e.g., five minutes). The purely static DLST 104 

is thereby insufficient. Recent investigations have noticed this insufficiency and there 105 

exist three categories of approaches considering this dynamics.  106 

The first approach considers the fast dynamics of LST by integrating land 107 

surface models (hereafter this approach is termed DLSTLSM) [Mechri et al., 2014]. 108 

The DLSTLSM is relatively complex and not easy to implement at multiple spatial and 109 

temporal scales. The second approach directly disaggregates high-frequency thermal 110 

observations such as LSTs retrieved from geostationary satellites (hereafter termed 111 

DLSTGEOS), which already contain the information on LST dynamics [Addesso et al., 112 

2014; Bechtel et al., 2012; Inamdar and French, 2009; Keramitsoglou et al., 2013]. 113 

The DLSTGEOS has been more or less integrated the diurnal dynamics of LST into 114 

DLST [Zakšek and Oštir, 2012]. Nevertheless, most of this type of approaches remain 115 

disaggregating LSTs statically, wherein temperature cycle models are not 116 

incorporated, and therefore the disaggregated LSTs are temporally inextensible. That 117 

is, LSTs are only disaggregated at the time nodes at which thermal observations are 118 

available. This becomes more problematic when temporally sparse LSTs (e.g., LST 119 

products obtained by Landsat series) need to be disaggregated at a time node between 120 

two transits, because the time gap between transits is large.  121 
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To overcome the structural complexity of the DLSTLSM and the temporal 122 

inextensibility of the DLSTGEOS, the third approach makes a compromise between the 123 

previous two. It considers the fast dynamics of LST by resorting to temperature cycle 124 

models (hereafter it is termed DLSTTCM) − either by a diurnal temperature cycle 125 

(DTC) model [Zhou et al., 2013] or an annual temperature cycle (ATC) model [Weng 126 

et al., 2014]. The DLSTTCM is relatively simple when compared with the DLSTLSM 127 

while it becomes temporally extensible when compared with the DLSTGEOS. The 128 

DLSTTCM has received more considerations recently and it can even be used to 129 

estimate subpixel component surface temperatures [Quan et al., 2014a].  130 

Though advancements have been made on the DLSTTCM, the following 131 

challenges remain. First, temperature cycle models in the DLSTTCM were only used 132 

for fitting disaggregated LST time series; the information on surface physical 133 

properties contained in the controlling parameters of the dynamic models remains 134 

unexplored. LST is a variable regulated by both surface physical properties and 135 

atmospheric status, two facets that, respectively, control the local thermal 136 

heterogeneity and the large-scale thermal background of the surface-atmosphere 137 

interaction. Previous approaches that solely concentrate on LST but hardly pay close 138 

attention to the controls of LST dynamics are methodologically insufficient and, as a 139 

result, make the concurrent enhancement of the spatial and temporal resolutions 140 

difficult. Second, the success of the two benchmark DLST methods, i.e., Kustas et al. 141 

[2003] and Agam et al. [2007], can be attributable to the inclusion of the modulation 142 

process that aims to keep the approximate consistency of thermal radiance (usually 143 

approximated as LST) between pre- and post-disaggregated LSTs at a certain block of 144 

pixels [Zhan et al., 2011]. Nevertheless, such a modulation process was ignored by 145 

many previous approaches that are based on temperature cycle models, making the 146 
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pre- and post-disaggregated LSTs no longer consistent. Finally, previous DLSTTCM 147 

was performed within either the DTC or the ATC − these two cycles were rarely 148 

investigated together. The DTC and ATC models are nevertheless interrelated because 149 

both of them are constructed based on the heat conduction equation when constrained 150 

by the surface energy balance (SEB) formula as boundary condition [Zhan et al., 151 

2014].  152 

Facing these challenges, our current study continues to use temperature cycle 153 

models that have been adopted by the DLSTTCM to solve the temporal inextensibility. 154 

To achieve the concurrent disaggregation of the spatial and temporal resolutions 155 

during a cycle, this study disaggregates the controlling parameters of temperature 156 

cycle models (e.g., thermal inertia) rather than the LSTs directly. In addition, this 157 

study incorporates the modulation process to keep the approximate consistency 158 

between pre- and post-disaggregated LSTs, while it parameterizes the SEB equation 159 

to investigate the DTC- and ATC-based DLST together.  160 

We should clarify that this article is closely related to Zhan et al. [2013] and 161 

Chen et al. [2014]. The former is a comprehensive literature survey on DLST; the 162 

latter is a generalized paradigm and it identified the three basic principles underlying 163 

DLST. While this present paper intends to design a fully dynamic methodology 164 

(rather than a single method or algorithm) for practitioners to conduct DLST. We 165 

consider this dynamic methodology will be promising for promoting the generation of 166 

temporally continuous high-quality LSTs towards further enhancing the applications 167 

of DLST.  168 

 169 

 170 

  171 
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2. METHODOLOGY 172 

This section firstly provides a brief introduction of steps used to perform a 173 

dynamic DLST, which is then followed by detailed explanations.  174 

2.1. Method steps 175 

The general flowchart is presented in Figure 1. The input data include sequential 176 

low-resolution LSTs (Tlow) and high-resolution scaling factors (i.e., NDVIhigh and 177 

albedohigh, high-resolution NDVI and albedo); the output are temporally continuous 178 

high-resolution LSTs (Thigh). We have the following six steps:  179 

Step 1: Interpolate temporally discrete low-resolution LSTs (i.e., Tlow) using a 180 

temperature cycle model f(Xlow, t), wherein Xlow are the controlling parameters at 181 

the low resolution. It can be a DTC model given by Eq. (1) or an ATC model 182 

given by Eq. (2). This step corresponds to Figure 1a and it will be further 183 

explained in Section 2.2.  184 

Step 2: Resample the available NDVIhigh and albedohigh to obtain their low-resolution 185 

counterparts (NDVIlow and albedolow).  186 

Step 3: Perform the statistical regression between Xlow from Step 1 and the resampled 187 

NDVIlow and albedolow from Step 2 using Eqs. (3) or (4) to obtain the coefficients 188 

C.  189 

Step 4: Calculate the chosen parameters of the dynamic models at high-resolution 190 

(i.e., Ẍhigh) and at low-resolution (i.e., Ẍlow), respectively, based on the statistical 191 

coefficients (C) from Step 3 and scaling factors at high- and low-resolution. Steps 192 

3 and 4 correspond to Figure 1b and they will be explained in Section 2.3.  193 

Step 5: Estimate the temporal thermal details derived from NDVI and albedo by 194 

subtracting f(Ẍlow, t) from f(Ẍhigh, t).  195 
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Step 6: Combine the thermal details obtained from Step 5 and the background 196 

low-resolution LSTs to obtain the disaggregated LSTs (Thigh) using Eq. (5). Note 197 

that background LSTs are set as the original low-resolution LSTs at times when 198 

observations are available. They can be estimated using f(Xlow, t) once DLST 199 

needs to be performed at an arbitrary time. Steps 5 and 6 correspond to Figure 1c 200 

and they will be explained in Section 2.4.  201 

 202 

2.2. Dynamic modeling of LST by controlling parameters 203 

Temperature cycle models are the prerequisite of a dynamic DLST. The majority 204 

of such models are derivatives of the solution to the heat conduction equation within 205 

semi-infinite media when constrained by a boundary condition given by the SEB 206 

equation. When the temporal domain is set as a day, a thermal-inertia-based DTC 207 

model (hereafter termed DTC-TI) can be obtained [Huang et al., 2014]. Similarly, a 208 

simple solution to the heat conduction equation constrained by a harmonic variation 209 

of solar radiation, i.e., the sine function (hereafter termed ATC-SI), can be obtained 210 

once this temporal domain is set as an annual cycle [Zhan et al., 2014].  211 

2.2.1. Thermal-inertia-based diurnal temperature cycle model (DTC-TI) 212 

To map the thermal inertia of land surfaces, many approaches were proposed 213 

based on remotely sensed LSTs [Sobrino and El Kharraz, 1999]. These approaches 214 

can be adapted to model the DTC [Cracknell and Xue, 1996]. This study adopts a 215 

DTC model (DTC-TI) simplified from Zhan et al. [2014], written as:  216 

 s DTC-TI d d p
1

( ) ( , , , , ) ( 0.5 ) ( ) ( )
n

T t f T P h t T t t M n J tσ σ
∞

=

= = + − ⋅ + ⋅  (1) 217 

where Ts (t) represents the temporal LSTs. It is a function (i.e., fDTC-TI) of the thermal 218 

inertia P, daily mean temperature Td, the linear coefficient of upward fluxes, h, which 219 
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is a measure of the surface-atmosphere interaction, and the day-to-day temperature 220 

change rate σ; tp is the total seconds in a DTC (24×3600 s); and M(n) and J(t) are two 221 

intermediate functions of P, h, and Td [Zhan et al., 2014].  222 

This study uses the DTC-TI rather than semiempirical DTC models, which 223 

divides the diurnal cycle into two relatively independent processes that separate 224 

around mid-afternoon [Göttsche and Olesen, 2001]. This is because the latter have at 225 

least five parameters and thus requires at least five observations per daily cycle to get 226 

a stable solution, which is hard to satisfy with the tandem polar-orbiting 227 

satellite-derived LSTs such as MODIS/LSTs. The number of parameters in some 228 

semiempirical models can be reduced to four when assuming the day-to-day LST 229 

difference is zero; this setting may however leads to large errors with only four 230 

observations during a DTC. By comparison, besides σ, only three parameters are 231 

required in the DTC-TI, facilitating the DTC modeling with only four observations. 232 

We need to clarify that both the DTC-TI and semiempirical DTC models are suitable 233 

for this dynamic DLST once there are adequate thermal observations per daily cycle.  234 

2.2.2. Annual temperature cycle model (ATC-SI) 235 

The ATC-SI is usually given by the following [Bechtel, 2012]:  236 

 ATC-SI a y a y( ) ( , , , ) sin(2 365 )T t f T T t T T tφ π θ= = + +  (2) 237 

where Ta, Ty, and  are the annual mean, yearly amplitude, and phase shift of LST 238 

variations during an ATC. This simple ATC-SI uses the standard harmonic function to 239 

represent the ATC and disregards the short-period LST variations due to weather 240 

change [Zhan et al., 2014]; it however has demonstrated its accuracy and usefulness 241 

in ATC modeling [Bechtel, 2015].  242 

 243 
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2.3. Quantification of the DTC and ATC parameters by scaling factors 244 

For most previous DLST methods, the relationships between LSTs and optical 245 

reflectance (or the reflectance-based index such as NDVI) were quantified by a 246 

regression using samples (i.e., pixels) within an image [Agam et al., 2007]. Similarly, 247 

herein for the DTC, we relate two of its parameters – daily mean temperature Td and 248 

thermal inertia P – to the chosen scaling factors at the low resolution. A simple 249 

quadratic function is employed for this task, given as follows:  250 

 
DTC-low d low

11 12 13 14 15 16 2 2
low low low low low low

21 22 23 24 25 26

( , )
, , , , ,

(1, , , , , )
, , , , ,

T

T

T P
c c c c c c
c c c c c c

α ν α ν α ν

= = ⋅

 
= ⋅ 
 

X C K
 (3) 251 

where XDTC is the vector of the two DTC parameters, written as (Td, P)T, and the 252 

subscript ‘low’ means regression is performed at the low resolution; C is the 253 

coefficient vector 11 12 13 14 15 16

21 22 23 24 25 26

, , , , ,
, , , , ,

c c c c c c
c c c c c c
 
 
 

, where the first and second rows 254 

represent the regression coefficients for Td and P, respectively; and K is the scaling 255 

factor vector (1, α, ν, α∙ν, α2, ν2)T, where α and ν are the albedo and NDVI, 256 

respectively.  257 

Albedo and NDVI have been shown capable of explaining the LST variations 258 

over heterogeneous areas [Dominguez et al., 2011], as they are two of the most 259 

important controls that impact the surface energy budget and therefore the LST. It is 260 

natural that the daily mean LST (Td) is related to albedo and NDVI. Physically, it is 261 

also expected that the thermal inertia P, a parameter to a certain extent that reflects the 262 

diurnal LST range [Xue and Cracknell, 1995], is also related to albedo and NDVI 263 

[Duan et al., 2014], e.g., a pixel with a higher NDVI usually possesses a higher P. 264 

These statistical relationships and the associated significance analysis are further 265 

provided in Section 4.2.1. As in Dominguez et al. [2011], we employ the quadratic 266 
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function rather than the linear one to quantify the complex relationships while rather 267 

than the high-degree polynomials to avoid over-fitting.  268 

For the ATC, we again relate two of its variables – annual mean LST Ta and 269 

yearly amplitude Ty – to the scaling factors, given as follows:  270 

 
ATC-low a y low

11 12 13 14 15 16 2 2
low low low low low low

21 22 23 24 25 26

( , )

, , , , ,
(1, , , , , )

, , , , ,

T

T

T T

c c c c c c
c c c c c c

α ν α ν α ν

= = ⋅

 
= ⋅ 
 

X C K
 (4) 271 

where XATC is the vector of the two ATC parameters, written as (Ta, Ty)T. Note that 272 

currently α  and ν  are the annual mean albedo and NDVI, respectively, rather than 273 

the values on a specific day or in a short period as that for the DTC. Ta and Ty in the 274 

ATC model are comparable to Td and P in the DTC model. They respectively denote 275 

the mean and amplitude of LST in a periodic cycle. It is therefore reasonable that Ta 276 

and Ty are also statistically related to NDVI and albedo. The statistical significance of 277 

such relationships during an ATC are illustrated in Section 4.2.2.  278 

 279 

2.4. Prediction of high-resolution LSTs by adding sequential thermal details 280 

A successful DLST requires the approximate conservation of thermal radiance 281 

(usually in the form of conservation of LSTs in simple cases). This indicates that the 282 

thermal radiance within a low-resolution pixel block should be equal to the mean of 283 

the thermal radiance of all the subpixels within this identical pixel block. To retain 284 

such a conservation, it is unsuitable to estimate high-resolution LSTs directly by 285 

multiplying high-resolution scaling factors by the associated coefficients (e.g., Thigh = 286 

a∙νhigh, where a is the linear coefficient between NDVI and LST). Rather, 287 

high-resolution LSTs should be estimated by a modulation process performed by 288 
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adding low-resolution LSTs and thermal details (e.g., Thigh = Tlow + a∙νhigh – a∙νlow) 289 

[Kustas et al., 2003].  290 

To keep the radiance conservation between pre- and post-DLST, this study uses a 291 

similar strategy in the dynamic methodology for disaggregating LSTs, which is given 292 

as follows:  293 

 high low high low

high low high low

( ) ( ) ( , ) ( , )

( , ) ( , )

  = + −  


= ⋅

 

 

t t f t f tT T X X

X X C K K
 (5) 294 

where Thigh (t) and Tlow (t) are the disaggregated high-resolution LSTs and 295 

background low-resolution LSTs, respectively; and f(∙) is the temperature cycle model 296 

(i.e., the DTC or ATC models). Physically speaking, DLST by Eq. (5) can be 297 

perceived as a process by combining the background low-resolution LSTs and thermal 298 

details, which are derived as a function of the differences between the high- and 299 

low-resolution scaling factors (i.e., the high frequency details of scaling factors). 300 

Differing from the static DLST, in dynamic methodology temporal thermal details are 301 

retrieved. Note that although the incorporation of background LSTs is able to improve 302 

the accuracy of DLST, the radiance conservation is likely to be undermined at times 303 

when background LSTs are indirectly interpolated rather than directly observed 304 

[Quan et al., 2014a].  305 

 306 

2.5. Implementation details 307 

(1) Elimination of the grid effect 308 

The direct implementation of this dynamic DLST by Eq. (5) will suffer from a 309 

grid effect – disaggregated high-resolution LSTs will locally aggregate as a larger 310 

block with the size of the low resolution [Zhan et al., 2013]. To overcome this issue, a 311 

low-pass filter, which is a mean filter with a window size of Rlow/Rhigh (i.e., the ratio 312 
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between the low- and high-resolution), was adopted to smooth the background LSTs 313 

[Anderson et al., 2011].  314 

(2) Determination of the parameters of the DTC-TI and ATC-SI at low-resolution 315 

As both the DTC-TI and ATC-SI are nonlinear, their associated parameters were 316 

solved by a nonlinear least square method. To fulfill this task, the ‘lsqnonlin’ function 317 

in MATLAB (version: 2014b) was used, which by default employs the 318 

Levenberg-Marquardt algorithm for numerical iteration. Starting values for iteration 319 

as well as lower and upper boundaries are required for the model parameters before 320 

calculation. For the DTC model, the starting value vector for its four parameters, i.e., 321 

Td (unit: K), P (unit: J∙s−1/2∙m−2∙K−1), h (unit: W∙m−2∙K−1), and σ (unit: K∙d−1), was 322 

given as (270, 2500, 20, 0). While the corresponding lower and upper boundary 323 

vectors were set as (250, 500, 5, −5) and (350, 6000, 50, 5), respectively. For the ATC 324 

model, the starting value vector for Ta (unit: K), Ty (unit: K), and  (unit: rad), was 325 

given as (300, 10, 4); and the lower and upper boundaries were set as (250, 0, 0) and 326 

(350, 100, 2π), respectively.  327 

(3) Determination of the parameters of the DTC-TI and ATC-SI at high-resolution 328 

At high-resolution, Td and P in the DTC model, and Ta and Ty in the ATC model 329 

can be decided by Eqs. (3) and (4) by substituting their subscripts with ‘high’. By 330 

comparison, h, σ, and  are more related to climate and weather conditions rather than 331 

surface scaling factors. These variables at the high-resolution were directly given as 332 

those corresponding values at low-resolution. This is reasonable because 333 

climate-related conditions are mostly similar across adjacent pixels.  334 

 335 
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2.6. Clarifications on methodology thoughts 336 

Given the aforementioned flowchart and the associated explanations for this 337 

dynamic DLST, its implementation seems not easy. The thought of this study is 338 

nevertheless simple − it can be perceived as an extension of the classical 339 

transform-based (e.g., Principal-Component-Analysis (PCA) based or 340 

Intensity-Hue-Saturation based) methods for optical image fusion, which have been 341 

implemented for long in most commercial software on remote sensing image 342 

processing. Three steps are usually needed in such methods: (1) the low-resolution 343 

multispectral images are transformed into a new space by, say, the PCA. (2) The 344 

principle component is substituted by the high-resolution panchromatic image. (3) 345 

These new components are then transformed back to multispectral images with 346 

high-resolution by the inverse PCA.  347 

By analogy, this methodology also contains three similar steps. For the first step, 348 

this study also makes a ‘transform’, not by a statistical way such as the PCA but by a 349 

dynamic model of LST (the DTC or ATC model) derived from the heat conduction 350 

equation when constrained by the SEB equation as the boundary condition. By this 351 

step, a set of ‘components’, say, Ta, Ty, and  for the ATC model, are obtained. 352 

Second, the ‘important components’, are substituted with scaling factors. However, 353 

herein ‘components’ cannot be replaced by scaling factors directly, as they are 354 

physically different. A local regression within an image between ‘components’ and 355 

scaling factors is needed before this substitution. Third, the new ‘components’ are 356 

transformed back into LSTs by dynamic models. However, herein this inverse 357 

transform is further modulated by a procedure that aims to keeping the conservation 358 

of thermal radiance between low- and high-resolution LSTs. More discussions on the 359 
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relations of the method thoughts between this methodology and previous methods will 360 

be given in Section 5.1.  361 

 362 

 363 

  364 
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3. STUDY AREA AND DATA 365 

The study area covers the Beijing metropolis (see Figure 2), with an area of 366 

80×80 km2 and the center located at 39°54′23″ N, 116°23′29″ E. The Beijing 367 

metropolis is located in the northern tip of the North China plain. Its northern and 368 

western territories are mainly mountains, while cropland dominates the eastern and 369 

southern regions. This area was selected because of the following regards. (1) It 370 

contains relatively complex land covers including urban surfaces, cropland, and 371 

forests. (2) Its surface is characterized by high heterogeneity, facilitating the testing of 372 

the method performance. (3) Across an annual cycle, significant surface urban heat 373 

island (SUHI) when compared with its rural background has been observed over the 374 

Beijing metropolis [Zhou et al., 2013], wherein DLST can be potentially useful for 375 

investigating the detailed spatio-temporal patterns of SUHI.  376 

Four types of MODIS produces collected in 2012 were used and they include the 377 

1-km MOD11A1 (1454 scenes of images) and MYD11A1 (1457 scenes of images), 378 

based on which daily LSTs and the associated acquisition times were extracted, 1-km 379 

MOD13A2 (92 scenes of images, NDVI was extracted), and 1-km MCD43B3 (181 380 

scenes of images, the shortwave black-sky albedo was extracted). LSTs were 381 

frequently polluted by clouds, and only a small part of pixels has valid values for all 382 

the four transits during a DTC. To facilitate the diurnal modeling as well as to test the 383 

performance of the dynamic methodology within an entire annual cycle, composite 384 

rather than the original MODIS products were used hereafter as the basis for 385 

validations. To obtain composite products unaffected by clouds as much as possible, 386 

the associated MODIS LSTs were composited month-by-month [Jin and Dickinson, 387 

1999], which is longer than the standard 8-day LST products. The associated ATC 388 
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and DTC modeling were both based on these composite data. More discussions on the 389 

impacts of the use of composite products will be provided in Section 5.2.1.  390 

 391 

 392 

  393 
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4. VALIDATION 394 

4.1. Validation strategy 395 

Two strategies were used for validation (see Figure 3).  396 

Strategy-1: The first is an indirect validation that compares the original 1-km 397 

MODIS LSTs with the LSTs simulated by replacing X with Ẍ. For the DTC, this 398 

meant that Td and P derived from Eq. (1) were substituted with those predicted from 399 

Eq. (3) based on the 1-km NDVI and albedo; for the ATC, it meant that Ta and Ty 400 

derived from Eq. (2) were substituted with those predicted by Eq. (4). Strategy-1 aims 401 

to judge whether this substitution leads to large errors in modeling of LSTs. This 402 

strategy is indicative for the performances of the DTC- and ATC-based DLST 403 

methods, because the accuracy of this substitution directly determines the final 404 

disaggregation accuracy. This strategy corresponds to Section 4.2.  405 

Strategy-2: The second strategy was performed by the 406 

upscaling-and-then-downscaling method. It includes the following three steps. (1) 407 

The original 1-km MODIS LST image was upscaled into a coarser-resolution (e.g., 5 408 

and 8 km in this study) image. (2) The upscaled low-resolution LST image was then 409 

disaggregated back into an image of 1-km resolution, during which the 1-km NDVI 410 

and albedo data were used as the scaling factors. (3) The disaggregated 1-km LST 411 

image was compared with the original 1-km MODIS LST image. This strategy is 412 

frequently employed for validating DLST methods, because high-resolution LSTs for 413 

comparison are not always available [Agam et al., 2007; Rodriguez-Galiano et al., 414 

2012]. This strategy corresponds to Section 4.3.  415 

The spatially derived mean absolute error (MAE) was used to assess the DLST 416 

accuracy, i.e., the differences between the disaggregated and reference LSTs. The 417 

MAE only provides an overall assessment; we therefore also presented the histograms 418 
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as well as the spatial variations of the differences between the disaggregated and 419 

reference LSTs for a more detailed validation. In further consideration that both the 420 

MAE and histogram only offer an absolute comparison, this study additionally used 421 

the normalized MAE (NMAE) (calculated as the ratio between MAE and standard 422 

deviation), wherein the standard deviation was derived spatially based on the LSTs 423 

within the reference image.  424 

Once adequate thermal observations are available within either a diurnal or an 425 

annual cycle, DLST can be performed based on either the DTC or the ATC model, 426 

which hereafter are termed the DTC- and ATC-based DLST, respectively. Validations 427 

within a DTC are provided in Sections 4.2.1 and 4.3.1, while those within an ATC are 428 

in Sections 4.2.2 and 4.3.2.  429 

 430 

4.2. Validation at the same resolution 431 

4.2.1. Within a DTC 432 

The monthly variation of the statistical significance of the daily mean LSTs (Td) 433 

and thermal inertia (P) against the scaling factors (i.e., NDVI and albedo) are 434 

provided in Figure 4a. These results show that both Td and P generally have a close 435 

relationship with the scaling factors, with all the fitted significance level < 0.001. In 436 

detail, the r-square between thermal inertia and scaling factors is around 0.5 in most 437 

of the months except July, during which the r-square is 0.16. Td is significantly related 438 

to the scaling factors from April to October, with the r-square greater than 0.6, 439 

whereas the associated r-square is relatively lower in winter and early spring (i.e., 440 

December through March).  441 

The lower significance for thermal inertia during July is likely because of the 442 

heavy cloud cover in this period − the percent of pixels simultaneously cloud-free at 443 
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the four transit times is only 7.84%. Such a small amount of cloud-free pixels, 444 

together with the associated precipitation (more clouds usually indicate more 445 

precipitation in July over Beijing), weakens the relationships between thermal inertia 446 

and the two scaling factors and probably contributes to the low r-square in July. 447 

Similarly for Td, the lower significance in winter and early spring is due in part to that 448 

cloud-free LSTs in this period are also scarce − the percent of cloud-free pixels for 449 

these four months is only 12.4%, around half of the percentage in other months. Such 450 

a low significance may also be because the low NDVI values around winter are less 451 

capable of explaining Td.  452 

To show that whether or not a statistical relationship such as Eq. (3) to 453 

approximate Td and P leads to high errors for the diurnal modeling, the accuracies of 454 

the modelled LSTs were assessed. The histograms of the modeled differences 455 

between the predicted and original MODIS LSTs at the four transit times are given by 456 

Figure 4b. In addition, the spatial variations of the MAEs between the predicted and 457 

reference LSTs for daytime and nighttime are shown in Figure 5. These assessments 458 

reveal that the accuracy is higher during nighttime than daytime, with the MAEs of 459 

1.34 and 1.16 K for Aqua- and Terra-day, respectively, and 0.98 and 1.01 K for Aqua- 460 

and Terra-nig, respectively. The higher errors by day do not mean that DTC-TI is less 461 

suitable for modeling daytime LSTs; it is simply owing to the spatial variations of 462 

LST within the associated image, which have the following order when listed from 463 

the highest to lowest: Aqua-day, Terra-day, Terra-nig, and Aqua-nig. Further 464 

calculations demonstrate that the overall bias between the reference and prediction is 465 

only −0.01 K. These results suggest that the statistical relationship by Eq. (3) is 466 

acceptable for the diurnal modeling. The evaluations further illustrate the predicted 467 

LST errors at daytime (see Figure 5a) are generally unrelated to the land cover types 468 
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(i.e., Figure 2); at nighttime however, the errors and land cover types are related (see 469 

Figure 5b), particularly for the urban and mountainous areas. This implies a lower 470 

performance of the two chosen scaling factors to explain the spatial variations of 471 

LSTs at nighttime. Such a phenomenon is probably because anthropogenic heat and 472 

urban street geometry outperform the albedo and NDVI in explaining the LST 473 

variations over urban areas during nighttime [Quan et al., 2014b]. More discussions 474 

on the capability of scaling factors are provided in Section 5.2.1. 475 

4.2.2. Within an ATC 476 

The relationships between the two ATC model parameters (i.e., Ta and Ty) and 477 

the scaling factors (i.e., annual mean NDVI and albedo) at the four transit times are 478 

provided in Table 1a. These results indicate that both Ta and Ty are significantly 479 

related to the annual mean NDVI and albedo, with the mean r-squares of 0.73 and 480 

0.60, respectively, all with the significance below the 0.01-level. Our results also 481 

confirm that  is less significantly related to the scaling factors – its r-square on 482 

average is 0.25 lower than Ta and Ty. This is because according to its definition, the 483 

phase is more controlled by climate rather than land surface status. These assessments 484 

further elucidate that the statistical relationships are the most significant for Terra-day 485 

whereas the most irrelevant for Aqua-nig. This can be attributable to that NDVI and 486 

albedo play a greater role on determination of daytime Ta and Ty than nighttime ones.  487 

To show that whether the statistical relationship given by Eq. (4) to approximate 488 

Ta and Ty results in high errors for the annual modeling, the histograms of the 489 

differences between the predicted and reference LSTs at the four transit times are 490 

offered in Figure 6. Interestingly, these four histograms demonstrate that the 491 

nighttime errors are generally Gaussian-distributed, while those daytime errors are not. 492 

They are characterized by a bimodal distribution, probably because of the differences 493 
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between the aggregated monthly LSTs and those ATC-fitted ones. Calculations 494 

suggest that the MAEs are 2.35 and 1.14 K for the daytime and nighttime 495 

observations (see Table 1 for details). These MAEs are not small for validations at the 496 

same resolution; however, most of these errors are derived from the ATC model, 497 

which simplifies the annual variations of LSTs as sinusoidal. For the mean MAE 498 

(1.74 K), 91% of its error (1.58 K) are from the ATC model rather than 499 

disaggregation, and the mean increment of MAE when combining the scaling factors 500 

and the associated regression coefficients to represent Ta and Ty is only 0.16 K. 501 

Indirectly, this minor increase of error indicates that the chosen scaling factors are 502 

able to explain LST variations by Eq. (4).  503 

 504 

4.3. Validation through spatial upscaling 505 

4.3.1. Within a DTC 506 

Within a DTC, the monthly variations of the MAEs between the disaggregated 507 

and reference LSTs using the DTC-based DLST are given in Figure 7. The overall 508 

mean MAEs are 0.54 and 0.68 K for disaggregation from 8 and 5 to 1 km, 509 

respectively. The accuracy from 5 to 1 km is slightly higher than that from 8 to 1 km, 510 

owing to the lower resolution difference. These results also reveal that, judged by the 511 

MAE from 5 to 1 km, the annual mean disaggregation accuracy is generally lower 512 

during daytime than nighttime, with the decreasing accuracy order of Terra-nig, 513 

Aqua-nig, Terra-day, and Aqua-day, and with the mean MAEs of 0.45, 0.48, 0.56, and 514 

0.69 K, respectively. During daytime, the accuracy is particularly lower in March and 515 

August. While during nighttime, the accuracy is notably lower in January. Additional 516 

assessments however indicate that this variation of accuracy is probably more due to 517 

the thermal contrast rather than the model performance. The associated NMAEs are 518 
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0.31, 0.32, 0.28, and 0.31 for Terra-day, Aqua-day, Terra-nig, and Aqua-nig, 519 

respectively. This low in-between difference of NMAE implies that the performance 520 

of this dynamic methodology at these four different times of day is similar. 521 

Evaluations further indicate that the monthly variations of the accuracy denoted by the 522 

NMAE is also low (Figure 7c).  523 

The associated spatial variations of the annual mean MAEs between the 524 

reference and predicted LSTs are shown in Figure 8. The errors during daytime are 525 

higher than nighttime because of the greater spatial variations of LST in the former 526 

period, also evidenced by Figure 7. Under Strategy-2 when using background LSTs 527 

for modulation, the spatial patterns of LSTs at both daytime and nighttime becomes 528 

unrelated to the distribution of land cover types, especially when compared with those 529 

close relations as show in Figure 5b. Such a phenomenon confirms the validity of the 530 

modulation procedure for DLST. Though featured by an acceptable accuracy, the 531 

disaggregated LSTs are more fragmented especially during daytime, when compared 532 

to the reference LSTs (see Figure 9). This is probably owing to the use of the 1-km 533 

NDVI and albedo spatially aggregated from a finer spatial resolution (e.g., 250 m) as 534 

scaling factors, wherein no point spread function (PSF) was employed for the spatial 535 

aggregation. This fragmentation effect will weaken once a PSF is used for spatial 536 

aggregation [Zhan et al., 2013].  537 

4.3.2. Within an ATC 538 

The monthly variations of the MAEs between the disaggregated and reference 539 

LSTs using the ATC-based DLST are provided in Figure 10. The mean MAEs of the 540 

four daily transits are 0.72 and 0.83 K for disaggregation from 5 to 1 km and from 8 541 

to 1 km, respectively. Once more, the disaggregation accuracy is observed higher 542 
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during daytime than nighttime, once judged from the MAEs. This observation is 543 

similar to that obtained via the DTC-based DLST.  544 

Nevertheless, the month-by-month variations of accuracy derived from the 545 

ATC-based DLST are relatively lower than those DTC-based variations (see Figure 546 

11). This is most likely due to that the ATC-based strategy performs DLST using all 547 

the data within an entire year, while the DTC-based strategy fulfills this process with 548 

only the temporally adjacent data. Though the ATC-based DLST holds a lower 549 

accuracy, it has a higher flexibility when compared with the DTC-based DLST. The 550 

DTC-based DLST can only be applied on the specific day when background 551 

low-resolution LSTs are of availability, otherwise DLST by this approach would be 552 

inapplicable. By comparison, the ATC-based DLST remains workable on days when 553 

background LSTs are unavailable, because they can be predicted once there are 554 

adequate background LSTs on the other days within an annual cycle [Bechtel, 2015]. 555 

This advantage becomes clearer, for example, when LSTs retrieved from infrequent 556 

satellite sensors (e.g., Landsat-8 TIRS) need to be disaggregated from ~100 m to 30 m 557 

on days when there is no thermal observations for the study area.  558 

 559 

 560 

  561 
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5. DISCUSSION 562 

5.1. Similarities and differences with previous DLST methods 563 

As introduced in Section 1, the recent years have witnessed the progress of the 564 

spatio-temporal DLST, which stresses on the fast dynamics of LST at multiple time 565 

scales. This includes the use of geostationary LSTs [Kolios et al., 2013; Mecikalski et 566 

al., 2013; Wu et al., 2015; Zakšek and Oštir, 2012], a temperature cycle (e.g., DTC or 567 

ATC) model [Quan et al., 2014a; Weng et al., 2014], a combination of geostationary 568 

LSTs and a DTC model [Weng and Fu, 2014; Zhou et al., 2013], or a land surface 569 

model (LSM) [Kallel et al., 2013; Mechri et al., 2014].  570 

Compared with the studies based on geostationary LSTs, the proposed 571 

methodology no longer requires hourly or sub-hourly background LSTs. We yet 572 

inherit the thought of Zhou et al. [2013] that DLST can be conducted through the 573 

controlling parameters of temperature cycle models rather than the LSTs. Parts of the 574 

DTC parameters in Zhou et al. [2013] were determined by land cover types. By 575 

contrast, this study resolves the DTC parameters by regression with scaling factors. In 576 

theory, the determination of DTC parameters by land cover types can be perceived as 577 

a kind of simple piecewise and discrete regression. We also inherit the thought of 578 

Zakšek and Oštir [2012], that a transform (i.e., PCA) is conducted in advance and 579 

DLST can be subsequently performed to the resultant parameters rather than the LSTs. 580 

By incorporating temperature cycle models, the ‘transform’ used herein is physically 581 

rather than statistically based (i.e., as denoted by the PCA). More importantly, our 582 

current study additionally emphasizes the importance of retaining the conservation of 583 

thermal radiance across spatial scales, as achieved by the modulation procedure.  584 

This study is interlinked with Quan et al. [2014a] by merging neighborhood 585 

information to improve the dynamic modeling of LSTs. Neighborhood information 586 
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within images has been illustrated effective to promote hyperspectral image 587 

processing for more than a decade [Plaza et al., 2009]. This study nevertheless differs 588 

from Quan et al. [2014a] in two regards. First, its aim is DLST rather than diurnal 589 

modeling. Second, the use of scaling factors is more straightforward than using 590 

endmembers. While compared with the studies that assimilate a complex LSM with 591 

numerous variables as inputs, this methodology gives up the modelling of 592 

surface-atmosphere interaction but adopts a compromised solution through a highly 593 

simplified LSM. Such a simplification results in its incapability on cloudy days but it 594 

greatly reduces the number of inputs.  595 

Compared with the spatio-temporal fusion of LSTs from multiple sources, this 596 

study is similar by integrating multi-source data with various resolutions. While 597 

differing from the fusion-based DLST, herein a series of temporal background LSTs 598 

and several fine-resolution scaling factors are integrated. Such a difference enables 599 

the possibility of generating LSTs with a resolution finer than the resolution of LST 600 

while equivalent to the resolution of scaling factors. In addition, dynamic models of 601 

LSTs were incorporated, which enables the generation of temporally continuous LSTs. 602 

We yet recognize that the fusion-based DLST is a good option for merging LSTs from 603 

multiple sources; a better way to improve DLST, therefore, may be from the 604 

integration of these two categories of methodologies.  605 

 606 

5.2. Prospects and problems 607 

5.2.1. Prospects 608 

(1) Prospects for generation of true temporally continuous high-resolution LSTs 609 

This study employed monthly composites of LSTs rather than LSTs per daily 610 

cycle for the aforementioned validations. The use of monthly composite data may 611 
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likely affect the diurnal modeling especially at around sunrise. This is because the 612 

DTC model is usually constructed within a single daily cycle, while the sunrise 613 

moment, at which LST begins to rapidly increase, changes day by day (e.g., the 614 

sunrise difference is about 20 min within July in Beijing) and therefore control the 615 

LST dynamics [Göttsche and Olesen, 2001]. In addition, DLST through such a 616 

composition process only provides climatologically averaged high-resolution LSTs, 617 

i.e., the specific variations of the meteorological variables that disturb the LSTs within 618 

a month have been ‘averaged’. We need to clarify in particular that the monthly 619 

composition herein only aims at testing the general applicability of the proposed 620 

dynamic methodology across an entire annual cycle. Such a composition nevertheless 621 

does not invalidate the application of this dynamic methodology in a single diurnal 622 

cycle. Practitioners just need to replace the monthly composite with instantaneous 623 

data, and true temporally continuous LSTs can be reproduced accordingly, once there 624 

are adequate valid LST pixels (i.e., under clear sky) for the four daily transits of 625 

MODIS LSTs.  626 

(2) Prospects for better scaling factors 627 

This study combined the NDVI and albedo as scaling factors. This is mostly 628 

suitable as indicated by the validations in Section 4, but it may be less feasible over 629 

areas where the NDVI and albedo are not the only controlling factors of LST. 630 

Nevertheless, this scenario barely undermines the steps of this methodology. For static 631 

DLST, various suitable scaling factors have been designed for particular areas. DLST 632 

over such areas may incorporate additional predictors related to local terrains (e.g., 633 

digital elevation model), land use/land cover, impervious percentage, multispectral 634 

reflectance (also including indices based on multispectral reflectance), and even 635 

high-resolution thermal radiance [Bechtel et al., 2012; Zhan et al., 2013]. Under this 636 
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dynamic methodology, the previously designed predictors may be also applicable, and 637 

practitioners only need to update Eqs. (3) and (4) with the chosen predictors.  638 

(3) Prospects for relevant applications 639 

This dynamic methodology has prospects for enhancing relevant applications 640 

such as remote sensing of surface urban heat island and surface evapotranspiration. 641 

First, the generated fine-resolution LSTs guarantee such applications in relatively 642 

small regions. Second, the produced temporally continuous LSTs facilitate the 643 

temporal upscaling of surface fluxes or heat islands during a variety of time scales; 644 

they also provide climatically representative estimations than only with instantaneous 645 

observations.  646 

5.2.2. Problems 647 

(1) Parameterization of the SEB 648 

The parameterization of diurnal or annual dynamics of LSTs into merely three or 649 

four controlling parameters is only applicable on ideal clear-sky days. Random 650 

weather other than clear-sky undermines the feasibility of these dynamic models. 651 

Long-term prevalence of clouds or precipitation will likely changes the standard 652 

temperature cycles within both a diurnal and an annual cycle. Nevertheless, this 653 

possibly imprecise parameterization hardly invalidates the steps given in Section 2. 654 

Under such scenarios, a dynamic model better representing LST variations is required, 655 

and DLST can be performed based on the controlling parameters of the new dynamic 656 

model under the similar framework.  657 

(2) Possible scale dependency of the relationships between the controlling parameters 658 

and scaling factors 659 
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This study assumes that the relationships between the controlling parameters of 660 

temperature cycle models and the scaling factors are scale-independent. In other 661 

words, the relationships obtain at the coarse resolution are directly applied to the fine 662 

resolution without corrections. A recent research has shown that the ‘scale effect’ are 663 

minimum across resolutions coarser than around 100 m [Zhou et al., 2016], at which 664 

the current study was performed. This effect, however, may become significant once 665 

the resolution is finer than 100 m. Practitioners need to be careful at such fine 666 

resolutions. A recent study indicates that the support vector machine is able to 667 

partially suppress this effect [Ghosh and Joshi, 2014].  668 

(3) Errors of satellite-derived LSTs 669 

The accuracy of satellite-derived LSTs significantly depends upon the retrieval 670 

algorithm. The accuracy of most mature satellite-derived LST products is reported 671 

around 1−2 K over homogeneous surfaces, with an even lower accuracy over 672 

heterogeneous surfaces owing to surface thermal anisotropy [Li et al., 2013]. The 673 

surface thermal anisotropy, together with other possible errors in the retrieved LSTs, 674 

affects the accuracies of the temperature cycle models and undermine all the 675 

procedures within DLST.  676 

 677 

 678 

  679 
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6. CONCLUSIONS 680 

Aiming to the simultaneous enhancements of the temporal and spatial resolutions 681 

of LSTs, this study performed DLST by disaggregating the controlling parameters of 682 

the dynamic models of LSTs rather than the LSTs directly. A fully dynamic DLST 683 

methodology was accordingly designed. This dynamic methodology additionally 684 

incorporates the modulation procedure that injects temporal thermal details to the 685 

associated background low-resolution LSTs, rather than directly transforming the 686 

high-resolution scaling factors into LSTs. Under a unified framework, the two types 687 

of DLST (including the DTC- and ATC-based DLST) were also investigated and 688 

subsequently compared with each other.  689 

The proposed methodology was validated by two strategies, including the 690 

indirect validation at the same resolution (Strategy-1) and the upscaling strategy 691 

(Strategy-2). Assessments indicate that, for both the DTC- and ATC-based DLST, the 692 

mean absolute errors (MAEs) between the disaggregated and reference LSTs are 693 

around 1-2 K. Comparatively, the DTC-based produces a relatively higher 694 

disaggregation accuracy, while the ATC-based possesses a higher flexibility for 695 

DLST in periods when there is no background LSTs.  696 

This dynamic methodology is potentially able to produce temporally continuous 697 

LSTs with the resolution equivalent to that of the chosen scaling factors. Our study 698 

has been nevertheless trying to be methodological rather than single-method-specific. 699 

We recognize that the use of NDVI and albedo as scaling factors may not be the most 700 

appropriate for various terrains and land cover types, but this methodology can be 701 

easily extended once other scaling factors are used. Finally, this study hardly implies 702 

that DLST is capable of supplanting the airborne or spaceborne thermal missions in 703 
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preparation. With the availability of mounting remote sensing data from multiple 704 

sources, DLST still has a long road to proceed.  705 

 706 

 707 

  708 
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TABLES 884 

Table 1. The r-squares between the two ATC model parameters and the annual mean 885 

NDVI and albedo at the four transit times are shown in (a), while (b) provides the 886 

MAEs between the predicted and reference LSTs.  887 

Data type 
(a) r-square* (b) MAE (K) 

Tam Tya original** predicted** increment 

Terra-day 0.79 0.67 2.24 2.31 0.07 

Aqua-day 0.76 0.59 2.24 2.38 0.14 

Terra-nig 0.70 0.61 0.89 1.13 0.24 

Aqua-nig 0.68 0.51 0.95 1.15 0.20 

Mean 0.73 0.60 1.58 1.74 0.16 

* These correlations are all significant at the 0.01-level. 888 

** ‘original’ denotes the MAEs between the ATC-fitted and original 1-km LSTs; 889 

‘predicted’ represents the MAEs between the original LSTs and those predicted LSTs 890 

using scaling factors; and ‘increment’ is the difference between the ‘original’ and 891 

‘predicted’.  892 

 893 

 894 

  895 
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FIGURE CAPTIONS 896 

Figure 1. Flowchart followed to perform a dynamic DLST. The subscript ‘high’ and 897 

‘low’ represent the resolution level. T denotes the LST; X is the chosen variable 898 

vector of a temperature cycle model f(∙); C are the statistical coefficients between X 899 

and scaling factors (e.g., NDVI and albedo); and Ẍ is the estimated variable vector by 900 

combining scaling factors and statistical coefficients.  901 

Figure 2. Land cover types around the Beijing metropolis (retrieved from MODIS 902 

land cover product MCD12Q1), including forest, shrubland, grassland, built-up, and 903 

cropland surfaces. Built-up areas locate at the center of the study area.  904 

Figure 3. Strategies for validation. Strategy-1 is intended to verify the capability of 905 

scaling factors; and Strategy-2 is intended to validate the feasibility of the fitted 906 

relationships across different resolutions.  907 

Figure 4. Annual variations of r-square fitted between the two DTC parameters (i.e., 908 

Td and P) and the two scaling factors (i.e., NDVI and albedo) are shown in (a), all 909 

with the significance level < 0.001; and (b) shows the histogram of the differences 910 

between the reference and predicted LSTs at the four transit times.  911 

Figure 5. Spatial variations of the MAEs between the reference and predicted LSTs 912 

for daytime (i.e., the average of Terra- and Aqua-day) and nighttime (i.e., the average 913 

of Terra- and Aqua-nig) across an annual cycle, wherein Strategy-1 was used. 914 

Figure 6. Histograms of the differences between the reference and predicted LSTs at 915 

the four transit times.  916 
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Figure 7. Monthly variations of the MAEs and normalized MAEs (NMAEs) between 917 

the disaggregated and reference LSTs using the DTC-based DLST. (a) and (b) are the 918 

MAEs from 5 to 1 km and 8 to 1 km, respectively; and (c) are for the NMAEs.  919 

Figure 8. Annual mean spatial variations of the MAEs between the reference and 920 

predicted LSTs for daytime and nighttime, wherein Strategy-2 was used.  921 

Figure 9. The disaggregation of the upscaled MODIS (5 km) to the resolution of 1 km 922 

in September. (a), (b), (c), and (d) are the LSTs of Terra-day, Aqua-day, Terra-nig, 923 

and Aqua-nig.  924 

Figure 10. Monthly variations of the MAEs between the disaggregated and reference 925 

LSTs using the ATC-based DLST. (a) and (b) are for 5 to 1 km and 8 to 1 km, 926 

respectively. 927 

Figure 11. Comparisons of the mean MAEs (averaged from the four daily transits) 928 

between using the DTC- and ATC-based DLST. (a) and (b) are from 5 to 1 km and 8 929 

to 1 km, respectively.  930 
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